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Abstract

Electromagnetic inverse scattering strategies are used in the field of Mi-

crowave Imaging (MWI) to reconstruct the complex permittivity profile of

a certain domain of interest (DOI), where an object under test is assumed

to be located therein. Generally speaking, when a certain antenna inter-

rogates such a target, the back-scattered field is collected on the receivers,

dislocated on a measurement domain outside the DOI. Inverse scattering

is then performed considering both the incident and the back-scattered

field, the latter usually indicated as the total field. The imaging solutions

based on the inverse scattering methods pertain to the non-invasive diag-

nostic tools, and they can be used in a variety of applications, embracing,

among others, through-the-wall imaging, Nondestructive testing (NDT),

Ground-penetrating Radar (GPR) and biomedical imaging solutions. The

inverse scattering algorithms generally require the use of both magnitude

and phase of the total field, as well as of the incident field, the latter re-

ferring to the field evaluated without the presence of the target, assumed

as the reference scenario. The performed research activities aim to find

out reliable microwave imaging strategies, able to solve inverse scattering

problems by using intensity-only electric field data. Although the full-data

inverse scattering methods show promising reconstruction results, the de-

mand in terms of complex data can be challenging, especially in the case of

diagnostic methods performed at higher frequencies beyond the microwave

frequency range. Furthermore, relaxing the coherence requirements of the

acquisition stage, could open to the use of affordable and cheaper measure-

ment equipment, such as power meters, as an alternative to more bulky

and expensive measurement setups.
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The microwave imaging solution has been treated from different perspec-

tives. Initially, an iterative solution of the inverse scattering has been for-

mulated, based on the contrast source formulation and denoted as Phaseless

Contrast Source Inversion method (P-CSI). In this method, phaseless total

field data have been used, together with numerical and/or simulated inci-

dent field data, meaning that the incident field is assumed to be preliminary

known as imaging system characterization.

Secondly, dealing with phaseless data, an inverse source problem has been

also addressed. Indeed, when considering near-field antenna measurement

and diagnostic, phaseless approach can be less prone to probe positioning

errors as compared to the complex-data case. Therefore, the incident field

modeling process has been analyzed and proposed in a phaseless version,

so that a complete phase-free inverse scattering framework has been for-

mulated. More specifically, a strategy based on a spatial domain indirect

holography technique (SDIHT) has been extended to the inverse source

solution and combined with incident field characterization methods, the

latter expressed in the form of Modal Expansion (ME) or, alternatively, in

terms of equivalent current densities, which solution goes under the name

of Source Reconstruction Method (SRM).

The inverse strategy has been first tested on 2D simplified targets, with

canonical geometries and low permittivity contrast, considering both simu-

lated and experimental data. Secondly, the predictability of the method has

been tested when considering more inhomogeneous targets. In this context,

a deep focus on breast imaging solutions has been addressed. For this case,

system requirements in terms of data sparsity, background medium selec-

tion and incident field characterization have been analyzed. The phaseless

framework has been ultimately validated in-silico, when considering 3D

scattering models, with field data pertaining to the near field zone.
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Sommario

Le attività di ricerca svolte hanno riguardato l’esplorazione di tecniche

di imaging a microonde, basate sull’utilizzo di misure di sola intensità di

campo elettrico. Sebbene l’impiego di misure di campo complesse diano

buoni riscontri in termini di accuratezza nella ricostruzione della permet-

tività complessa dei target sotto osservazione, lo studio di tecniche di solo

modulo è stato dettato da differenti fattori. In primo luogo, l’utilizzo della

sola intensità dei campi coinvolti può aprire ad una consistente semplifi-

cazione del setup di acquisizione, consentendo l’utilizzo di dispositivi più

economici rispetto a quelli impiegati nei setup di imaging tradizionali, soli-

tamente coerenti ed ingombranti. Inoltre, sebbene il contributo di fase dei

campi retrodiffusi porti con sé gran parte del contenuto informativo del

target sotto osservazione, una sua misura accurata non può essere sempre

garantita, specie nel caso di setup di imaging a scansione meccanica e con

frequenze di lavoro più elevate, al limite del regime delle microonde o oltre.

Inizialmente, l’approccio proposto ha visto l’utilizzo di misure di solo mod-

ulo per i valori di campo elettrico totale, assumendo, per i campi incidenti,

valori di campo noti a priori e/o provenienti da simulazioni. Tale metodo di

inversione è stato inizialmente testato su dataset di campi simulati e speri-

mentali, operanti sia in campo lontano che in campo vicino, relativamente a

target di natura metallica e dielettrica, considerando in prima istanza scat-

teratori deboli. Successivamente, il metodo è stato validato considerando

campi retro-diffusi e operanti nella banda delle microonde, nel caso di tar-

get fortemente eterogenei e ad elevato contrasto. Particolare attenzione

è stata posta all’utilizzo di tale metodologia nell’ambito dell’imaging del

seno. In tale contesto, è stato validato un modello a linee di trasmissione,

al fine di determinare le condizioni ottimali in termini di frequenza di la-

voro e caratteristiche di permettività del mezzo di background, in modo da

scegliere opportunamente il compromesso tra accoppiamento elettromag-

netico e profondità di penetrazione.
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Tale modello è stato successivamente validato considerando il caso di mod-

elli di seno tridimensionali ed impiegando sorgenti di campo non-analitiche.

Una seconda parte della ricerca ha riguardato lo studio di metodi di inverse

source e di diagnostica delle antenne, da includere all’interno delle proce-

dure di scattering inverso, atte ad estendere l’utilizzo di misure di sola in-

tensità anche per la caratterizzazione del campo incidente. Quest’ultimo,

nelle soluzioni proposte in letteratura, è infatti solitamente assunto come

noto nella sua formulazione in termini di modulo e fase. Sono stati proposti

una serie di approcci, ottenuti combinando tecniche olografiche spaziali e

metodi di diagnostica, quest’ultimi basati sull’espressione dei campi inci-

denti in termini di espansione modale o di densità di correnti equivalenti.

Tali tecniche consentono di ricavare le distribuzioni di campo incidente delle

sorgenti coinvolte nella fase di imaging, a partire da misure di sola intensità,

consentendo dunque lo sviluppo di una procedura di imaging interamente

phase-free. La combinazione dei metodi di inverse source e inverse scatter-

ing a partire da valori di campo in solo modulo, è stata successivamente

validata in-silico, considerando sia un dominio di immagine bidimensionale,

sia target tridimensionali, con analisi effettuate in campo vicino. I risultati

ottenuti dimostrano le peculiarità del metodo proposto e la sua validità

in diversi scenari applicativi, tra i quali si evidenzia il potenziale impiego

nell’ambito della diagnostica biomedicale.

iv







Contents

Contents

Chapter 1 Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Main contribution of Present Work . . . . . . . . . . . . . . 4

Chapter 2 Problem Statement and State of the Art 5
2.1 Electromagnetic Scattering Problems . . . . . . . . . . . . . 5
2.2 Mathematical Framework and Involved Operators . . . . . . 7
2.3 Linear and Non-linear Inverse Scattering Strategies . . . . . 10
2.4 Phaseless Inverse Scattering - Motivation and Current Trends 12

Chapter 3 Incident Field Analysis in Microwave Imag-
ing Systems 17

3.1 Inverse Source Problem Applied to a Microwave Imaging
Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 Spatial Domain Indirect Holography Technique (SDIHT) as
Phase Retrieval (PR) Stage . . . . . . . . . . . . . . . . . . 19

3.3 Modal Expansion (ME) . . . . . . . . . . . . . . . . . . . . . 23
3.4 Source Reconstruction Method (SRM) . . . . . . . . . . . . 26

Chapter 4 Inverse Scattering Solution with Phaseless
Data 37

4.1 Phaseless Contrast Source Inversion (P-CSI) Method . . . . 37
4.2 On the Initial Guess and Prior Information: Amplitude Only

Data Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Error Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Point Spread Function (PSF) and Sensitivity Analysis . . . . 50
4.5 Phaseless Reconstruction and Experimental Data . . . . . . 54

Chapter 5 Phaseless Inverse Scattering Applied to Breast
Imaging 59

5.1 On the Relevance of the Breast Imaging Tools . . . . . . . . 59
5.2 Coupling Medium Analysis . . . . . . . . . . . . . . . . . . . 60

5.2.1 Equivalent Transmission Line (TL) Model . . . . . . 61
5.2.2 Validation of the TL model - 3D breast models . . . 65

5.3 Breast Targets - Simplified COMSOL Model . . . . . . . . . 71

vii



Contents

5.4 Breast Targets - Realistic Models and Incident Field Prior . 76
5.5 Breast Targets - Realistic Models and Incident Field Recov-

ered from Phaseless Data . . . . . . . . . . . . . . . . . . . . 80
5.6 In-silico Validation on a 3D Scenario . . . . . . . . . . . . . 88

Conclusions 93
Appendices 95
References 103
Publications 115

viii



List of Tables

List of Tables

3.1 Reconstruction error for different focus levels m. . . . . . . . 32

4.1 Point-like scatterer - performance indicators for different SNR
values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.2 Parameter settings for the sensitivity analysis. For each
(l, ϵr) entry, the (normalized) RMSE and the correlation fac-
tor ρ are evaluated. . . . . . . . . . . . . . . . . . . . . . . . 52

5.1 Cole-Cole (C-C) parameters for the breast Groups 1-3 - me-
dian profile [102]–[104]. . . . . . . . . . . . . . . . . . . . . . 62

5.2 Double-Layer Antipodal Vivaldi Antenna (DL-AVA) - design
specifications. . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.3 Dielectric properties involved in the COMSOL model in Fig. 5.10,
with ϵrb = 18. . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.4 Qualitative metrics for the analyzed breast phantom slices,
considering the P-CSI approach, with the incident field as-
sumed to be known. . . . . . . . . . . . . . . . . . . . . . . . 77

5.5 Root Mean Square Error (RMSE) in the case of Spatial
Domain Indirect Holography Technique (SDIHT) combined
with Modal Expansion (ME) or Source Reconstruction Method
(SRM). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.6 Qualitative metrics for the analyzed breast phantom slices,
when P-CSI and the incident field reconstruction approach
of Chapter 3 are adopted. . . . . . . . . . . . . . . . . . . . 82

5.7 Geometry details of Fig. 5.24. . . . . . . . . . . . . . . . . . 88
A.1 Ingredients concentration for the different tissue-mimicking

phantoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

ix





List of Figures

List of Figures

2.1 Generic imaging scenario. . . . . . . . . . . . . . . . . . . . 8

3.1 Spatial Domain Indirect Holography Technique (SDIHT) scheme,
applied to a microwave imaging context, for the phase recov-
ery of the incident field in the measurement domain S. . . . 20

3.2 Incident field recovered on sampling points along the mea-
surement domain S, with the Spatial Domain Indirect Holog-
raphy Technique (SDIHT) - (a) real part, (b) imaginary part,
(c) phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3 Bessel function - Re{H(2)
ν (kbr)} versus the order ν. The

truncation number Nc is highlighted. . . . . . . . . . . . . . 24
3.4 Incident field distribution for a line current source - Exact

(a) amplitude and (b) phase. Retrieved (c) amplitude and
(d) phase with the ME technique. . . . . . . . . . . . . . . . 25

3.5 Field reconstruction (real part) for the simulated Double-
Layer Antipodal Vivaldi Antenna (DL-AVA) discussed in
Chapter 5, by applying the combined SDIHT+ME method
- (a) CST data, (b) retrieved field. . . . . . . . . . . . . . . . 25

3.6 Source Reconstruction Method (SRM) - schematic . . . . . . 26
3.7 Example of L-curve trend and highlighted knee, for the so-

lution of the problem described in Eqs. (3.17) and (3.20). . . 29
3.8 Example of the field generated by the SRM equivalent cur-

rents, compared to the reference field, in the case of a TMz
line source. (a) Amplitude, (b) real and (c) imaginary parts.
All the quantities are expressed in dBV/m and evaluated on
the measurement domain S. . . . . . . . . . . . . . . . . . . 30

3.9 Source Reconstruction Method (SRM) - Incident field dis-
tribution for m = 0 (line source). Numerical (a) amplitude
and (b) phase. Retrieved (c) amplitude and (d) phase. . . . 32

3.10 Source Reconstruction Method (SRM) - Incident field distri-
bution for m = 2. Numerical (a) amplitude and (b) phase.
Retrieved (c) amplitude and (d) phase. . . . . . . . . . . . . 33

xi



List of Figures

3.11 Source Reconstruction Method (SRM) - Incident field distri-
bution for m = 4. Numerical (a) amplitude and (b) phase.
Retrieved (c) amplitude and (d) phase. . . . . . . . . . . . . 34

3.12 Source Reconstruction Method (SRM) - Incident field distri-
bution for m = 6. Numerical (a) amplitude and (b) phase.
Retrieved (c) amplitude and (d) phase. . . . . . . . . . . . . 35

3.13 Incident field distribution for m = 6 on different cutting
planes - (a) y = 0, (b) x = 0, (c) x = RDOI and (d) x =

−RDOI , where RDOI = 3λ. . . . . . . . . . . . . . . . . . . . 36

4.1 Phaseless Contrast Source Inversion (P-CSI) - pseudocode. . 39

4.2 Example of total field retrieved amplitude - |Emod(n)
S | - and

total field amplitude coming from the forward solver - |Etot
S |. 43

4.3 Example of total field retrieved phase - ϕ
E

mod(n)
S

- and total
field phase coming from the forward solver - ϕEtot

S
. . . . . . . 44

4.4 Reconstruction error of the total field (a) amplitude and (b)
phase, for the different transceiver locations - compact form
of the results shown in Figs. 4.2 and 4.3. . . . . . . . . . . . 45

4.5 Example of initial guess for a Class 2 breast model: (a)-
(b) breast model ground truth and (c)-(d) corresponding
Phaseless backpropagation (PBP) initial guess. . . . . . . . . 49

4.6 Point Spread Function (PSF) of the imaging system and -3
dB cutting plane, with (a) noiseless data, (b) SNR = 20 dB. 51

4.7 Point Spread Function (PSF) for different SNR values - (a)
y = 0 and (b) x = 0 cuts. . . . . . . . . . . . . . . . . . . . 51

4.8 Square-shaped targets with ϵr as indicated in Table 4.2, for
different square sizes l - 0.5λ (first row), 0.7λ (second row),
0.8λ (third row), λ (fourth row) and permittivity ϵr - 1.5ϵrb
(first column), 2ϵrb (second column), 3ϵrb (third column). . . 53

4.9 Bistatic measurement setup, taken from [82]. . . . . . . . . . 54

4.10 (a) diel, (b) twodiel and (c) ushaped cylindrical targets -
transverse section [82]. . . . . . . . . . . . . . . . . . . . . . 55

4.11 diel dielectric target defined in [82]. Permittivity map for
(a) CSI, (b) MR-CSI, (c) CC-CSI and (d) P-CSI, with f =
4 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.12 twodiel dielectric target defined in [82]. Permittivity map
for (a) CSI, (b) MR-CSI, (c) CC-CSI and (d) P-CSI, with f
= 4 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

xii



List of Figures

4.13 u-shape metallic target defined in [82]. Normalized conduc-
tivity map for (a) CSI, (b) MR-CSI, (c) CC-CSI and (d)
P-CSI, with f = 4 GHz. . . . . . . . . . . . . . . . . . . . . . 57

4.14 Cylindrical (white) plastic and (grey) foam targets: (a) FoamDielInt
and (b) FoamDielExt, taken from [83]. In (c)-(d), retrieved
permittivity by applying P-CSI, with f = 4 GHz. . . . . . . 57

5.1 3-layered Transmission Line (TL) model, including the in-
volved breast tissues and the background medium. . . . . . 61

5.2 Cole-Cole model for the three different breast groups - (a)
real permittivity and (b) conductivity. . . . . . . . . . . . . 63

5.3 Reflection coefficient Γ(ω, ϵrb) for the TL model depicted in
Fig. 5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.4 Double-Layer Antipodal Vivaldi Antenna (DL-AVA) - (a)
angle view and (b) geometry details - the inner layer is high-
lighted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.5 Incident E-field components as function of (a) frequency and
(b) spatial distribution, with the antenna located at (0, Rrx, 0). 67

5.6 Double-Layer Antipodal Vivaldi Antenna (DL-AVA) with
the presence of (a) Class 3 and (b) Class 2 breast model.
The fibroglandular tissue is highlighted. . . . . . . . . . . . . 68

5.7 Total E-field components as function of (a) frequency and (b)
spatial distribution with the antenna located at (0,−Rrx, 0). 69

5.8 Reflection coefficient for different ϵrb values - (a) Class 2 and
(b) Class 3 phantom. . . . . . . . . . . . . . . . . . . . . . . 70

5.9 Radiation efficiency vs. ϵrb , for the Double-Layer Antipodal
Vivaldi Antenna (DL-AVA), in the presence of a Class 3
breast model, evaluated at f=2 GHz. . . . . . . . . . . . . . 71

5.10 Simulated geometry in COMSOL - coupling medium (green),
skin (blue), fat (red), fibroglandular (yellow), and a tumor
simulant (purple) on the upper side-left of the model. Inci-
dent field simulated as line current out-of-plane. . . . . . . . 72

5.11 Debye model for the involved simulated tissues - (a) permit-
tivity, (b) conductivity. . . . . . . . . . . . . . . . . . . . . . 73

5.12 Retrieved dielectric contrast χ of the model depicted in Fig. 5.10
- (a) real and (b) imaginary part. . . . . . . . . . . . . . . . 74

xiii



List of Figures

5.13 Cost function trend for the inverse method proposed in Sec-
tion 4.1 for different background permittivity values - ϵrb , in
the case of a simplified breast target as the one shown in
Fig. 5.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.14 Dielectric contrast - χ - for different SNR values: (a) 40 dB,
(b) 30 dB and (c) 20 dB. . . . . . . . . . . . . . . . . . . . 75

5.15 (a)-(b) Ground truth - (c) permittivity and (d) conductivity
reconstruction results for the Class 2 Breast Model - ID 010204. 77

5.16 (a)-(b) Ground truth -(c) permittivity and (d) conductivity
reconstruction results for the Class 2 Breast Model - ID 012204. 78

5.17 (a)-(b) Ground truth - (c) permittivity and (d) conductivity
reconstruction results for the Class 3 Breast Model - ID 062204. 79

5.18 Incident field reconstruction for a TMz line source - (a) Nu-
merical, (b) SDIHT + ME and (c) SDIHT + SRM - real
normalized incident field. . . . . . . . . . . . . . . . . . . . . 81

5.19 Phantom ID: 010204 (a) - (b) ground truth and (c) - (d)
reconstruction results. . . . . . . . . . . . . . . . . . . . . . 83

5.20 Phantom ID: 012204 - (a) - (b) ground truth and (c) - (d)
reconstruction results. . . . . . . . . . . . . . . . . . . . . . 84

5.21 Phantom ID: 012304 - (a) - (b) ground truth and (c) - (d)
reconstruction results. . . . . . . . . . . . . . . . . . . . . . 85

5.22 Phantom ID: 012804 - (a) - (b) ground truth and (c) - (d)
reconstruction results. . . . . . . . . . . . . . . . . . . . . . 86

5.23 Phantom ID: 071904 - (a) - (b) ground truth and (c) - (d)
reconstruction results. . . . . . . . . . . . . . . . . . . . . . 87

5.24 Simplified 3D model in FEKO - homogeneous background
with the presence of two cylindrical inhomogeneities with
high permittivity. . . . . . . . . . . . . . . . . . . . . . . . . 89

5.25 Reconstruction results for the 3D FEKO scenario depicted
in Fig. 5.24, using a frequency hop scheme - (a) 5 GHz (with
PBP initial guess), (b) 5.5 GHz and (c) 6 GHz. . . . . . . . 90

A.1 Electromagnetic properties of the fabricated phantoms (bold
curves) compared to the models provided in [104] (breast
tissues), and [127], [128] (blood). . . . . . . . . . . . . . . . 99

xiv



Abbreviations

Abbreviations

ACR American College Radiology.
ANN Artificial Neural Networks.
AUT Antenna Under Test.
AVA Antipodal Vivaldi Antenna.
AWGN Additive White Gaussian Noise.
BA Born Approximation.
BI-RADS Breast Imaging Reporting & Data System.
BIM Born Iterative Method.
BP Backpropagation.
CC-CSI Cross-correlated Contrast Source Inversion.
CG Conjugate Gradient.
CG-FFT Conjugate Gradient Fast Fourier Transform.
CGLS Conjugate Gradient for Least Square.
CS Contrast Source.
CSI Contrast Source Inversion.
DBA Distorted Born Approximation.
DBIM Distorted Born Iterative Method.
DL-AVA Double-Layer Antipodal Vivaldi Antenna.
DOI Domain of interest.
EFIE Electric-Field Integral Equations.
FF Far-Field.
FFT Fast Fourier Transform.
GPR Ground-penetrating Radar.
LSM Linear Sampling Method.
ME Modal Expansion.
MoM Method of Moments.
MR-CSI Multiplicative Regularized Contrast Source Inversion.
MRI Magnetic Resonance Imaging.
MWI Microwave Imaging.

xv



Abbreviations

NDT Nondestructive testing.
NF Near-Field.
OSM Orthogonality Sampling Method.
OUT Object Under Test.
PBP Phaseless backpropagation.
P-CSI Phaseless Contrast Source Inversion.
PML Perfectly Matched Layer.
PR Phase Retrieval.
PSF Point Spread Function.
RMSE Root Mean Square Error.
SDIHT Spatial Domain Indirect Holography Technique.
SL-AVA Single-Layer Antipodal Vivaldi Antenna.
SLL Sidelobe level.
SOM Subspace-based optimization method.
SRM Source Reconstruction Method.
TL Transmission Line.
TM Transverse Magnetic.
TSVD Truncated Singular Value Decomposition.
TV Total Variation.
US Ultrasound.
UWB Ultra-wide Band.

xvi



Chapter 1. Introduction

Chapter 1

Introduction

1.1 Introduction

Microwave imaging methods have been an open research field for decades.
The applications explored among the scientific community are different,
putting a lot of attention and effort into the development of solution strate-
gies to be applied to a non-exhaustive list of applications, including remote
sensing, Nondestructive testing (NDT), Ground-penetrating Radar (GPR),
concealed weapon detection and, above all, biomedical imaging. In the lat-
ter case, although most of the imaging methods made strides during the
years, the cases in which microwave biomedical imaging apparatus have
reached the clinical trial stages are limited. Aside from the complexity of
the measurement setup, the main challenges in this context lie on the lim-
ited predictability of the scattering phenomena in the case of very heteroge-
neous structures, typically involved in human tissues. Indeed, despite the
existent dielectric diversity among the tissues, quantitative reconstruction
of these properties is definitely the ultimate long-term goal of microwave
imaging for biomedical scenarios, with a view to its use as an affordable and
supportive diagnostic tool. From an analytical perspective, microwave in-
verse scattering problems are well-known to be ill-posed and ill-conditioned
and they face non-linearity issues by nature. Consequently, some strategy
needs to be adopted, in order to have reliable and stable solutions.
Among the different open and fascinating research questions within the

1



1.1. Introduction

microwave imaging community, one of those considers the possibility to de-
tect, from a qualitative and potentially quantitative perspective, the elec-
tromagnetic properties of a generic Object Under Test (OUT), by exploiting
intensity-only measurements of the involved fields.

The motivations behind this assumption are different and can be read from
multiple perspectives. Indeed, despite the advance in measurement equip-
ment, full-data field acquisitions would require good accuracy in the mea-
surements of both amplitude and phase of the involved fields. Despite
this task can be quite successful in the case of measurements performed
within the microwave frequency range, it cannot always be accomplished
or guaranteed especially at higher frequencies. Furthermore, in the case of
mechanical scanning configurations, phase data result to be more prone to
positioning errors, whereas the use of complex signals generally needs coher-
ent detection and thus a phase synchronization between transmitters and
receivers. Phaseless acquisitions can strongly simplify the hardware com-
plexity, while the phase stability and synchronization requirements can be
also relaxed. At the same time, phase data usually carry most of the infor-
mation content about the nature of the scatterer. These facts consequently
put phaseless microwave imaging as a challenging task to be performed.
Despite the limited demand on the measurement equipment, the use of
intensity-only field data heavily loads the inverse scattering strategy com-
plexity and it requires additional information to cope with the enforced
data sparsity.

Among the imaging phaseless approaches proposed in the research commu-
nity, most of them rely on a strong assumption regarding the incident field
data distribution, i.e., the field evaluated without the presence of the target
under inspection and known as a reference scenario. Indeed, in these ap-
proaches, the incident field is assumed to be analytically known or available
from simulations. In this thesis, some approaches have been investigated
to cope with this assumption in the phaseless domain, so that the inci-
dent field data, required for the solution of the inverse scattering problem,
could be potentially retrieved from amplitude-only data samples, resulting
in a complete phaseless framework. More specifically, along with a phase-
less imaging reconstruction method, a combined inverse source strategy for
the estimation of the incident field distribution, starting from amplitude-
only data samples, has been analyzed and secondly applied to multi-static
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imaging scenarios. The developed methods have been preliminarily tested
considering canonical targets, then most of the attention has been dedi-
cated to the use of these tools in the field of biomedical imaging, with a
strong emphasis on the case of breast imaging solutions. In this context,
investigations have been performed for the description of the most suitable
imaging setup configuration under the restriction imposed by the phaseless
approach.

Furthermore, in addition to the breast imaging task, supplementary imag-
ing system conditions have been investigated; among these, the predictabil-
ity of a proposed simplified transmission line model for the coupling medium
selection and the operating frequency, specifically tailored for breast imag-
ing case, has been tested and secondly validated by 3D electromagnetic
simulations, where more realistic and complex breast models have been
involved.
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1.2 Main contribution of Present Work

The major contributions proposed in this thesis can be summarized as
follows:

1) Inverse Scattering: the implementation of a phaseless microwave
imaging solution, namely the Phaseless Contrast Source Inversion
(P-CSI) method, based on the classical Contrast Source (CS) for-
mulation of the inverse scattering problem, where both incident and
total field data in terms of amplitude-only data are used for the inver-
sion strategy. The method has been inspected mostly in the following
aspects:

(a) The introduction of a proper initial guess selection for the (itera-
tive) reconstruction method, that makes use of a phaseless back-
propagation solution in a microwave imaging context, where the
amplitude-only data is fully exploited as prior information con-
tent;

(b) The validation of the method on experimental far-field data, in
the presence of metallic or low-permittivity dielectric targets,
and extension to the case of scattered field coming from high
contrast targets, evaluated in the near-field zone;

(c) The validation of the proposed solution in the context of mi-
crowave breast imaging, by considering realistic breast models
with different levels of fibroglandular density. Furthermore, a
context study regarding the main aspects of a microwave breast
imaging system design has been also addressed.

2) Inverse Source: the definition of a combined strategy for the inci-
dent field characterization in microwave imaging methods, pertaining
to the inverse source problem solutions, allowing to obtain the field
distribution within the imaging domain starting from phaseless mea-
surements, by combining holography-based solutions with antenna
characterization methods.
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Chapter 2

Problem Statement and
State of the Art

2.1 Electromagnetic Scattering Problems

Generally speaking, scattering phenomena arise when an electromagnetic
field interacts with a certain object, conventionally indicated as target. As
a consequence of the impinging field, the target acts as a field source; con-
sequently, besides the presence of the incident field, a superimposed field
component is observed, conventionally named as the scattered field. This
field can be physically interpreted as the field coming from the induced
currents, generated due to field-target interaction. The scattering events
occur as a consequence of the difference in the electromagnetic properties
between the target and the background. Therefore, a total field distribu-
tion is defined as the superimposition of the scattered field and the incident
portion, the latter evaluated without the presence of the target and indi-
cated as reference scenario. Electromagnetic scattering can be treated from
two different points of view, similar to the cause-effect relation: in fact, the
determination of the field scattered by a certain object, by knowing its
dielectric properties goes under the name of forward scattering problem
(cause −→ effect). This kind of problem results to be well-posed in the
Hadamard’s sense [1].

For clarity, here the definition of a well-posed problem is recalled:

5



2.1. Electromagnetic Scattering Problems

Definition. A problem is defined as well-posed in the sense of Hadamard
if:

- it has a solution;
- the solution is unique;
- the solution depends continuously on the data.

A problem is instead defined to be ill-posed if at least one of those con-
ditions is not guaranteed. In the forward solution, all the conditions of
well-posedness are valid; this is not true in the case of the inverse scatter-
ing counterpart, which consists in finding out the electromagnetic proper-
ties of a certain target, supposed to be unknown, starting from measured
field data (cause ←− effect). In this case, the existence of a unique solution
can be guaranteed only if there are no constraints on the data availability
(i.e. full-data case) [2], whereas this is not always the case when consid-
ering more data sparsity, such as the phaseless data case discussed in this
work. Indeed, in the case of phaseless far-field measurement, uniqueness
is not guaranteed due to the translation invariance of the amplitude-only
far-field pattern. Furthermore, minimum perturbation (viz., noise) of the
input data, i.e. the field coming from measurements, can determine strong
variation in the output results, consequently leading to poor reliability and
robustness of the reconstruction. Despite the fact that the ill-posedness of
the problem can be alleviated by considering a multi-view case, the problem
is still ill-posed due to the finite number of (independent) measurements.
Consequently, a limited number of illumination points can be effectively
exploited, whereas additional constraints such as prior information and/or
proper initial guess in the case of iterative inverse scattering solutions, need
to be properly addressed.

Having reliable reconstructions in imaging methods is of remarkable im-
portance, especially when associated with medical applications. Indeed,
significant is the number of screened false-positives cases experienced with
the X-ray-based imaging solutions, which often require additional support-
ive tools, such as Magnetic Resonance Imaging (MRI). To this extent, the
use of Microwave Imaging (MWI) techniques as diagnosis and screening
tools is still promising and intense research is currently underway among
different research groups worldwide. More specifically, MWI applied to
breast cancer detection still results to be one of the most investigated and
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emerging technology [3]; this can be associated to the fact that most of the
currently available screening solutions requires the use of ionizing radia-
tion and acquisition methods not comfortable for the patient - e.g., breast
compression in mammography - which remains the gold standard imag-
ing modality for breast cancer screening [4]. Furthermore, the potential
use of cheap and portable devices represents one of the additional advan-
tages of MWI solutions as compared to the other existing medical imaging
modalities.

2.2 Mathematical Framework and Involved

Operators

A generic microwave imaging setting is provided in Fig. 2.1. This setup
illustrates a multi-static/multi-view imaging system, consisting of a certain
number of transceivers N , located along a closed curve S. Those are alter-
nately assumed as transmitters, while the remaining ones act as receivers.
By doing so, a multi-illumination system is considered, whereas the scat-
tering response is detected from multiple receiving angles. The imaging
domain, denoted as D, represents the investigated area and assuming to
enclose the target’s support, hereby denoted as B. By indicating with ϵrb
the complex relative permittivity of the homogeneous and non-magnetic
background medium that surrounds the Object Under Test (OUT), while
assuming the latter to have a certain complex relative permittivity ϵr(r), a
dielectric contrast function can be defined as follows:

χ(r) =
ϵr(r)− ϵrb

ϵrb
(2.1)

The contrast function defined in Eq. (2.1) is the unknown that the MWI
inverse scattering solutions aim to find. Inverse scattering generally relies
on the formulation of the electromagnetic scattering problem in terms of
Electric-Field Integral Equations (EFIE), here briefly recalled.
A 3D EM model is usually extremely complex to formulate, especially in
the case of heterogeneous scattering objects; indeed the inverse scattering
solution is translated into a prohibitive computational task, especially when
forward models are considered for the generation of synthetic field data to
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Figure 2.1: Generic imaging scenario.

test the inversion methods. As a consequence, here the reduction to a 2D
scheme has been adopted, starting from the 3D Helmholtz equation for the
electric field, within a non-magnetic uniform background, i.e., µb(r) = µ0:

∇×∇× E(r)− ω2µbϵ(r)E(r) = 0 (2.2)

Assuming a field symmetry for the E-field in the scattering volume, meaning
that the incident field, as well as the scattered field coming from the target,
can be considered invariant along the z-direction:

∂E(r)

∂z
= 0 (2.3)

When Eq. (2.3) holds true, the scattering problem can be assumed to be
fully described by the Ez component only, whereas the magnetic field com-
ponents are assumed to be transverse to the z-axis. The considered ap-
proach is known as TMz approximation and the Eq. (2.2) can be expressed
as:

∇2
⊥Ez(r) + ω2µbϵ(r)Ez(r) = 0 (2.4)

where ∇2
⊥ indicates the 2D Laplace operator in the transverse plane.
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The solution of Eq. (2.4) enables the data acquisition and the reconstruction
stage to be performed on planes, i.e., considering a tomography approach.
The 2D Helmholtz equation can be evaluated for two different domains -
the data domain S (or simply S), including the measurement space, and the
state domain D (or simply D), denoting the imaging domain. According to
these definitions, two equations pertaining to the above-mentioned domains
can be formulated as follows:

Es(r) = Et(r)− Ei(r) = kb
2

∫
D

g(r, r′)χ(r′)Et(r′) dr′, r ∈ S

Et(r) = Ei(r) + kb
2

∫
D

g(r, r′)χ(r′)Et(r′) dr′, r ∈ D
(2.5)

where Et, Ei and Es indicate the total, incident, and scattered field por-
tions, respectively, whereas g denotes the Green’s scalar radiating operator:

g(r, r′) =
i

4
H

(1)
0 (kb|r− r′|) (2.6)

While kb = ω
√
ϵ0ϵrbµ0 indicates the background wave number, whereas

H
(1)
0 denotes the Hankel function of zeroth-order and first kind. The

EFIE in Eq. (2.5) show the non-linear relation between fields and contrast.
Throughout the text, the definition of an equivalent Contrast Source (CS),
denoted as w(r), will be used. This refers to the equivalent current that is
generated as a consequence of the existing dielectric contrast between the
background and the scatterer:

w(r) := χ(r)Et(r) (2.7)

The term in Eq. (2.7) can be exploited to re-write Eq. (2.5) in a more
compact form, which can be useful when the CS is used as an auxiliary
unknown for the solution of the inverse scattering problem, as in the case of
the Contrast Source Inversion (CSI) based method described in Chapter 4.
Consequently, the EFIE can be expressed in the CS formulation as:

Es(r) = kb
2

∫
D

g(r, r′)w(r′) dr′, r ∈ S

Et(r) = Ei(r) + kb
2

∫
D

g(r, r′)w(r′) dr′, r ∈ D
(2.8)
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In order to handle those equations numerically, a discretization form needs
to be derived. This can be done by considering a Method of Moments
(MoM) solution and by using elementary pulse basis functions. More
specifically, the imaging domain can be discretized into M = Nx × Ny

sub-wavelength cells, located at rm, with m ∈ (1, 2, . . . ,M). Each cell is

approximated to an equivalent disk with radius a =
√

∆x∆y

π
, where ∆x,y is

the one-dimension cell size, so that a closed form of the Green’s operator
can be obtained [5]. Therefore, the EFIE in Eq. (2.5) can be re-written as:

Es = GSdiag (χ)E
t

Et = Ei +GDdiag (χ)E
t

(2.9)

where χ is expressed as a M × 1 vector, whereas GS,D are the integral
operators, with size NRX×M and M×M respectively, whose formulations
are expressed as:

GS(s,m) =
ikbπa

2
J1(kba)H

(1)
0 (kb|rs − rm|)

GD(m,m′) =


ikbπa

2
J1(kba)H

(1)
0 (kb|rs − rm|) m ̸= m′

ikbπa
2

H
(1)
1 (kba)− 1 m = m′

(2.10)

where rs indicates each receiver position, with s ∈ (1, 2, . . . , NRX).

2.3 Linear and Non-linear Inverse Scattering

Strategies

The electromagnetic inverse scattering strategies are generally distinguished
from different perspectives. One such criterion is based on how the non-
linearity highlighted in Eq. (2.5) is treated. Some approaches consider the
linearized version of the scattering problem, discarding the mutual interac-
tion inside the imaging domain and mutual coupling effects. This assump-
tion is equivalent to assume the total field inside the imaging domain to be
equal to the incident field only. This strategy leads to the common Born
Approximation (BA), which brings some limitations in the reconstruction
capabilities of the inverse solutions.

10



Chapter 2. Problem Statement and State of the Art

Indeed, in this case, the operation of the inverse method is limited to weak
scatterers; thus, it cannot be extended to the case of high-contrast objects.
Besides the reconstruction limitations from a quantitative perspective, the
linearization of the scattering solution enables the possibility of having real-
time imaging methods [6]. In this context, recent solution strategies that
combine the use of the BA and of the Rytov approximation - the latter
putting constraints on the dielectric contrast only and not on the target’s
size - result in promising reconstructions, specifically for tissue imaging [7],
[8]. Alternative linearized methods consider a reference scenario that differs
from the case of a homogeneous background, such as the Distorted Born
Approximation (DBA), where the scatterer is assumed as a form of pertur-
bation within the background. Other potential extensions to the BA-based
methods are the non-linear and iterative well-known strategies such as the
Born Iterative Method (BIM) and the Distorted Born Iterative Method
(DBIM), where in the latter the internal field and the Green’s function
are updated during each iteration, by iterative forward solver recalls. Lin-
earized methods have been used, combined with Truncated Singular Value
Decomposition (TSVD) solutions, with promising qualitative reconstruc-
tion results in different fields of application such as microwave ablation [9]
and through-the-wall imaging solutions [10], [11]. When the target under
investigation does not fall within the condition of weak scatter, the full-non
linearity of the scattering problem can be tackled by considering different
methods. In most of these solutions, the inverse scattering problem is
treated as the minimization of a certain cost function, that quantifies the
discrepancy between the measured field data and the one obtained from
the designed scattering model. Among these strategies, global optimiza-
tion methods, also known as stochastic reconstruction methods, such as
particle swarm algorithms [12], [13] have been adopted in the past, but
their usage is limited due to the high computational load and intrinsically
more suitable for parallel computing solutions.

Currently, the majority of the non-linear methods are instead based on lo-
cal deterministic solutions. In that case, the local optimization strategies
that are generally used include, among others, Gaussian-Newton meth-
ods, Levenberg-Marquardt solutions, steepest descent methods, and conju-
gate gradient-based solutions [14]–[16]. Unfortunately, the convergence to
a physical solution is strongly related to the selection of a proper-defined
initial guess, so that the optimization problem does not get stuck into
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local minima, leading to the occurrence of potential false solutions. Conse-
quently, regularization strategies and a suitable initialization of the inverse
procedure are crucial for the success of the imaging task.

2.4 Phaseless Inverse Scattering - Motivation

and Current Trends

The use of intensity-only data in inverse scattering is a challenging prob-
lem that has gained a remarkable interest in the research community. The
solutions trying to face this task are different, such as the ones based on an
inexact-Newton scheme operating on Lebesgue spaces [17], [18], the CSI-
based methods [19] or the Subspace-based optimization method (SOM)
proposed in [20]. Further approaches consider the use of Gauss-Newton in-
version schemes [21], and more recently, solutions based on the contraction
of the integral scattering equation have been investigated [22], where mul-
tiple scattering contributions can be handled by splitting them into global
and local wave components. By properly weighting those two contributions,
the non-linearity of the phaseless method can be effectively alleviated. An-
other category of solutions considers an extended Rytov approximation
model for non-weak scatterers, where the high-order phase term that is
conventionally neglected in the standard Rytov formulation, can be esti-
mated by using the inhomogeneous plane wave theory [23], [24]. Lately,
the use of Artificial Neural Networks (ANN)-based methods has been re-
cently proposed and successfully applied to numerical simulations for the
reconstruction of homogeneous cylindrical targets [25], [26].

The motivations behind the use of amplitude-only inverse scattering strate-
gies are different. Firstly, the accuracy in phase measurements cannot be
always guaranteed and it can be severely compromised, especially in the
case of imaging systems with higher frequencies approaching the millimeter-
wave range and beyond. Secondly, complex measured data are more prone
to positioning errors, especially in the case of multi-static imaging scenar-
ios and/or mechanical positioners [27]. Furthermore, the potential use of
intensity-only data could open to a more compact and cheap measurement
setup, by using affordable power meters without the need for bulky equip-
ment.
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As a counterpart, the lack of phase information requires more effort in
the inverse scattering process, to compensate for the limited data informa-
tion coming from amplitude-only data. This limitation can be effectively
compensated by increasing the data diversity, such as the number of illu-
mination points. Unfortunately, an upper limit exists in the number of
independent data that can be extracted in this case. More specifically, in
the case of the phaseless scenario, to properly characterize both incident
and total field intensities, the required number of samples on a closed curve
can be obtained according to the criteria provided in [28]–[30]:

max{(4kbRS)
2, [2kb(RS +RD)]

2} (2.11)

where RS and RD denote the radius of the measurement curve and the
smallest circle that surrounds the target, respectively. Indeed, due to reci-
procity, only half of these samples constitute independent data. As com-
pared to the phase-available counterpart, in a phaseless imaging domain,
the scattered field portion cannot be extracted from the total field by means
of a simple subtraction of the incident field. This strong limitation further
complicates the solution of the inverse scattering problem.

Indeed, a challenging problem that arises is the inclusion of prior informa-
tion about the target to be imaged, by solely considering the limited avail-
able data. Standard Backpropagation (BP) solutions cannot be used in the
case under inspection, since expressed in terms of the scattered portion of
the field, which is not available in the case of phaseless measurements. Some
strategies need to be necessarily investigated to cope with this non-trivial
task. In the case of iterative methods, one option consists of compensating
for the lack of phase information, by exploiting the intensity measured data
within the formulation of a proper initial guess. According to this theory, a
feasible strategy that makes use of a modified back-propagation approach
in a phaseless context, indicated as Phaseless backpropagation (PBP) is
investigated, and it is discussed in detail in Section 4.2.

Broadly speaking, the solution to the inverse scattering problems from
phaseless data can be faced by considering two different strategies. The
first family of methods includes a two-step based solution, consisting of
the preliminary estimation of the field phase starting from the total field
amplitude only data, by applying a Phase Retrieval (PR) step.
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The latter can be accomplished in different ways; in the case of FF mea-
surements, the complex-valued field can be reconstructed by following the
approach initially provided by Fienup in [31]–[33], and then extended to
different engineering fields, such as optics and x-ray crystallography. This
approach consists of a Fourier-based reconstruction method, where the field
phase is retrieved starting from the knowledge of the absolute value of its
spatial Fourier transform. When the FF condition does not necessarily
hold true, different solutions coming from interferometry and phase-shift
related methods can be exploited, so that the phase information content
can be extracted from basic electromagnetic theory, combined with multi-
ple intensity field data. The data variety that is required by this kind of
approach can be achieved in different ways, e.g., by considering measure-
ments performed along two parallel planes [34]–[36] or by considering a two
co-planar probe scanning system [37]. Once completed, this step is gener-
ally followed by the solution of a classical inverse scattering problem based
on complex field data performed in the second step. The two-step approach
allows better control of the non-linearity but, at the same time, it has its
main drawback in the potential propagation error that affects the retrieved
phase. The computed errors in the phase reconstruction, in fact, could
propagate to the imaging step, causing a non-linear amplification of such
error [29]. Alternatively, a second family of single-step approaches aims to
solve the inverse scattering problem by directly exploiting the measured
total field intensity data, without involving a phase retrieval stage for this
field [38]. In this type of method, the discrepancy between the intensity
data and the modeled one is evaluated and thus minimized according to a
certain optimization scheme.

Aside from the total and scattered field analysis, in the context of mi-
crowave imaging, an insight into incident field modeling, especially in the
case of amplitude-only data methods, is appropriate. As a matter of
fact, most of the contributions in the field of microwave imaging based
on amplitude-only data, consider a strong assumption about the availabil-
ity of the incident field distribution inside the imaging area. This task
could be accomplished by sampling the entire imaging domain, resulting
in a cumbersome measurement stage due to the inherent sampling limi-
tations. Alternatively, the incident field can be numerically modeled in
terms of Green’s function or, it can be retrieved from a certain number of
acquisition samples evaluated on the measurement space.
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Most of the adopted phaseless microwave imaging strategies, consider the
use of complex incident field and of the phaseless total field as input data
to the inversion method. The assumption on the incident field is conven-
tionally used in the microwave imaging community, indicating this step as
system (i.e., antennas) characterization, that can be performed prior to
the imaging task, and thus partially going against the definition of a pure
phaseless reconstruction.

Rather than apply the PR stage to the total field, the phase recovery can
be exploited for the incident field data. By doing so, combining a single-
step phaseless microwave imaging strategy with a PR stage applied to the
incident field data only, could lead to a completely phaseless microwave
imaging approach. Furthermore, the phase reconstruction error that af-
fects the incident field data reconstruction has a limited impact on the
imaging results, as compared to the case where the PR is applied to the
total field. According to these considerations, an incident field modeling
strategy - i.e, an inverse source method - starting from the amplitude-only
acquisition of the incident field is investigated, and further details are pro-
vided in Chapter 3. The incident field data retrieved following the proposed
phaseless technique, is then included within the Phaseless Contrast Source
Inversion (P-CSI) method discussed in Chapter 4.
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Chapter 3

Incident Field Analysis in
Microwave Imaging Systems

3.1 Inverse Source Problem Applied to a

Microwave Imaging Context

In combination with the inverse scattering problems for imaging purposes,
the solution of the inverse source problems can be seen as a side problem to
be solved. Indeed, inverse source problems embrace the imaging context,
since the incident field distribution within the imaging domain is one of the
required data to perform inverse scattering, unless the resolvent kernel of
the EFIE is obtained as measured Point Spread Function (PSF), incorpo-
rating the incident field dot product under the BA condition for the total
internal field, as deeply discussed in [39], [40]. Therefore, retrieving the
incident field can be seen as an intermediate step toward the solution of
the main inverse scattering problem. In order to get the incident field dis-
tribution starting from measured data, different established techniques can
be used, and most of them take inspiration from antenna characterization.
These include Near Field - Far Field (NF-FF) or NF-NF transformations.
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In the context of phaseless data, two are the available options for the inci-
dent field evaluation:

- Characterize the incident field source directly from amplitude-only
data [41];

- Perform a PR step starting from the phaseless data.

Pertaining to the second of the categories listed above, a combined method
for the recovery of the incident field distribution within the imaging domain
is developed.
This task is accomplished by extending a holography-based method, named
as Spatial Domain Indirect Holography Technique (SDIHT), into an imag-
ing context. Indeed, this first step can be seen as a PR stage, limited to
the points lying on the measurement domain only. In order to characterize
the incident field distribution starting from a limited number of incident
field samples, here two families of techniques are discussed, denoted as the
Modal Expansion (ME) technique and the Source Reconstruction Method
(SRM), whose are described in Section 3.3 and Section 3.4, respectively.
Both methods rely on the Huygens’ principle, meaning that the field dis-
tribution outside a certain contour can be expressed as the combination
of a limited number of primary sources (incident fields) or of secondary
sources, i.e., equivalent currents. The ME method is based on the assump-
tion that any electromagnetic field solution can be represented by the sum
of an orthogonal series of components in the coordinate system of interest
[42]–[46]. Consequently, this general statement can be extended to different
scenarios: in the planar case, the orthogonal series is composed of plane
waves with different amplitudes and propagation directions. In the case of
a spherical or cylindrical coordinate system, the fields can be represented
as the superimposition of spherical or cylindrical waves, respectively. Al-
though extensively used, the main limitation of the ME based methods
is that they cannot be extended to non-canonical geometries. Regarding
the SRM, it consists of the determination of the equivalent current densi-
ties, evaluated over a closed surface surrounding the Antenna Under Test
(AUT). Therefore the SRM can be seen as a more flexible solution, feasible
to any geometry domain [47], [48]. Such reconstruction methods generally
start from the knowledge of the incident field values in complex terms, eval-
uated on a certain measurement region; consequently, the prior step based
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on the Spatial Domain Indirect Holography Technique (SDIHT) enables
the use of those methods even in a phaseless scenario, compensating for
the lack of phase content.

3.2 Spatial Domain Indirect Holography

Technique (SDIHT) as Phase Retrieval

(PR) Stage

Microwave indirect holography techniques have been extensively applied
for the determination of the antenna radiation pattern or, for evaluating
the NF distribution and fields at the antenna aperture [49]. As opposed to
the standard direct holography, in the indirect holography, the field distri-
bution can be obtained by considering scalar field measurements. In view
of a phaseless microwave imaging method, an indirect holography solution
can be potentially adopted as a PR strategy. More specifically, here the
PR stage has been considered as a modified version of the Spatial Domain
Indirect Holography Technique (SDIHT) proposed in [50]. The SDIHT
directly operates in the spatial domain, avoiding any spectral component
analysis of the samples [51]. Starting from intensity measurements only,
the SDIHT was originally conceived to retrieve NF distribution on planar
surfaces of a generic AUT. Due to the ability to recover the field distri-
bution on arbitrary geometries, in the case of a cylindrical imaging setup,
rather than considering a planar surface, the SDIHT can be applied to the
measurement points only. Based on this fact, the SDIHT is used as an
intermediate step for the incident field characterization, so that the PR
capabilities of such a method are used to determine the incident complex
data along the bounded measurement domain S, starting from intensity-
only measurements. Once the incident field data are obtained through the
SDIHT stage, they can be given as input to either the ME and the SRM,
previously mentioned in Section 3.1, in order to recover the incident field
distribution within the DOI. By doing so, no complex data are involved,
resulting in a full phaseless procedure.
Hereafter the details of the SDIHT implementation are discussed. Inspired
by [52], this technique assumes three field intensity acquisitions for each
fixed RX location.
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The three sets of field intensities can be obtained by combining the mea-
sured fields with three different reference signals, differing only for the phase
shift ϕ imposed along a feedback line; the acquisition scheme is depicted in
Fig. 3.1, illustrating the case of a single RX-TX couple.
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Figure 3.1: Spatial Domain Indirect Holography Technique (SDIHT) scheme,
applied to a microwave imaging context, for the phase recovery of the incident
field in the measurement domain S.

In this case, the following field intensity measurements can be performed:

Iϕ = |Ei
S + Eϕ

R|
2 = |Ei

S + EROe
jϕ|2, ϕ ∈ (−π/2, 0, π/2) (3.1)

where Ei
S follows the imaging terminology, indicating the (incident) field

evaluated along the observation domain S, while Eϕ
R indicates the reference

field, after applying the phase contribution ϕ. By formulating Eq. (3.1) with
the different values of ϕ, we have:

I0 = |Ei
S|+ |ERO|+ (Ei

S)
∗ERO + Ei

S(ERO)
∗

I−π/2 = |Ei
S|+ |ERO| − j(Ei

S)
∗ERO + jEi

S(ERO)
∗

Iπ/2 = |Ei
S|+ |ERO|+ j(Ei

S)
∗ERO − jEi

S(ERO)
∗

(3.2)

where [·]∗ indicates the complex conjugate operator.
The corresponding squared amplitude signals in Eq. (3.2) are processed in
order to get the incident field phase Ei

S.
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According to the details provided in [50], defining the quantities:

A = I0 − I−π/2

= (Ei
S)

∗ERO(1 + j) + Ei
S(ERO)

∗(1− j)

B = I0 − Iπ/2

= (Ei
S)

∗ERO(1− j) + Ei
S(ERO)

∗(1 + j)

(3.3)

By combining the expressions in Eq. (3.3):

A−B

A+B
=

2j [(Ei
S)

∗ERO − Ei
S(ERO)

∗]

2 [(Ei
S)

∗ERO + Ei
S(ERO)∗]

= j
(−2j)Im{Ei

S(ERO)
∗}

2Re{Ei
S(ERO)∗}

=
Im{Ei

S(ERO)
∗}

Re{Ei
S(ERO)∗}

(3.4)

We can finally obtain:

tan−1

[
A−B

A+B

]
= tan−1

[
(I0 − I−π/2)− (I0 − Iπ/2)

(I0 − I−π/2) + (I0 − Iπ/2)

]
= ϕEi

S
− ϕERO

(3.5)

where ϕEi
S

denotes the retrieved phase of the incident field, while ϕERO
indi-

cates a constant phase-shift, which can be compensated assuming the cable
length L to be known. For the validation of the reconstruction method, a
simple line source, numerically formulated in the form of a Hankel function
of the second kind, has been assumed as field source. In Fig. 3.2, the ac-
tual phase sampled in a circular fashion is compared to the retrieved phase
obtained through Eq. (3.5). This technique can be potentially replaced
by other PR methods but, despite the need for three measurement cam-
paigns, it does not need different reference planes to provide the necessary
data diversity to perform the PR stage correctly.
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3.2. Spatial Domain Indirect Holography Technique (SDIHT) as Phase
Retrieval (PR) Stage
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Figure 3.2: Incident field recovered on sampling points along the measurement
domain S, with the Spatial Domain Indirect Holography Technique (SDIHT) -
(a) real part, (b) imaginary part, (c) phase.
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3.3 Modal Expansion (ME)

According to the ME theory, NF measurements can be decomposed in
known propagating wave modes, so that field data can be evaluated on the
desired locations. In the case of a cylindrical setup, the field coming from
the transmitting antenna can be modelled as a superposition of cylindrical
waves. Thus, it can be formulated as a polynomial expansion in terms of
Hankel functions of order ν:

Ei
ME (r, θ) =

Nc∑
ν=−Nc

cνH
(2)
ν (kbr) e

jνθ (3.6)

where Nc denotes the number of cylindrical waves, (r, θ) are the coordinates
of the observation point with respect to the transmitter location, kb is the
wave number in the background, while cν are the unknown coefficients.
The lower-bound for the truncation number can be selected - as function
of the normalized radius kbr - by analyzing the Hankel function variation
with respect to the order ν, so that the most considerable contribution
coming from the Hankel basis functions can be included properly [43], [53].
An example of the Hankel function trend (real part) is depicted in Fig. 3.3.
The cν coefficients are evaluated by minimizing the square distance between
the field data, i.e., Ei

S, and the corresponding fields calculated with the
expansion in Eq. (3.6). This problem can be re-written in a matrix form
and solved in a least square sense:

Ei
S = Hc (3.7)

where H is the matrix including the different order Hankel functions. Once
the expansion coefficients are known, the incident field in D - Ei

D - can
be computed by re-applying Eq. (3.6), considering the discretization grid
nodes in D as observations points.
In order to test the predictability of the ME method, the incident field
data coming from the SDIHT stage is corrupted by considering an additive
noise, according to the following [54]:

E
inoisy

S = Ei
S +max

(
Ei

S

) η√
2
(θ1 + jθ2) (3.8)
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Figure 3.3: Bessel function - Re{H(2)
ν (kbr)} versus the order ν. The truncation

number Nc is highlighted.

where θ1 and θ2 are two real random vectors, whose elements range in [-1,1],
while η indicates the noise percentage with respect to the maximum field
amplitude and here set as η = 10%.

The ME technique is validated by considering a line-current source as ref-
erence propagating field, defined as:

Ei(r) =
1

4i
H

(2)
0 (kb|r− r′|) , r′ ∈ D (3.9)

Considering the transceivers located along a closed curve S with radius
RTX = 3λ, after the PR stage completed with the SDIHT shown in Sec-
tion 3.2, the retrieved incident field distribution starting from the field
data on S is shown in Fig. 3.4, and compared to the numerical model pro-
vided in Eq. (3.9). The ME approach has also been tested in the case
of non-numerical field source, such as in the case of the field radiated
by a Double-Layer Antipodal Vivaldi Antenna (DL-AVA), while operat-
ing with the presence of a coupling medium and described in Chapter 5
- Section 5.2.2. The reconstructed field distribution compared to the one
imported from CST Studio Suite® is illustrated in Fig. 3.5.
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Figure 3.4: Incident field distribution for a line current source - Exact (a)
amplitude and (b) phase. Retrieved (c) amplitude and (d) phase with the ME
technique.
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Figure 3.5: Field reconstruction (real part) for the simulated Double-Layer
Antipodal Vivaldi Antenna (DL-AVA) discussed in Chapter 5, by applying the
combined SDIHT+ME method - (a) CST data, (b) retrieved field.
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3.4 Source Reconstruction Method (SRM)

Beside the ME technique described in Section 3.3, the incident field distri-
bution can be obtained by exploiting the Source Reconstruction Method
(SRM). Based on the equivalence principle, the SRM, is an integral equa-
tion based technique, mainly used in antenna diagnostics, NF-FF transfor-
mations and solution of inverse source problems [55], [56]. More specifically,
exploiting the equivalence principle, the SRM aims to find out the equiv-
alent current distributions that radiate the same fields as the actual AUT
outside the equivalent currents’ domain, here consisting of a bounded re-
gion surrounding the field source and denoted as S ′. The schematic of the
SRM scenario is shown in Fig. 3.6.

S

'

D

TXr'

r

θ

RX

Figure 3.6: Source Reconstruction Method (SRM) - schematic

The method is able to provide an electromagnetic model based on a series
of equivalent current distributions, that can be exploited to evaluate the
generated field at any points outside S ′. The SRM can potentially solve
problems that go beyond the classical sampling criteria, but also it is able
to solve equivalent currents that are smaller than half a wavelength in size,
providing increased resolution features.

The unknown equivalent sources can be defined in a MoM model, while the
involved integral operators, correlating the sampled data and the equivalent
currents, are based on analytic Green’s functions, which provides a stable
solution for the inversion of the involved matrix operators.
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The flexibility of the method in the sampling space opens to include the
SRM in microwave imaging applications [21], [57], by setting the acquisi-
tion domain as the incident field measurement space. Once the equivalent
currents are obtained, the radiated fields can be determined by using a nu-
merical forward solver. The field radiated by the equivalent currents and
evaluated in the measurement domain S can be obtained as:

E(r) = EJS(r) + EMS(r) (3.10)

where EJS is the field contribution due to the electric current JS, while
EMS is the contribution coming from the magnetic current MS. The two
terms included in Eq. (3.10) can be written as:

EJS (r) = − jηb
4πkb

∫
S′

(
k2
b +∇2

)(
JS (r

′)
e−jkb|r−r′|

|r− r′|

)
dS′ (3.11)

EMS (r) = − 1

4π
∇×

∫
S′

(
MS (r

′)
e−jkb|r−r′|

|r− r′|

)
dS′ (3.12)

The Transverse Magnetic (TM) condition allows us to assume the existence
of the z-component of the electric current - Jz

S, and of the two orthogonal
magnetic currents, i.e., Mx

S and My
S . Therefore, recalling the fundamental

solution of the Helmholtz equation for the generic cylindrical case as:

G (ρ) =
1

4i
H

(2)
0 (kbρ) (3.13)

And neglecting the E-field components lying on the x-y plane, the expres-
sion of the electric field due to the current Jz

S can be obtained by manipu-
lating Eq. (3.11), resulting in [57]:

E
Jz
S

z (r) = −ωµ0

4

∫
S′
Jz
S (r

′)H
(2)
0 (kb|r− r′|)dS′ (3.14)

While the contributions due to Mx
S and My

S are taken from Eq. (3.12), and
written as:

E
Mx

S
z (r) = − 1

4j

∫
S′
Mx

S (r′) kbH
(2)
1 (kb|r− r′|) (y − y′)

|r− r′|
dS′ (3.15)
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E
My

S
z (r) =

1

4j

∫
S′
My

S (r
′) kbH

(2)
1 (kb|r− r′|) (x− x′)

|r− r′|
dS′ (3.16)

Consequently, the z-component of the electric field can be obtained as the
sum of the three contributions in Eqs. (3.14) to (3.16) coming from the
equivalent currents, for an arbitrary point outside S ′.

As for the discretization of the integral operators, by considering a pulse-
wave basis function, the continuous operators among Eqs. (3.14) to (3.16)
are discretized as:

[
AJz

S
AMx

S
AMy

S

] Jz
S

Mx
S

My
S

 = Ez (3.17)

where AJz
S
, AMx

S
, AMy

S
denote the operators acting on the unknown cur-

rents, while the field sampled at the receiver locations can be seen as the
superimposition of the three contributions, resulting in:

Ez = E
Jz
S

z + E
Mx

S
z + E

My
S

z (3.18)

Each element in Eq. (3.18) has the following size:

Ai → [NRX ×M ×NTX ], i = Jz
S,M

x
S ,M

y
S

Jz
S,M

x
S ,M

y
S → [M ×NTX ]

Ez → [NRX × NTX ]

(3.19)

where M is the number of discretization points pertaining to the S ′ domain,
on which the equivalent currents are evaluated. The problem shown in
Eq. (3.17) can be solved by considering different methods. In the case under
test, due to the over-determination of the system, a Conjugate Gradient for
Least Square (CGLS) method1 has been implemented to solve Eq. (3.17).
The iterative CGLS algorithm aims to solve the following:

arg min
x

∥Ax− b∥2 (3.20)

where A, x and b are the elements provided in Eq. (3.17) in a compact
form, with the current distributions to be intended as unknown.

1The strategy has been selected among the regularization tools provided in the
regtools MATLAB package [58].
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By solving Eq. (3.20), the current distributions surrounding the transmitter
location that produce the smallest squared error at the receiving locations
are found. The iteration of the CGLS is stopped manually, i.e., by consid-
ering the L-curve method [59]. The L-curve method is a visually inspecting
technique for the regularization of ill-posed problems. In a typical L-curve
plot, the norm of the solution, i.e., ∥x∥2, is plotted versus the residual norm
of the problem, i.e., ∥Ax− b∥2. The resulting curve assumes an L-curve
shape, indicating the trade-off in minimizing the residual and reducing the
size of the solution at the increase of the number of iterations, since as the
iteration progresses, the norm of the solution can become large. Therefore,
the solution localized at the corner of the L-curve is conventionally selected
as the optimal solution, as shown in the example depicted in Fig. 3.7.
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Figure 3.7: Example of L-curve trend and highlighted knee, for the solution of
the problem described in Eqs. (3.17) and (3.20).

In the case of a cylindrical measurement setup, the setup symmetry suggests
inspecting the L-curve for a single transmitter position only, thus assuming
to be valid for the other transmitter locations. Once the set of equivalents
current is found, the radiating field evaluated according to the relations in
Eqs. (3.14) to (3.16), is firstly compared to the one coming from the SDIHT
stage, or from a numerical model, considering the sampling points lying on
S. An example of a reconstructed field from the equivalent currents, in the
case of a TM line source, is shown in Fig. 3.8.
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Figure 3.8: Example of the field generated by the SRM equivalent currents,
compared to the reference field, in the case of a TMz line source. (a) Amplitude,
(b) real and (c) imaginary parts. All the quantities are expressed in dBV/m and
evaluated on the measurement domain S.
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For the validation of the SRM technique, different numerical radiating
sources are considered. Aside from the source type, the incident field re-
construction inside the DOI is obtained within a whole phaseless scheme,
since the field distribution is retrieved starting from complex data terms
in S, obtained via the SDIHT applied to phaseless measured data, as dis-
cussed in Section 3.2. The retrieved incident field along the measured curve
given by the SDIHT method is then given as input to the SRM method.
A generalized expression of a directive source is used as a test case, for a
certain focus level m as reported in [60], [61]:

Einc (r) =
1

4i
H

(2)
0 (kb |r− r′|) [cos(θ)]m (3.21)

where θ is the angle between the observation point and the antenna bore-
sight direction; in the case of m = 0, Eq. (3.21) is reduced to the omnidi-
rective source case.

The incident field inside the DOI is reconstructed for different focus lev-
els m, evaluated on the x − y plane, orthogonal with respect to the line
source direction, i.e., z. Those fields are compared to the numerical model,
considering the following normalized error as metric:

δ =
∥Einc

retrieved − Einc
numerical∥D

∥Einc
numerical∥D

(3.22)

The retrieved amplitude in the case of non-directive source (m = 0) is
shown and compared to the numerical reference in Fig. 3.9, whereas recon-
struction examples for more directive sources are reported, in the case of
m = 2 (Fig. 3.10), m = 4 (Fig. 3.11) and m = 6 (Fig. 3.12). For the latter,
the comparison with the numerical case of Eq. (3.21) along four different
cuts is shown in Fig. 3.13.

The metric indicated in Eq. (3.22), evaluated for the different focusing levels
m, is summarized in Table 3.1. The use of either the SRM and the ME,
combined with the SDIHT method proposed in Section 3.2, is exploited as
incident field characterization and included in the P-CSI method, described
in Chapter 4 and later applied to the breast imaging case, as discussed in
Chapter 5.
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Table 3.1: Reconstruction error for different focus levels m.

Focus level - m δ [%]

0 2.5
2 4.31
4 8.68
6 13.20

-2 -1 0 1 2

-2

-1

0

1

2

0.04

0.05

0.06

0.07

0.08

(a)

-2 -1 0 1 2

-2

-1

0

1

2

-3

-2

-1

0

1

2

3

(b)

-2 -1 0 1 2

-2

-1

0

1

2

0.04

0.05

0.06

0.07

0.08

(c)

-2 -1 0 1 2

-2

-1

0

1

2

-3

-2

-1

0

1

2

3

(d)

Figure 3.9: Source Reconstruction Method (SRM) - Incident field distribution
for m = 0 (line source). Numerical (a) amplitude and (b) phase. Retrieved (c)
amplitude and (d) phase.
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Figure 3.10: Source Reconstruction Method (SRM) - Incident field distribution
for m = 2. Numerical (a) amplitude and (b) phase. Retrieved (c) amplitude and
(d) phase.
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Figure 3.11: Source Reconstruction Method (SRM) - Incident field distribution
for m = 4. Numerical (a) amplitude and (b) phase. Retrieved (c) amplitude and
(d) phase.
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Figure 3.12: Source Reconstruction Method (SRM) - Incident field distribution
for m = 6. Numerical (a) amplitude and (b) phase. Retrieved (c) amplitude and
(d) phase.
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Figure 3.13: Incident field distribution for m = 6 on different cutting planes -
(a) y = 0, (b) x = 0, (c) x = RDOI and (d) x = −RDOI , where RDOI = 3λ.
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Chapter 4

Inverse Scattering Solution with
Phaseless Data

4.1 Phaseless Contrast Source Inversion

(P-CSI) Method

Once the incident field characterization from phaseless data is completed
by following the combined approach discussed in Chapter 3, the inverse
scattering problem needs to be effectively solved. In this chapter, a phase-
less iterative inverse scattering strategy is discussed. Pertaining to the
locally based solutions, the inverse scattering problem is solved in an iter-
ative fashion. A proper cost function is defined and, according to the CSI
formulation, this can be expressed at the nth step as:

F (χ(n), w(n)
v ) = FS(w

(n)
v ) + FD(w

(n)
v , χ(n))

= αS

NTX∑
v=1

∣∣∣∣∣∣r(n)S,v

∣∣∣∣∣∣2
S
+αD

NTX∑
v=1

∣∣∣∣∣∣ρ(n)D,v

∣∣∣∣∣∣2
D

(4.1)

where αS−D is a normalization factor. The cost function in Eq. (4.1) con-
sists of a linear combination of two different terms: the first one - FS(w

(n)
v )

- named as data function, considers the discrepancy between the total field,
evaluated on the measurement domain S and the corresponding modeled
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field. For the case at hand, only total field intensity values are evaluated
and, for a fixed transmitting position v, it results to be (data residual):

r
(n)
S,v = |E

tot
S,v|2 − |E

mod(n)
S,v |2 (4.2)

where the modeled field E
mod(n)
S,v can be easily obtained from the first of the

EFIE in the CS formulation stated in Eq. (2.8):

E
mod(n)
S,v = Einc

S,v +GSw
(n)
v (4.3)

The incident field term can be derived by considering the SDIHT method
described in Section 3.2. The second term in Eq. (4.1) - FD(w

(n)
v , χ(n))

- denotes the error which affects the second of Eq. (2.8) in the imaging
domain D and it is indicated as state function. This term follows the
traditional formulation, also valid in the case of complex data availability,
so that for a fixed transmitter it can be defined as (state residual):

ρ
(n)
D,v = χ(n)[Einc

D,v +GDw
(n)
v ]− w(n)

v (4.4)

The solution of the inverse scattering problem follows the CSI formulation
[62], [63]. The inverse scattering problem aims to alternately find the con-
trast source w = Etot

D χ and the dielectric contrast χ. The pseudocode of
the inverse strategy is reported in Fig. 4.1. This process first involves an
iterative implementation of the Conjugate Gradient (CG) scheme, in order
to evaluate the contrast source w for a fixed value of the contrast χ at the
nth step.

The contrast source at the nth step is obtained by following the CG update:

wv
(n) = wv

(n−1) + αv
(n)dv

(n) (4.5)

where α is the step length, and d is the conjugate gradient direction, up-
dated as:

dv
(n) = gv

(n) + γ(n)dv
(n−1) (4.6)

with g denoting the gradient of the cost functional F , while γ is the Polak-
Ribière parameter for the direction update [64], whereas v indicates the
different incident directions, i.e., v ∈ {1, 2, . . . , NTX}.
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Chapter 4. Inverse Scattering Solution with Phaseless Data

1: procedure Initialization

2: w
(0)
v , χ(0), Etot(0)

v ▷ Initial guess and starting values

3: procedure CS Update

4: Calculate:
∇F=g

(n)
v ▷ Cost Function Gradient

5: γ(n) (g(n)v , g(n−1)
v ) ▷ Polak-Ribiére

6: d
(n)
v =g

(n)
v +γ(n)d

(n−1)
v ▷ Direction Update

7: α(n) ▷ Learning Rate
8: w

(n)
v = w

(n−1)
v + α(n)d

(n)
v ▷ CS Update scheme

9: procedure Contrast Update

10: Etot(n)
v = Ei

v +GDw
(n)
v ▷ Total Field Update

11: χ(n)(Etot(n)
v , w

(n)
v ) = argmin

χ(n)

FDn ▷ Contrast Update

12: procedure Cost Fun. Update

13: Calculate:
r
(n)
v , ρ

(n)
v ▷ Data/State Residuals

14: Fn = FSn(r
(n)
v ) + FDn(ρ

(n)
v )

15: procedure Conv. Criteria

16: n = n+ 1

17: if Fn < tol ∨ n > nmax then

18: STOP

19: else

20: go to 3

Figure 4.1: Phaseless Contrast Source Inversion (P-CSI) - pseudocode.
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4.1. Phaseless Contrast Source Inversion (P-CSI) Method

Due to the structure of the cost functional F , the relative gradient with
respect to the contrast source w can be split into two parts, namely gS

and gD, for the data cost functional FS and the state cost functional FD,
respectively. For convenience in notation, the dependency on the trans-
mitter location v is omitted. Both gradients are evaluated by considering
the Fréchet derivative of the function under investigation. The derivative
is here calculated for the data cost functional only, since the calculation
in the case of the gD is analogous. For a fixed transmitting location, and
evaluating the involved fields on the m ∈ {1, 2, . . . , NRX} positions, the
Fréchet derivative for the not normalized version of the FS functional can
be written as [65]:

lim
ϵ→0

1

ϵ

[
NRX∑
m=1

∣∣∣|Etot
S |2 − |Einc

S +GS(w
(n) + ϵg

(n)
S )|2

∣∣∣2
−

NRX∑
m=1

∣∣∣|Etot
S |2 − |Einc

S +GSw
(n)|2

∣∣∣2] (4.7)

By using the expressions provided in Eqs. (4.2) and (4.3), we have:

lim
ϵ→0

1

ϵ

NRX∑
m=1

|r(n)S − 2ϵRe{(Einc
S +GSw(n))GSg

(n)
S }+O(ϵ2)|2 − |r(n)S |

2

= −4Re

NRX∑
m=1

r
(n)
S (Einc

S +GSw(n))GSg
(n)
S

= −4Re

NRX∑
m=1

(g
(n)
S )G⋆

S(E
mod(n)
S r

(n)
S )

(4.8)

In Eq. (4.8) the property of the norm operator is used, i.e., ∥a+ b∥2 =

∥a∥2 + ∥b∥2 + 2Re{ab}, with [·] denoting the complex conjugate operator,
while [·]⋆ indicates the adjoint operator.

The last term of Eq. (4.8) has its maximum variation when:

g
(n)
S = G⋆

S

(
E

mod(n)
S r

(n)
S

)
(4.9)
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Chapter 4. Inverse Scattering Solution with Phaseless Data

The expression of the gradient for the not normalized functional FD is
calculated in a similar fashion:

lim
ϵ→0

FD

(
w(n) + ϵg

(n)
D

)
− FD

(
w(n)

)
ϵ

=

−2Re

{
NRX∑
m=1

g
(n)
D

[
ρ
(n)
D −G⋆

D(χ
(n)ρ

(n)
D )

]} (4.10)

The Fréchet derivative in Eq. (4.10) has its maximum for:

g
(n)
D = ρ

(n)
D −G⋆

D(χ
(n)ρ

(n)
D ) (4.11)

where we consider ρ
(n)
D as in Eq. (4.4).

Once the contrast source at the nth stage is obtained considering the ex-
pression in Eq. (4.5) and the total field in D is updated accordingly (line 10
- pseudocode), the dielectric contrast χ can be updated as the minimizer
of the state function only - FD (line 11 - pseudocode). Therefore:

χ(n)(Etot
v,n, w

(n)
v ) = argmin

χ(n)

FDn

=

∑NTX

v=1 wv,nEtot
v,n∑NTX

v=1

∣∣Etot
v,n

∣∣2
(4.12)

The required incident field Einc
D included in the total field update stage is

obtained by using the incident field recovery strategy described in Chap-
ter 3.
Once the contrast is determined through Eq. (4.12), an additive regulariza-
tion layer is included in the contrast update stage, implementing a Total
Variation (TV) function, corresponding to the discretized version of the
following [65]:

F
(n)
R (χ) =

1

A

∫
D

|∇χ(r)|2 + δ(n)

|∇χ(n)(r)|2 + δ(n)
dA (4.13)

where A indicates the area of the imaging domain, while δ(n) = F (χ(n))
∆x∆y

represents the steering parameter that controls the weight of the regular-
ization as a function of the number of iterations, with ∆x∆y denoting the
discretized mesh size.
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4.1. Phaseless Contrast Source Inversion (P-CSI) Method

Indeed, the regularization factor in Eq. (4.13) approaches 1 for large values
of δ(n), while the regularization effect increases with the number of iter-
ations. Therefore, by directly relating the steering parameter to the cost
function F , allows to increase the regularization effects as the cost func-
tion decreases - i.e., as the iteration number increases. Conversely, it has
almost no effect in the early stage of the inversion, namely for large values
of the cost function and hence of δ(n). This approach prevents the need for
a regularization parameter to be selected manually.

An extra feature of the inverse method is here highlighted. The term
E

mod(n)
S that appears within the expression of the gradient portion gS in

Eq. (4.9), used in the CS update scheme, represents the modeled total field
obtained in the iterative stage, as function of the contrast source at the
nth iteration [65]. Therefore, the lack of phase information content results
to be partially compensated within the iterative update procedure of the
contrast source, by exploiting the modeled (and not measured) total field
in its complex form.
Here the scattered total field data due to the presence of one of the breast
models illustrated in Chapter 51 is considered as validating example. The
data coming from the forward solver - whose phase is not used in the P-CSI
routine, is compared to the total field E

mod(n)
S obtained at the end of the

iterative stage and coming from the scattering model, in both amplitude
(Fig. 4.2) and phase (Fig. 4.3), for the different NTX locations. A more
compact indication of the discrepancy between the forward solver data and
the retrieved total field is shown in Fig. 4.4. Similar results can be obtained
when considering different targets. Consequently, if the convergence is
achieved, the P-CSI, aside from the permittivity profile of the object, is
also able to implicitly retrieve, at the end of the CS update stage, the total
field in complex form among the measurement points.

1Breast ID: 010204 - from the University of Wisconsin Cross-Disciplinary Electro-
magnetics (UWCEM) Laboratory - Numerical Breast Phantom Repository [66].
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Figure 4.2: Example of total field retrieved amplitude - |Emod(n)
S | - and total field amplitude coming from the forward solver - |Etot

S |.
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Figure 4.3: Example of total field retrieved phase - ϕ
E

mod(n)
S

- and total field phase coming from the forward solver - ϕEtot
S

.
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Figure 4.4: Reconstruction error of the total field (a) amplitude and (b) phase,
for the different transceiver locations - compact form of the results shown in
Figs. 4.2 and 4.3.
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Case

4.2 On the Initial Guess and Prior

Information: Amplitude Only Data Case

Several techniques have been proposed among researchers to include some
prior information about the OUT. Those approaches consider the use of
Ultra-wide Band (UWB) radar techniques [67] or alternatively, the inclu-
sion of prior information coming from other imaging modalities, such as
Ultrasound (US) tomography [68], or Magnetic Resonance Imaging (MRI),
that can provide details about the inner structure of the target. Those are
included as spatial information, so that the dielectric properties to be recon-
structed are assumed to be confined within a defined limited region. Those
kinds of approaches are generally implemented in the form of a regulariza-
tion layer [69]. Despite the promising results obtainable by implementing
those strategies, the need for a multimodal imaging system for the inverse
process remains the main drawback. Alternatively, prior information can
be inferred as an inhomogeneous background medium [70]; consequently,
for this case, when considering iterative solutions, the contrast, as well as
the Green’s operator, needs to be refined within each step [71], [72].

Among the different microwave-based strategies, the Orthogonality Sam-
pling Method (OSM) [73]–[76] and the Linear Sampling Method (LSM)
[77] can be adopted to find out preliminary qualitative information about
the target shape and support. Those qualitative procedures generally con-
sider an indicator function, defined on the domain of interest (DOI), able
to discern if a spatial point lies inside or outside the target’s support. In
the case of OSM, an intensity pattern can be obtained by starting from
the definition of a reduced scattered field, as a result of the scalar product
between the measurements of the far-field pattern and a test function - usu-
ally selected as the Green’s function - in order to check their orthogonality.
Consequently, higher values are expected in the case of points included in
the target’s support. Originally thought for far-field measurements, the
OSM has also been recently investigated in the NF region as deeply dis-
cussed in [78]. Other methods put some explicit constraints on the contrast
function or alternatively, induce numerical bounds to the unknown contrast
values. Nonetheless, the CSI methods are known to depend on the initial
guess selected for the contrast source w, as a consequence of the local op-
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Chapter 4. Inverse Scattering Solution with Phaseless Data

timization solution. Different approaches are conventionally used to come
up with this aspect; one consists of the definition of prior estimation of the
average expected permittivity profile and of the internal field, assumed to
be equal to the incident field [29]:

w(0) = χavE
inc
D (4.14)

Alternatively, BP solutions can be adopted starting from the scattered field
data [79]. If the first approach brings some strong assumptions, i.e. the
prior knowledge of expected object permittivity and of the incident field
distribution, the second one is not applicable in the case of amplitude-only
measurements, unless arbitrary values of the total field phase are considered
[19], so that the scattered field portion can be extracted. Consequently,
a suitable strategy needs to be investigated so that the available limited
phaseless data can be used as prior information about the target’s support.
A Phaseless backpropagation (PBP) method has been considered in the
P-CSI framework, inspired by the work presented in the case of MRI-based
inverse scattering problems and proposed in [80]. The definition of the BP
has been tailored for the case of phaseless data, by minimizing the data
cost function FS only, following a steepest-descent method and limiting it
to the first step. Once the gradient of the data cost function is found as in
Eq. (4.9), the initial guess of the CS auxiliary unknown w can be obtained
as:

w(0) = −β0g
(−1)
S (4.15)

where g
(−1)
S is the gradient evaluated when w = w(−1) = 0. With this as-

sumption, by setting Eq. (4.15) in Eq. (4.3) and combine it within Eq. (4.9),
the gradient at this step is simply equal to:

g
(−1)
S = G⋆

S[E
inc
S (|Etot

S |2 − |Einc
S |2)] (4.16)

where β0 denotes an optimal step length, obtained as minimization of the
data function FS, when the contrast source is imposed to be equal to the
one in Eq. (4.15):

arg min
w

FS(w
(0)) = arg min

w
FS(−β0g

(−1)
S ) (4.17)

Using the Euler chain rule [65], the following cubic expression is solved for
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the step β0 as the solution for the minimization of Eq. (4.17):

2β3
0 ∥A∥

2
S − β2

0(A|B)S + β0(∥B∥2S − 2(A|C)S) + (B|C)S = 0 (4.18)

where ([·]|[·]) is the inner product for the measurement domain S, while
the other terms are defined as:

A = |GSg
(−1)
S |2 (4.19)

B = 2Re
{
Einc

S GSg
(−1)
S

}
(4.20)

C = |Etot
S |2 − |Einc

S |2 (4.21)

The real-root solution of the cubic expression in Eq. (4.18) is selected as
the step-length term for the initial guess of the CS. This approach can be
repeated for all the transmitters, obtaining a set of NTX initial guesses for
the CS pertaining to each transmitting position.
Recalling that the CS - for a selected transmitter - is defined in terms of
dielectric contrast - χ - as:

w = χEtot
D (4.22)

where Etot
D , in the case of the initial guess, this becomes:

Etot
D0

= Einc
D +GDw

(0) (4.23)

while the initial dielectric contrast, according to its expression given in
Eq. (4.12), becomes:

χ0 =

∑
v w

(0)
v Etot

vD0∑
v E

tot
vD0

(4.24)

The complex incident field data that appear in Eq. (4.16) and Eq. (4.23)
can be assumed numerically known, or, alternatively obtained according to
the amplitude-only scheme discussed in Chapter 3. The potential of the CS
initial guess in Eq. (4.15), coming from the PBP solution, has been verified
on different types of targets.
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Figure 4.5: Example of initial guess for a Class 2 breast model: (a)-(b) breast
model ground truth and (c)-(d) corresponding Phaseless backpropagation (PBP)
initial guess.

In the field of breast imaging, the PBP solution has been tested for differ-
ent breast models. An example of the corresponding permittivity profile
coming from the initial guess χ0, when considering the breast model de-
picted in Figs. 4.5a and 4.5b, is shown in Figs. 4.5c and 4.5d. Consequently,
the PBP initial guess solution results to be an informative initial solution,
making use of the total field intensity, with no prior assumption on the
nature of the scatterer or on its expected dielectric properties and support,
even when considering heterogeneous targets.
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4.3 Error Metrics

The quantitative aspects of the retrieved permittivity versus the ground
truth profile are generally evaluated with a series of standard error criteria.
Here the Root Mean Square Error (RMSE) [81] and the correlation coeffi-
cient ρ [72] with respect to the ground truth are evaluated and defined as
follows:

RMSE : =

√∑Ngrid

i=1 xest − xtrue

Ngrid

ρx =
xtrue · xest

∥xtrue∥ · ∥xest∥

(4.25)

where xest and xtrue denote the retrieved and the actual quantity under
investigation, respectively, while Ngrid is the number of the discretization
points within the DOI.

4.4 Point Spread Function (PSF) and

Sensitivity Analysis

Prior to any imaging reconstructions, the inverse scattering problem so-
lution is tested by considering a point-like scatterer. This task is accom-
plished by analyzing the Point Spread Function (PSF) of the system. The
PSF has been evaluated by considering the scattering of a circular probe, lo-
calized at the center of the imaging system. The geometry of the scatterer,
with a radius below λ/8 [39] - where λ is the wavelength in the background
medium - guarantees a uniform incident field on the scatterer cross-section.
As for the contrast, a ∆χ = 1 is assumed. The 3 dB lobe of the resulting
impulse response is evaluated, indicating how a point-like target is imaged
and how much it is potentially spread by the system. Then, the Sidelobe
level (SLL) is assumed as second indicator. To assess the stability of the
method, those indicators are evaluated for different SNR values, simulated
by considering an Additive White Gaussian Noise (AWGN) to the involved
electric fields. The ideal PSF in the case of noiseless data and in the case
of an SNR of 20 dB are shown in Fig. 4.6a and Fig. 4.6b, respectively. The
resulting metrics values as function of SNR are shown in Table 4.1.
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According to the results shown in Fig. 4.7, the spatial resolution feature of
the method results to be stable even in the case of noisy measurements.

(a) (b)

Figure 4.6: Point Spread Function (PSF) of the imaging system and -3 dB
cutting plane, with (a) noiseless data, (b) SNR = 20 dB.

Table 4.1: Point-like scatterer - performance indicators for different SNR values.

SNR [dB] Axis 3 dB lobe SLL [dB]

20 x 0.387λ -6.50
y 0.252λ -5.45

30 x 0.365λ -6.82
y 0.247λ -6.08

40 x 0.346λ -8.11
y 0.235λ -6.94

60 x 0.332λ -8.35
y 0.233λ -7.15
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Figure 4.7: Point Spread Function (PSF) for different SNR values - (a) y = 0
and (b) x = 0 cuts.
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4.4. Point Spread Function (PSF) and Sensitivity Analysis

Before considering targets with high dielectric contrast and high hetero-
geneity, a sensitivity analysis needs to be performed in the case of canonical-
shaped targets with different sizes and contrast. Here, a square-shaped
target is assumed to be located at the center of the imaging domain. A
parameter analysis is performed considering different contrasts, as well as
different sizes l. The reconstruction is performed assuming a PBP initial
guess as derived in Section 4.2, whereas the imaging configuration assumes
an imaging domain with size 2.26λ. The number of transceivers is set
to N = 32, while a background with ϵrb = 18, σb = 0.01 S/m is consid-
ered. The involved E-field data have been corrupted with AWGN, resulting
in SNR=20 dB. The properties of the different squared targets are sum-
marized in Table 4.2; for each table entry, the reconstruction results are
reported.

Table 4.2: Parameter settings for the sensitivity analysis. For each (l, ϵr) entry,
the (normalized) RMSE and the correlation factor ρ are evaluated.

(l, ϵr)
1.5ϵrb 2ϵrb 3ϵrb

RMSE
ϵrb

ρ RMSE
ϵrb

ρ RMSE
ϵrb

ρ

0.5λ 0.057 0.994 0.103 0.995 0.21 0.979
0.7λ 0.075 0.997 0.15 0.991 0.26 0.973
0.8λ 0.065 0.997 0.17 0.988 0.316 0.960
λ 0.34 0.953 0.203 0.982 0.421 0.939

The reconstruction of the sub-wavelength targets is illustrated in Fig. 4.8.
For all the reconstructions, good correlations with the ground-truth sce-
nario are achieved, with limited artifacts in the background region. The
RMSE values are instead consistent with the limitation of the CSI-based
methods.
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Figure 4.8: Square-shaped targets with ϵr as indicated in Table 4.2, for different
square sizes l - 0.5λ (first row), 0.7λ (second row), 0.8λ (third row), λ (fourth
row) and permittivity ϵr - 1.5ϵrb (first column), 2ϵrb (second column), 3ϵrb (third
column).
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4.5 Phaseless Reconstruction and

Experimental Data

In order to test the non-linear inverse strategy on experimental data, the
P-CSI reconstruction algorithm detailed in Section 4.1 has been tested
by using the dataset provided by the Institut Fresnel - Marseille, whose
acquisition setup (Fig. 4.9) is discussed in [82], [83] and can be summarized
as follows:

- Transmitter distance from the setup center: 720± 3 mm;
- Transmitting angles (target rotation): θT ∈ (0°, 350°) in steps of 10°;
- Receiver distance from the setup center: 760± 3 mm;
- Receiving angles: θR ∈ (60°, 300°) in steps of 5°.

Figure 4.9: Bistatic measurement setup, taken from [82].

For all the targets, air is assumed as homogeneous background, hence ϵrb =

1. Specifically, the reconstruction method is first tested on the following
cylindrical-shaped targets (Fig. 4.10):

- diel - a homogeneous cylinder with diameter ⊘ = 30 mm and ϵr =

3± 0.3;
- twodiel - two identical homogeneous cylinders;
- ushaped - a metallic cylindrical u-shaped target.
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(a) (b)

(c)

Figure 4.10: (a) diel, (b) twodiel and (c) ushaped cylindrical targets - transverse
section [82].

The reconstruction results have been compared to a series of full-data CSI-
based inversion techniques. Those include the standard CSI, the Mul-
tiplicative Regularized Contrast Source Inversion (MR-CSI) [84] and the
Cross-correlated Contrast Source Inversion (CC-CSI) provided in [85]. The
reconstruction methods are evaluated and compared to the P-CSI, as shown
in Figs. 4.11 to 4.13, for the three different test cases.

Secondly, the P-CSI is evaluated in the case of an inhomogeneous cylinder
and two different homogeneous cylinders adjacently arranged, named as
FoamDielInt and FoamDielExt, respectively [83]. The involved cylinders
have size ⊘1 = 80 mm, ⊘2 = 31 mm, with a relative permittivity ϵr1 =

1.45±0.15 (foam) and ϵr2 = 3±0.3 (plastic), respectively. The two targets
and the corresponding reconstruction results are shown in Fig. 4.14.

55



4.5. Phaseless Reconstruction and Experimental Data
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Figure 4.11: diel dielectric target defined in [82]. Permittivity map for (a) CSI,
(b) MR-CSI, (c) CC-CSI and (d) P-CSI, with f = 4 GHz.
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Figure 4.12: twodiel dielectric target defined in [82]. Permittivity map for (a)
CSI, (b) MR-CSI, (c) CC-CSI and (d) P-CSI, with f = 4 GHz.
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Figure 4.13: u-shape metallic target defined in [82]. Normalized conductivity
map for (a) CSI, (b) MR-CSI, (c) CC-CSI and (d) P-CSI, with f = 4 GHz.
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Figure 4.14: Cylindrical (white) plastic and (grey) foam targets: (a)
FoamDielInt and (b) FoamDielExt, taken from [83]. In (c)-(d), retrieved per-
mittivity by applying P-CSI, with f = 4 GHz.
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Chapter 5

Phaseless Inverse Scattering
Applied to Breast Imaging

5.1 On the Relevance of the Breast Imaging

Tools

Among the potential biomedical applications of the microwave imaging
methods, such as brain stroke detection [86]–[88], thermal therapy [89],
bone imaging [90], cervical diseases [91] and many others, breast cancer
diagnosis is still the most investigated. If radar techniques can be imple-
mented as detection tools with limited accuracy in the reconstruction of
the inner breast structure, microwave tomography is still considered the
most promising solution in identifying the EM breast profile; indeed, re-
cent advances in the development of breast diagnostic systems have led to a
series of prototypes that are currently undergoing clinical trials, such as the
Wavelia [92] and the MammoWave [93] systems. The electromagnetic anal-
ysis of this problem covers different levels of inspections, including antenna
selection, operating frequency, number of required independent data and
forward/inverse scattering solutions. In this chapter, some of these open
challenges are discussed and addressed, as support of the proposed phase-
less inverse scattering framework, whereas some reconstruction results will
be presented in the final section.

59



5.2. Coupling Medium Analysis

5.2 Coupling Medium Analysis

Indeed, an imaging system design requires, aside from the exploration of
inverse scattering solutions, a series of extra in-depth design criteria; one of
this deals with the selection of a properly matching medium. Regardless of
the imaging application, the main reason for the analysis of the matching
medium properties relies on the following:

- Increase the interrogation energy coupled from the microwave source
into the target, thus limiting the reflections at the target’s interface,
allowing a successful data inversion [94];

- Introduce a medium with limited losses, contributing in not deteri-
orating the penetration depth of the impinging wave. At the same
time, limited but existent losses contribute to damp unwanted reflec-
tions from outer objects, not involved in the imaging process.

- Improve the spatial resolution, even in the case of limited frequency
data, due to the wavelength reduction;

- Efficiency in the antenna dimension scaling.

In the case of biomedical imaging, the use of a matching medium has to
deal with the need for a clinically disposable and easily realizable medium.
Among the literature, glycerine-based solutions are widely considered for
low-GHz range imaging applications [95]–[97]. In this case, solutions with a
70%− 90% glycerine content are conventionally used [98]. Other mixtures
include the ones based on Triton X-100 [88] and corn syrup [99]. In all
the mentioned cases, mixtures can be tailored differently to match the
imaging needs. Other interesting solutions consider the use of brick antenna
elements, where each radiating element is embedded in a solid box, acting as
a coupling medium, such as the one made of urethane rubber and graphite
powder implemented in the brain-stroke imaging prototype presented in
[100].
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5.2.1 Equivalent Transmission Line (TL) Model

In order to preliminary investigate the optimal conditions in terms of op-
erating frequency and electromagnetic properties of the matching medium
for the microwave breast imaging case, different approaches can be con-
sidered. Multiple reflection theory can be used for the propagation model
[101] or, alternatively, a Transmission Line (TL) model, simulating a multi-
layered structure with different sizes, can be used as a simplified 1D layered
case. Indeed, TL models are generally used as an auxiliary tool, in both
antenna design and modeling but also in the analysis of propagation in
multi-layered structures. Here, the TL model aims to identify the optimal
matching medium properties and frequency, to minimize the reflections at
the target’s interface. For the case at hand, the model consists of a 3-
layered TL model, composed of an outer thin skin layer and two inner
layers, denoting the fat portion and the fibroglandular region, respectively,
as depicted in Fig. 5.1. The corresponding TL lengths have been set ac-

Figure 5.1: 3-layered Transmission Line (TL) model, including the involved
breast tissues and the background medium.

cording to the typical transverse thickness and set to Lskin = 1.5 mm and
Lfat = 30 mm, whereas the fibroglandular region is assumed as equivalent
load. The line impedance value for each of the ith tissue has been set as:

Zi =

√
ϵ0ϵ̂ri
µ0µri

(5.1)

The EM properties of those layers are obtained starting from the ones
related to the fat percentage of different breast tissue types, as provided in
[102], [103]. More specifically, three breast tissue categories, indicated as
Groups 1-3 and classified in terms of fat content, are considered [104]:
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- Group 1 (fat content: 0-30%) - skin model;

- Group 2 (fat content: 31-84%) - fibroglandular model;

- Group 3 (fat content: 85-100%) - fat model.

The median profile among the breast models included within each group has
been evaluated. Therefore, starting from the first-order Cole-Cole model:

ϵ̂r(ω) = ϵ∞ +
ϵs − ϵ∞

1 + (jωτ)1−α
+

σs

jωϵ0

= ϵ∞ +
∆ϵ

1 + (jωτ)1−α
+

σs

jωϵ0

(5.2)

And according to the equivalent Cole-Cole parameters summarized in Ta-
ble 5.1, the median EM properties for Groups 1-3 are evaluated, as shown
in Fig. 5.2.

Table 5.1: Cole-Cole (C-C) parameters for the breast Groups 1-3 - median
profile [102]–[104].

C-C Param. Group 1 Group 2 Group 3
ϵ∞ 7.82 5.57 3.14
∆ϵ 41.48 34.57 1.71
τ [ps] 11.66 9.15 14.65
α 0.047 0.095 0.061
σs 0.713 0.524 0.036

62



Chapter 5. Phaseless Inverse Scattering Applied to Breast Imaging

1 2 3 4 5
0

10

20

30

40

50

Median - Group 1 (Fat 0-30%)

Median - Group 2 (Fat 31-84%)

Median - Group 3 (Fat 85-100%)

(a)

1 2 3 4 5
0

1

2

3

4

5
Median - Group 1 (Fat 0-30%)

Median - Group 2 (Fat 31-84%)

Median - Group 3 (Fat 85-100%)

(b)

Figure 5.2: Cole-Cole model for the three different breast groups - (a) real
permittivity and (b) conductivity.
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The reflection coefficient Γ(ω, ϵrb) is calculated at the load interface as func-
tion of the operating frequency and of the background relative permittivity.
According to the permittivity-frequency map shown in Fig. 5.3, a confined
region with a better matching can be identified. The dispersive model,
evaluated for frequencies up to 5 GHz, reveals that minimum reflections
can be obtained when ϵrb ≈ 20, with an operating frequency in the range
of 2 GHz.
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Figure 5.3: Reflection coefficient Γ(ω, ϵrb) for the TL model depicted in Fig. 5.1.
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5.2.2 Validation of the TL model - 3D breast models

The conclusions coming from the TL model, suggest to investigate more
into the predictability of the method, by considering a more realistic sce-
nario. This includes, firstly, the use of an Antipodal Vivaldi Antenna (AVA)
as field source. Extensively used in the microwave imaging community for
imaging applications [105], the AVA has been considered for the assess-
ment of the TL model due to the need for a radiating element with a
desirable low cross-polarization, specifically in the near-field zone. The
low cross-polarization feature guarantees the assumption of a confined E-
field component along the longitudinal axis of the designed antenna, ideally
approaching the case of a line source. Since the Single-Layer Antipodal Vi-
valdi Antenna (SL-AVA) suffers from poor cross-polarization features [106],
this can be consistently improved by considering the double-layered coun-
terpart, namely the Double-Layer Antipodal Vivaldi Antenna (DL-AVA)
[107], [108]. The designed antenna is shown in Fig. 5.4.

(a)

(b)

Figure 5.4: Double-Layer Antipodal Vivaldi Antenna (DL-AVA) - (a) angle
view and (b) geometry details - the inner layer is highlighted.
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Following the design proposed in [109]–[112], an RT/Duroid 6010LM (h =
1.905 mm, ϵr = 10.2, tanδ = 0.0023 @ 10 GHz) is selected as substrate,
while the ellipses’ geometries and sizes have been optimized through CST
Studio Suite®. According to the previous analysis, a 2 GHz operating
frequency and a relative permittivity of the surrounding medium ϵrb ≈
18 have been selected, while the design specifications are summarized in
Table 5.2.

Table 5.2: Double-Layer Antipodal Vivaldi Antenna (DL-AVA) - design speci-
fications.

Parameter Size [mm]
W 48
L 48
wf 0.72
lf 14.33
rv1 5.59
rh1 23.28
rv2 34
rh2 24

The polarization behavior of such designed antenna has been tested in
the absence of the target. As depicted in Fig. 5.5, the field evaluated in
the NF - denoted as Einc and accounting for all the E-field components
is compared to the longitudinal component, supposed to be used in the
TMz case, namely Einc

x according to the used reference system. The good
cross-polarization properties have been evaluated in a broadband fashion
in the case of a fixed location probe (Fig. 5.5a), as well as for a near field
distribution along a certain direction along the z-axis (Fig. 5.5b). For those
results, the field probe and the antenna positions are assumed to be located
Rrx = 80 mm away from the origin of the central global coordinates. The
designed antenna is then tested into a realistic scenario. The latter consists
of a matching medium box, where the AVA antenna is immersed, with the
presence of a realistic breast model. The electromagnetic properties of
the assumed breast are imported on a voxel basis, according to those of
the MRI-derived models proposed in [66], [113]. Specifically, in order to
consider different breast densities, two phantoms have been analyzed: a
heterogeneously dense breast model and a more dense model, depicted in
a Fig. 5.6a and Fig. 5.6b, respectively.
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Figure 5.5: Incident E-field components as function of (a) frequency and (b)
spatial distribution, with the antenna located at (0, Rrx, 0).

The two models are classified as Class 2 and Class 3 breast respectively,
according to the Breast Imaging Reporting & Data System (BI-RADS)
by the American College Radiology (ACR) [114], [115]. Each phantom is
constituted of a 3-D voxel grid, with ∆V = 0.5 mm3 as voxel size.

Similarly to the analysis performed for the incident field, the polarization
features of the antenna are evaluated in the presence of the breast models.
An example of the total field distribution in the presence of the Class 3
breast model depicted in Fig. 5.6b, is shown in Fig. 5.7a and Fig. 5.7b. For
those cases, the probes are located at (0, 0,−Rrx) and on the (0, y,−Rrx)

line, respectively.
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(a)

(b)

Figure 5.6: Double-Layer Antipodal Vivaldi Antenna (DL-AVA) with the pres-
ence of (a) Class 3 and (b) Class 2 breast model. The fibroglandular tissue is
highlighted.

A parametric analysis is performed by considering the background permit-
tivity variation ϵrb ∈ {1, 30}. The reflection coefficients with the presence
of the two breast models as a function of ϵrb are shown in Fig. 5.8. Those
results indicate that the use of different breast models does not strongly
impact on the antenna response, confirming the validity of the results for
different breast densities.
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Figure 5.7: Total E-field components as function of (a) frequency and (b) spatial
distribution with the antenna located at (0,−Rrx, 0).
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Figure 5.8: Reflection coefficient for different ϵrb values - (a) Class 2 and (b)
Class 3 phantom.
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The antenna radiation efficiency has been calculated for different permit-
tivity values of the matching medium ϵrb , with the presence of the Class 3
breast model and it is shown in Fig. 5.9, indicating consistency with the
results predicted with the TL model. Consequently, most of the breast
imaging reconstruction results presented throughout the thesis consider a
permittivity profile of the background - ϵrb - and an operating frequency in
accordance to what is illustrated in this section.

5 10 15 18 20 25 30

75

80

85

Figure 5.9: Radiation efficiency vs. ϵrb , for the Double-Layer Antipodal Vivaldi
Antenna (DL-AVA), in the presence of a Class 3 breast model, evaluated at f=2
GHz.

5.3 Breast Targets - Simplified COMSOL

Model

The inverse imaging problem was first tested by considering simulation-
based solutions of the involved fields. Those data are generated by con-
sidering simplified 2D breast models. The acquisition scenario has been
set in COMSOL Multiphysics® and shown in Fig. 5.10. A Debye model
is implemented for the EM properties of the involved tissues within the
breast phantom and it is shown in Fig. 5.11 for each tissue, whereas the
dielectric properties evaluated at 2 GHz are summarized in Table 5.3.
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Figure 5.10: Simulated geometry in COMSOL - coupling medium (green), skin
(blue), fat (red), fibroglandular (yellow), and a tumor simulant (purple) on the
upper side-left of the model. Incident field simulated as line current out-of-plane.

Table 5.3: Dielectric properties involved in the COMSOL model in Fig. 5.10,
with ϵrb = 18.

Material ϵr σ

Skin 39.25 1.24
Fat 4.95 0.08
Fibroglandular 36 0.86
Tumor 45.83 1.37

The setup consists of a multi-view simulated system, with a certain num-
ber of transceivers NTX . A multi-static scenario resembles to be the most
informative way of collecting measured total field data in cylindrical con-
figurations. Indeed, the spatial sampling has a strong impact in the case of
limited available data, whereas it becomes crucial when considering more
sparse data such as the phaseless case. TMz line currents are used as EM
sources, with an induced current I = 1 mA, while a Perfectly Matched
Layer (PML) surrounding the imaging area truncates the computational
region. The retrieved dielectric contrast χ after performing the inversion
is indicated in Fig. 5.12. The tumor simulant located within the fat tis-
sue is correctly localized, while some reconstruction errors can be noticed
in the inner part of the target, due to the non-null conductivity values
of the involved materials. In this reconstruction results, instead of con-
sidering the a-priori knowledge of the incident field distribution, a field
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Figure 5.11: Debye model for the involved simulated tissues - (a) permittivity,
(b) conductivity.

estimation based on the ME previously discussed in Section 3.3 has been
tested, where the truncation of the modal expansion has been specifically
tailored for the case at hand, by inspecting the contribution of the different
Hankel functions. Here the impact of selecting the right coupling medium
dielectric properties is highlighted. Indeed, this aspect can be appreciated
when considering the objective function trend to be minimized - accord-
ing to the iterative reconstruction scheme based on the solver described in
Section 4.1, evaluated for different permittivity values of the background
medium surrounding the target as function of the number of iterations, as
depicted in Fig. 5.13.
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Figure 5.12: Retrieved dielectric contrast χ of the model depicted in Fig. 5.10
- (a) real and (b) imaginary part.
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Figure 5.13: Cost function trend for the inverse method proposed in Section 4.1
for different background permittivity values - ϵrb , in the case of a simplified breast
target as the one shown in Fig. 5.10.

The robustness of the reconstruction method is tested by considering an
Additive White Gaussian Noise (AWGN) applied to the involved fields.
The algorithm has been evaluated by assuming SNR values that can be
comparable to experimental related data; the imaging results for SNR ∈
{20, 30, 40} dB are shown in Fig. 5.14. Noisy data turns out to reduce
the effectiveness of the strategy, especially in the edge-detection phase as
well as in terms of quantitative reconstruction, even though the overall
shape, geometry and localization of the confined high-permittivity region
are visible for all the investigated cases.
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Figure 5.14: Dielectric contrast - χ - for different SNR values: (a) 40 dB, (b)
30 dB and (c) 20 dB.
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5.4 Breast Targets - Realistic Models and

Incident Field Prior

A first imaging reconstruction campaign has been performed by using the
reconstruction method provided in Section 4.1, with the incident field dis-
tribution assumed to be known. In order to test the versatility of the phase-
less reconstruction method, a series of breast models with different breast
densities have been assumed as targets. Those consists of a series of MRI-
based models provided by the University of Wisconsin Cross-Disciplinary
Electromagnetics Laboratory (UWCEM) [66]. Within each phantom, a tu-
mor simulant with size d = 10 mm has been included, resembling a bloody
region with high permittivity, according to the corresponding Debye model.
The EM properties of the remaining tissues have been replaced with the
ones obtained according to the dielectric characterization of a series of
tissue-mimicking phantoms. More specifically, instead of considering mix-
tures based on specific liquids such as glycerine [98] and Triton-X 100 [116]–
[118], the realized mixtures consider the use of cheap ingredients [119]–[122],
easily available from groceries. More details are provided in Appendix 5.6.

Again, the multi-static scenario considers 32 transceivers, equally spaced
and surrounding the breast model, whereas the permittivity of the back-
ground is assumed according to the analysis performed in Section 5.2. For
the generation of the scattered data, a two-dimensional non-magnetic case
with a transverse magnetic (TM) polarization is considered. A proprietary
forward solver is implemented by considering a Conjugate Gradient Fast
Fourier Transform (CG-FFT)-based MoM model [68], [123]. A finer grid
consisting of Nx×Ny cells is adopted as compared to the inverse scattering
solution, so that a potential inverse crime can be avoided. The single square
cell area is approximated to the equivalent circular area and the dielectric
properties are assumed to be uniform within the single cell. The analytical
details for the CG-FFT are provided in Appendix 5.6. The generated scat-
tered field data is then corrupted with an Additive White Gaussian Noise
(AWGN) resembling an SNR equal to 20 dB. The reconstruction results
for the different breast models are reported in Figs. 5.15 to 5.17; due to
the poor results in terms of retrieved conductivity, the error metrics are
reported in Table 5.4 for the retrieved real permittivity only.
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Table 5.4: Qualitative metrics for the analyzed breast phantom slices, consid-
ering the P-CSI approach, with the incident field assumed to be known.

Phantom ID RMSEϵr ρϵr
010204 7.047 0.921
012204 7.572 0.906
062204 9.198 0.909
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Figure 5.15: (a)-(b) Ground truth - (c) permittivity and (d) conductivity re-
construction results for the Class 2 Breast Model - ID 010204.

77



5.4. Breast Targets - Realistic Models and Incident Field Prior

(a) (b)

-50 0 50

-50

0

50

12

14

16

18

20

22

24

(c)

-50 0 50

-50

0

50

-0.2

-0.1

0

0.1

0.2

(d)

Figure 5.16: (a)-(b) Ground truth -(c) permittivity and (d) conductivity re-
construction results for the Class 2 Breast Model - ID 012204.
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Figure 5.17: (a)-(b) Ground truth - (c) permittivity and (d) conductivity re-
construction results for the Class 3 Breast Model - ID 062204.
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5.5 Breast Targets - Realistic Models and

Incident Field Recovered from Phaseless

Data

In this section, the combined source inverse methods discussed in Chapter 3
are recalled. For the tested breast models, TMz line-current sources are
considered. The incident field reconstruction with the combined SDIHT+
SRM method, has been evaluated and compared with the result obtain-
able with the combined SDIHT+ME technique, as depicted in Fig. 5.18.
According to the RMSE values summarized in Table 5.5, the two methods
are almost equivalent for the case of non-directive sources. Consequently,
the combination of one of them with the PR stage performed through the
SDIHT method, allows retrieving the incident field distribution with lim-
ited discrepancy as compared to the exact model in Fig. 5.18a.

Table 5.5: Root Mean Square Error (RMSE) in the case of Spatial Domain
Indirect Holography Technique (SDIHT) combined with Modal Expansion (ME)
or Source Reconstruction Method (SRM).

Reconstruction
Method

RMSE Re{Ei
D} RMSE Im{Ei

D}

SDIHT+ME 0.0036 0.0028
SDIHT+SRM 0.0540 0.0461

The simulated acquisition setup is the same as discussed in the previous
section, considering a series of breast targets coming from the same repos-
itory. The conductivity maps are instead obtained by considering a linear
regression model as the one provided in [124]:

σ(ϵr) = 0.0188ϵr − 0.04711 (5.3)

The reconstruction results are shown in Figs. 5.19 to 5.23. The values of
the reconstruction metrics described in Section 4.3 are evaluated for the
different investigated breast phantoms and are summarized in Table 5.6.

The returned values of the metrics show that the P-CSI, combined with
the incident field reconstruction strategy from phaseless data, returns good
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Figure 5.18: Incident field reconstruction for a TMz line source - (a) Numerical,
(b) SDIHT + ME and (c) SDIHT + SRM - real normalized incident field.

81



5.5. Breast Targets - Realistic Models and Incident Field Recovered from
Phaseless Data

Table 5.6: Qualitative metrics for the analyzed breast phantom slices, when
P-CSI and the incident field reconstruction approach of Chapter 3 are adopted.

Phantom ID RMSEϵr ρϵr
010204 8.77 0.897
012304 10.82 0.877
012204 8.14 0.904
071904 6.89 0.939

correlation results, with reduced accuracy in terms of RMSE. At this stage,
the method is capable of identifying the abrupt permittivity variations, i.e.
localizing the region with a high contrast, while the reconstruction is less
quantitatively accurate in the case of low-contrast portions, such as the
malignant-modeled region within the fibroglandular tissue. This limitation
comes from the nature of the CSI based-method itself, while the SDIHT-
based reconstruction method for the incident field does not strongly impact
the quantitative reconstruction capabilities of the imaging method.
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Figure 5.19: Phantom ID: 010204 (a) - (b) ground truth and (c) - (d) recon-
struction results.
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Figure 5.20: Phantom ID: 012204 - (a) - (b) ground truth and (c) - (d) recon-
struction results.
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Figure 5.21: Phantom ID: 012304 - (a) - (b) ground truth and (c) - (d) recon-
struction results.
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Figure 5.22: Phantom ID: 012804 - (a) - (b) ground truth and (c) - (d) recon-
struction results.
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Figure 5.23: Phantom ID: 071904 - (a) - (b) ground truth and (c) - (d) recon-
struction results.
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5.6 In-silico Validation on a 3D Scenario

The methods investigated throughout the thesis have been ultimately tested
in the case of a three-dimensional scenario, resembling the breast imaging
case. For this purpose, a simplified cylindrical model has been simulated in
FEKO ®, emulating two high dielectric cylindrical inhomogeneities with
ϵr = 54, included within a homogeneous background, with ϵrb = 7.5, ap-
proaching the median profile of a Class 2 breast tissue. The 3D configura-
tion is depicted in Fig. 5.24, whereas the geometry details are summarized
in Table 5.7.

Table 5.7: Geometry details of Fig. 5.24.

Variable Value [mm]
X − Y offset 15.28
RTX 50
RRX 45
rcyl 10.9
hcyl 43.7

The effectiveness of the inverse strategy while operating in NF zone is
tested by replacing the numerical TMz sources with dipoles, whereas the
total field is sampled by means of NF probes.

The phaseless approach discussed in Chapter 4 combined with the SDIHT+
SRM incident field recovery strategy has been implemented on the collected
data, within the 5-6 GHz frequency range.

Furthermore, the phaseless back-propagation (PBP) initial guess discussed
in Section 4.2 has been used for the first operating frequency, whereas a
frequency hopping scheme has been adopted for the remaining frequencies.
The reconstruction results at the different frequency steps are depicted in
Fig. 5.25.
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Figure 5.24: Simplified 3D model in FEKO - homogeneous background with
the presence of two cylindrical inhomogeneities with high permittivity.

According to the results, the permittivity values are severely underesti-
mated, while the two targets are correctly identified. Consequently, this
preliminary investigation denotes how the developed framework can be po-
tentially used not only in the case of experimental far-field data or 2D
numerical field data, but also when considering in-silico 3D models, with
the presence of strong scatterers within the NF region. The resulting arti-
facts can be mainly attributed to modeling errors, due to the use of different
Green’s operators among the forward (3D - MoM) and the inverse scatter-
ing solution (2D).
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Figure 5.25: Reconstruction results for the 3D FEKO scenario depicted in
Fig. 5.24, using a frequency hop scheme - (a) 5 GHz (with PBP initial guess),
(b) 5.5 GHz and (c) 6 GHz.
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Conclusions

Conclusions

Microwave imaging methods represent an attractive research topic among
the applied electromagnetic research community. Several are the reasons
behind this strong interest. Firstly, the frequency spectrum within the mi-
crowave range includes non-ionizing radiations, which are safe for human
exposition, putting them as potential candidates for biomedical imaging ap-
plications. Furthermore, the Microwave Imaging (MWI) can be considered
a powerful supporting tool to be used in clinics, combined with higher reso-
lution and well-established imaging modalities. Indeed, microwave imaging
results can be paired with complementary traits, in the perspective of im-
age fusion techniques, that have already shown encouraging results in the
case of PET/CT combined traits. Secondly, aside from the biomedical
context, MWI methods find applications in other relevant fields, such as
buried object detection, cracks detection, through-the-wall imaging, con-
cealed weapon detection and many others.

The main focus of this thesis was to explore microwave imaging solutions
based on amplitude-only data. The motivation behind this choice comes
from the possibility to contribute in the reduction of cost and complexity
of the existing microwave imaging apparatus, by putting more effort into
the inverse scattering problem task.

After a general description of the scattering problems provided in Chap-
ter 1, the imaging task has been introduced in Chapter 2, by discussing the
problem statement and by providing a broader review of the current mi-
crowave imaging trends, including linear and non-linear inverse scattering
strategies and the different phaseless approaches known in literature.
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Then, in the context of a phaseless inverse scattering framework, an in-
sight into the incident field modeling relying on phaseless data has been
detailed in Chapter 3, where the recovery of the incident field distribution
starting from amplitude-only data has been detailed and addressed. More
specifically, a solution that combines a space domain holography method
and a series of inverse source strategies, expressing the EM field in terms
of primary source or equivalent currents has been detailed. The combined
strategy has been tested when considering different EM sources, showing
promising results in the field of inverse source solutions with phaseless data.

The implementation details of a phaseless inverse scattering problem solu-
tion have been discussed in Chapter 4, and some validation examples com-
ing from experimental data and simulated data of different targets have
been illustrated. Initial attempts make use of complex incident field data
within the inverse strategy, returning successful qualitative imaging results,
then the inverse source solutions detailed in Chapter 3 have been included
within the inverse scattering method.

The inversion strategy has been then specifically tested in the case of
biomedical imaging applications, with a focus on the breast imaging sce-
nario. System design specifications and validation of the phaseless imaging
method on 3D in-silico models and on 2D realistic breast cases have been
discussed and shown in Chapter 5.

Despite the strong restrictions imposed by the proposed solution, i.e. ne-
glecting the phase information content of the sampled data, remarkable re-
construction results have been obtained, both in the case of homogeneous
targets and in the case of strong inhomogeneous targets such as the breast
case. However, those restrictions prove to have a significant impact on the
quantitative accuracy of the reconstruction methods, whereas the result
remains still valuable from a qualitative point of view. The imaging results
show a good correlation with the corresponding ground truth, whereas the
accuracy of the quantitative reconstruction of the EM properties is limited
by the phaseless approach, especially in the case of highly heterogeneous
structures. Indeed, those kinds of solutions may find repeatability and
validation in applications with limited sensitivity and specificity require-
ments, so that qualitative reconstruction can be acceptable, in exchange
for desirable reduced hardware requirements.
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Tissue Phantoms

As a parallel activity to the development of the phaseless microwave imag-
ing inversion method described in Chapter 4, the realization of tissue phan-
toms mimicking the electromagnetic properties of human tissue has been
investigated. The principal goal of this task was to provide a repeatable
making process, according to easy-follow guidelines, in order to obtain semi-
solid phantoms, with a certain stability over time. Secondly, some guide-
lines are put in evidence for the control of the dielectric behavior of such
mixtures, by changing the percentage of the involved ingredients. Those
tissue phantoms have been fabricated and secondly validated to assess the
sensing performance of electromagnetic wearable devices [125], [126], with
the aim to extend their usage and feasibility for the microwave imaging
community too. Indeed, such phantoms can allow the assessment of the
imaging system performance or the validation of image reconstruction al-
gorithms, under the assumptions of a well-controlled dielectric trend over
frequency and high repeatability of the mixtures.

Tissue-mimicking Phantoms Realization and

Characterization

The fabricated tissue-mimicking phantoms are in the form of gelatin-based
mixtures, since they result more feasible for the realization of multi-layer
structures. The ingredients concentrations are summarized in Table A.1,
for the different internal breast tissues, where easily-available ingredients
from groceries have been used.
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Table A.1: Ingredients concentration for the different tissue-mimicking phan-
toms.

Tissue Water [%] Gelatine
[%]

Oil [%] Soap [%] Salt [%]

Fat 14 3.6 80 2.4 -
Gland 60.9 10.8 21.4 6.2 0.7
Blood 70 10.5 6.8 12.3 0.4

As a general guideline, the water/oil ratio is selected to cope with the lower
(higher) dielectric permittivity values associated to tissues with low (high)
water content. A food gelatin is used as solidifying agent, whereas soap and
salt are used to keep the mixture uniform and to control the conductivity
trend, respectively.

The EM properties have been measured by means of an open-ended coaxial
probe technique; a DAK-3.5 coaxial probe, provided by SPEAG® has been
used, whereas the mixtures have been characterized up to 5 GHz.

The retrieved EM properties of the fabricated phantoms are shown in
Fig. A.1. Furthermore, the upper and lower quartiles (25th and 75th per-
centiles) for two of the breast groups described in Chapter 5, namely Group
1 - here referred to as Gland - corresponding to breast tissue samples with
a 0-30 % adipose tissue and Group 3 - here referred as Fat - containing all
samples with an 85-100 % adipose tissue are reported. For both groups, the
median dielectric constant and conductivity profiles are considered as refer-
ences. The permittivity of those materials has been included in the breast
models analyzed in this thesis and the imaging task is then performed. As
for the blood tissue, whose EM properties are assumed to be equivalent to
the ones of a tumor inclusion within the breast, the corresponding model
provided by Gabriel et al. in [127], [128] has been considered as reference.
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Figure A.1: Electromagnetic properties of the fabricated phantoms (bold
curves) compared to the models provided in [104] (breast tissues), and [127],
[128] (blood).
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Discrete Forward Solver
Implementation

In the case of a 2D scattering problem, the scattering object is assumed to
be infinitely long along its longitudinal direction; under this assumption,
the generic position vector is limited within the transverse plane. Before
considering the two-dimensional case, the expression of the scattering field
in a 1D case can be defined as the discrete convolution between the kernel
function G and the current source, here indicated as W :

Em =
N∑

n=1

GmnWn, m = 1, 2, . . . , N (4)

where Gmn indicates the interaction matrix between the mth and the nth

cell. Re-writing Eq. (4) in a matrix form, results in:

Ē = ¯̄GW̄ (5)

The discrete form of the convolution can be implemented according to
an FFT-based method, but this can be done only if the convolution is
converted to a circular discrete convolution1. Consequently, the G matrix
would exhibit the property that its rows are circular right shifts of the
elements composing the previous row, i.e., the G matrix needs to be of a
circular type. Since the convolution as it is, does not represent a circular
convolution, the sequence of G elements needs to be extended, by repeating
the elements with a period of 2N − 1. The contrast source vector W needs
to be zero-padded with N − 1 zeros, in order to eliminate the contribution
coming from the added N − 1 elements in the extended G matrix.

1The analytical details are taken from: X. Chen, “Computational methods for elec-
tromagnetic inverse scattering,” John Wiley & Sons, pp. 299–301, 2018.
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Therefore, the two-dimensional discrete convolution can be expressed as:

Eij =
M∑

m=1

N∑
n=1

Gi−m,j−nWmn i = 1, 2, . . . , M, j = 1, 2, . . . , N (6)

The circular discrete convolution is then composed by considering the con-
trast source extended for both directions, with size (2M − 1) × (2N − 1),
in the form:

¯̄W
e
(p, q) =

W (p, q), if 1 ≤ p ≤M and 1 ≤ q ≤ N

0, if M ≤ p ≤ 2M and N ≤ q ≤ 2N − 1
(7)

The extended version of the Green’s operator, with size (2M−1)×(2N−1),
is expressed as:

¯̄Ge(p, q) = Gp′,q′ (8)

where the subscripts are defined as:

p′ =

p− 1, if 1 ≤ p < M

p− 2M, if M ≤ p ≤ 2M − 1

q′ =

q − 1, if 1 ≤ q < N

q − 2N, if N ≤ q ≤ 2N − 1

(9)

The extended matrix including the scattered field, namely ¯̄Ee and with size
(2M − 1)× (2N − 1), can be calculated by the use of the 2D-FFT:

¯̄E
e
= FFT−1

2

{
FFT2

{
¯̄G
e
}
. ∗ FFT2

{
¯̄W

e
}}

(10)

From the extended scattered field ¯̄E
e
, the actual scattered field is extracted

as the submatrix of size M × N . This closes the part relative to the dis-
cretized operators involved in the forward solver implementation, on which
the canonical iterative CG-FFT method is based.
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