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Abstract  

 
The advent of the IoT scenario heavily pushed the demand of preserving the information down to 
the chip level due to the increasing demand of interconnected devices. Novel algorithms and 
hardware architectures are developed every year with the aim of making these systems more and 
more secure. However, IoT devices operate with constrained area, energy and budget thus making 
the hardware implementation of these architectures not always feasible. Moreover, these 
algorithms require truly random key for guarantying a certain security degree. Typically, these 
secret keys are generated off chip and stored in a non-volatile manner. Unfortunately, this 
approach requires additional costs and suffers from reverse engineering attacks. Physically 
unclonable functions (PUFs) are emerging cryptographic primitives which exploit random 
phenomena, such as random process variations in CMOS manufacturing processes, for generating 
a unique, repeatable, random, and secure keys in a volatile manner, like a digital fingerprint. PUFs 
represent a secure and low-cost solution for implementing lightweight cryptographic algorithms. 
Ideally PUF data should be unique and repeatable even under noisy or different environmental 
conditions. Unfortunately, guarantying a proper stability is still challenging, especially under PVT 
variations, thus requiring stability enhancement techniques which overtake the PUF itself in terms 
of required area and energy. Nowadays, different PUF solutions have been proposed with the aim 
of achieving ever more stable responses while keeping the area overhead low. 
This thesis presents a novel class of static monostable PUFs based on a voltage divider between 
two nominally identical sub-circuits. The fully static behavior along with the use of nominally 
identical sub-circuits ensure that the correct output is always delivered even when on-chip noise 
occasionally flips the bit, and that randomness is always guaranteed regardless of the PVT 
conditions. Measurement results in 180-nm CMOS technology demonstrates the effectiveness of 
the proposed solution with a native instability (BER) of only 0.61% (0.13%) along with a low 
sensitivity to both temperature and voltage variations. However, these results were achieved at 
the cost of more area-hungry design (i.e., 7,222𝐹!) compared to other relevant works. The 
proposed solution was also implemented with emerging paper based MoS2 nFETs by exploiting 
a LUT-based Verilog-A model, calibrated with experimental 𝐼" vs 𝑉"# at different 𝑉$# curves, 
whose variability was extracted from different 𝐼" vs 𝑉$# curves of 27 devices from the same 
manufacturing lot. Simulations results demonstrate that these devices can potentially used as 
building block for next generation electronics targeting hardware security applications. Finally, 
this thesis also provides an application scenario, in which the proposed PUF solution is employed 
as TRNG module for implementing a smart tag targeting anti-counterfeiting applications. 
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Sommario 
 
Il continuo sviluppo dell’IoT e il conseguente incremento del numero di dispositivi connessi tra 
di loro aumentano drasticamente la richiesta di garantire un certo grado di sicurezza anche a 
livello hardware. Con il passare degli anni, sempre più task vengono svolti digitalmente 
semplificando la vita di tutti i giorni. Tuttavia, questi benefici rappresentano anche punti di 
vulnerabilità che un utente male intenzionato può sfruttare per impossessarsi di informazioni 
sensibili. Al giorno d’oggi, diversi algoritmi di crittografia sono stati sviluppati insieme ad 
architetture hardware efficienti per garantire all’utente un certo livello di sicurezza. Tuttavia, non 
è sempre possibile implementare questi algoritmi nei dispositivi IoT a causa dei vincoli stringenti 
in termini di area, costi e consumo di energia con cui spesso si trovano ad operare. Inoltre, bisogna 
considerare che questi algoritmi richiedono chiavi sicure e realmente random. Quest’ultime sono 
tipicamente generate off-chip e memorizzate in maniera non volatile così che possano essere 
prelevate quando richiesto. Tale approccio è molto costoso e, allo stesso tempo, rappresenta un 
punto di vulnerabilità richiedendo l’utilizzo di circuiti di protezione, che però necessitano di 
essere alimentati anche quando il chip è spento, aumentando così il costo energetico complessivo 
del chip durante il suo ciclo di vita. Le funzioni fisicamente non clonabili (PUF) rappresentano 
primitive di crittografia emergenti che sfruttano fenomeni casuali come, per esempio, le variazioni 
di processo durante la fabbricazione di dispositivi CMOS per generare chiavi sicure, uniche, 
casuali e riproducibili in maniera volatile. L’ultimo punto, in particolare, si riferisce al fatto che 
queste chiavi sono funzione del circuito che le genera e non vengono, quindi, memorizzate da 
nessuna parte. In questo modo, esse operano solamente quando vengono richieste eliminando così 
la necessità di particolari circuiti di protezione. Per un corretto funzionamento, le PUF devono 
garantire chiavi uniche e ripetibili anche in condizioni diverse da quelle nominali e/o rumorose. 
Nonostante il grande interesse scientifico, garantire un’appropriata stabilità della risposta delle 
PUF è ancora una sfida, che spesso comporta la necessità di implementare tecniche di correzione 
esterne che possono sovrastare la PUF stessa sia in termini di area che di energia richiesta.  
Questa tesi propone una nuova classe di PUF statiche e monostabili che sfrutta un partitore di 
tensione tra due sottocircuiti identici. Il comportamento statico assicura che la corretta uscita 
venga sempre garantita, anche quando il rumore cambia occasionalmente il bit di uscita, mentre 
l’utilizzo di due sottocircuiti nominalmente identici garantisce un’adeguata casualità della 
risposta a prescindere dalle condizioni di lavoro. I risultati di misura ottenuti in tecnologia CMOS 
a 180-nm confermano l’efficacia della soluzione proposta, mostrando una instabilità (BER) nativa 
di 0.61% (0.13%) ed un altrettanto bassa sensibilità alle variazioni della tensione di alimentazione 
e della temperatura. Tuttavia, questi risultati sono stati ottenuti a costo di una maggiore area 
(7,222𝐹!) rispetto ad altri lavori. Questa soluzione è stata anche investigata utilizzando dispositivi 
MoS2 emergenti fabbricati con l’impiego della carta come substrato. In particolare, è stato 
sfruttato un modello LUT-based calibrato con dati sperimentali in cui le curve 𝐼"-𝑉"# a differenti 
𝑉$# sono state sfruttate per modellizzare il comportamento elettrico dei dispositivi, mentre le 
curve 𝐼"-𝑉$# di 27 dispositivi provenienti dallo stesso lotto di fabbricazione sono state sfruttate 
per estrarre informazioni statistiche sulla variabilità degli stessi dispositivi. Infine, questa tesi 
affronta anche lo scenario applicativo dell’anticontraffazione, in cui la PUF proposta è stata 
inserita come elemento base di uno smart tag. 
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mismatch and weak M1-M2 mismatch. (a) Strong logic ‘0’, (b) weak logic ‘0’, (c) strong logic ‘1’, and (d) 
weak logic ‘1’. 

3.24 𝑉* voltage of the 4T-core normalized to 𝑉&& (a) simulated across voltages at T = 25°C from 250 samples 
and (b) measured across voltages at T = 25°C from 20 samples. Absorbed current from the 4T core (i.e., 
𝐼4') (c) simulated across voltages at T = 25°C from 250 samples and (d) measured across voltages at T = 
25°C from 20 dice. 

3.25 𝑉* voltage of the 4T-core normalized to 𝑉&& (a) simulated across temperatures at 𝑉&&= 1.8 V from 250 
samples and (b) measured across temperatures at 𝑉&&= 1.8 V from 20 samples. Absorbed current from the 
4T core (i.e., I_4T) (c) simulated across temperatures at 𝑉&&= 1.8 V from 250 samples and (d) measured 
across temperatures at 𝑉&&= 1.8 V from 20 dice. 

3.26 (a) Schematic and (b) Layout of the PUF bitcell based on the 4T sub-threshold voltage divider. 

3.27 Simulation results (5k-run Monte Carlo at 𝑉&& = 1.8 V and 25 ◦C) of 2T-core versus 4T-core PUF bitcell 
in 180-nm CMOS: (a) statistical distribution of the voltage 𝑉* of the bitcell core, (b) nominal input–output 
characteristics of the inverter, and (c) statistical distribution of the voltage 𝑉./' of the inverter. 

3.28 Mean value of (a) 𝑉'(), (b) DIBL coefficient (𝜆&), and (c) 𝑉'( temperature coefficient (𝑘') of M1-M2 and 
M3-M4 transistors from 5k-run Monte Carlo simulations at different process corners. 

3.29 Statistical distribution of the 𝑉* voltage of the 4T-core from 5k-run Monte Carlo simulations at GK 
conditions (i.e., 𝑉&&= 1.8 V and T = 25°C) at (a) TT corner, (b) FF corner, and (c) SS corner. 

3.30 Mean values of |𝑉5&, − 𝑉5&+| and |𝑉* − 𝑉&& 2⁄ | of the 4T-core at different process corners from 5k-run 
Monte Carlo simulations at GK conditions (i.e., 𝑉&&= 1.8 V and T= 25 °C). 

3.31 Percentage of simulated unstable bits for the 4T-based solution from 5k-run Monte Carlo simulations at 
TT corner under (a) 𝑉&& variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. 

3.32 Statistical distribution of the voltage 𝑉* of the 4T bitcell core at different VT corners from 5k-run Monte 
Carlo simulations: (a) 𝑉&&= 1.8 V and T = 0 °C, (b) 𝑉&&= 1.8 V and T = 100 °C, (c) 𝑉&&= 0.4 V and T = 
0 °C, and (d) 𝑉&&= 0.4 V and T =100 °C. 

3.33 Percentage of total unstable bits for the 4T-based solution across different process corners under (a) 
voltage variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. 

3.34 Simulated absorbed current by the 4T-core across different process corners from 5k-run Monte Carlo 
simulations under (a) voltage variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. 
Simulated absorbed currend across different process corners by the bitcell under (c) voltage variations at 
T= 25°C and (d) temperature variations at 𝑉&&= 1.8 V. 

3.35 Architecture of the PUF array. 

3.36 (a) Photograph of the packaged test chip and layouts of (b) 8 × 32 PUF array, and (c) PUF bitcell area 
including pass transistor. 

3.37 Measurements of the 8 × 32 PUF array at GK conditions (𝑉&&= 1.8 V and T= 25 °C) across seven dice: 
(a) percentage of bit ‘0’, bit ‘1’, and unstable bits; (b) logical speckle diagram; (c) percentage of unstable 
bits versus number of evaluations, and (d) unstable bit mask at 500 evaluations. 

3.38 Percentage of unstable bits (averaged over seven dice) under (a) 𝑉&& variations at T= 25 °C and (b) 
temperature variations at 𝑉&&= 1.8 V. 

3.39 Example of M1 and M2 threshold voltages trend under temperature variations when (a) 𝑘',, = 𝑘',+, (b) 
𝑘',, <	𝑘',+, and (c) 𝑘',, > 𝑘',+. 

3.40 BER under (a) 𝑉&& variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. Data are averaged 
over seven dice considering 32-bit PUF words. 
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3.41 (a) Normalized inter-PUF and intra-PUF HD at GK conditions (i.e., due only to on-chip noise), (b) 
normalized intra-PUF HD under voltage and temperature variations, (c) normalized number of bit “1” at 
GK conditions. Data are evaluated across seven dice considering 32-bit PUF words, and (d) spatial 
autocorrelation function (ACF). 

3.42 Measured supply current (𝐼&&) per bitcell versus 𝑉&& at T= 25 °C for (a) six of seven dice, and (b) averaged 
over seven dice with relative static power. 

3.43 Schematic of (a) high-gain 4T inverter design, and (b) low-area 4T inverter design. 

3.44 Effect of voltage and temperature variations on the static parameters of the output inverter for both high-
gain design and low-area design. Effect of (a) voltage with T = 25 °C and (b) temperature with 𝑉&& = 1.8 
V variations on the difference between minimum high- and maximum low-input voltages (𝑉0(-𝑉01). Effect 
of (c) voltage with T = 25 °C and (d) temperature with 𝑉&& = 1.8 V variations on the input logic-threshold 
(𝑉2). 

3.45 Statistical distribution of the amplitude of the unstable region (i.e., 𝑉0( - 𝑉01)  and the input logic logic 
threshold (i.e., 𝑉2)  at (a) and (b) 𝑉&&= 1.8 V and T= 25 °C, and (c) and (d) 𝑉&&= 0.4 V and T= 25 °C, 
respectively, from 5k-run Monte Carlo simulations at TT corner. 

3.46 Short-circuit current (i.e., when 𝑉* = 𝑉2) of the inverter under (a) 𝑉&& variations at T= 25 °C and (b) 
Temperature variations at 𝑉&&= 1.8 V.  

3.47 (a) Bitcell design concept along with schematic and layout (b) without using the body effect and (c) using 
the body effect. 

3.48 Comparison at GK conditions (i.e., VDD = 1.8 V and T = 25°C) between the two solutions in terms of (a)VX 
voltage and (b) VSD1 – VSD2 as function of the M1-M2 mismatch, and (c) gain distribution. Data came from 
5k-run Monte Carlo simulations. 

3.49 Effect of voltage and temperature variations on the static parameters of the output inverter at different 
process corners. Effect of (a) voltage with T= 25 °C, and (b) temperature with 𝑉&& = 1.8 V variations on 
the difference between minimum high- and maximum low-input voltages (𝑉0(-𝑉01). Effect of (c) voltage with 
T= 25 °C and (d) temperature with 𝑉&& = 1.8 V variations on the input logic-threshold (𝑉2). 

3.50 Percentage of unstable bits (‘noisy’+ ’flipped’) at different process corners across voltages (T = 25 °C) 
and temperatures (𝑉&&= 1.8 V). (a) and (c) refer to the bitcell of Fig. 3.47(b), (b) and (d) refer to the bitcell 
of Fig. 3.47(c). 

3.51 Percentage of unstable bits averaged over process corners across (a) voltages and (b) temperatures for the 
two circuits of Fig. 3.47(b)-(c), (c) summary comparison in terms of unstable bits under different PVT 
conditions. 

3.52 Flipping probability as function of both input−output characteristic of the inverter of Fig.3.43(b) and 𝑉* 
distribution. 

3.53 Summary comparison between the two circuits of Fig. 3.47(b)-(c) in terms of bit error rate (BER) under 
different PVT conditions. Data refers to 32-bit PUF words within an 8×32 bitcell array. 

3.54 Summary comparison between the two circuits of Fig. 3.47(b)-(c) in terms of static power consumption per 
bitcell under different PVT conditions. BER data refers to an 8×32 bitcell array with power gating. 

3.55 (a) Bitcell design concept along with schematic and layout (b) 6T-core based bitcell and (c) 8T-core based 
bitcell. 

3.56 Comparison at GK conditions (i.e., VDD = 1.8 V and T = 25°C) between 6T-core and 8T-core circuits in 
terms of (a)VX voltage as function of the M1-M2 mismatch, and (b) gain distribution. Data came from 5k-
run Monte Carlo simulations. 

3.57 Voltage drops across the transistors in the (a) and (c) 6T-core voltage divider and (b) and (d) 8T-core 
voltage divider, normalized to the 𝑉&& for weak M1-M2 mismatch. (a) and (b) weak logic ‘0’, (c) and (d) 
weak logic ‘1’. 
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3.58 Measured 𝑉* voltage normalized to 𝑉&& of (a) 6T-core (i.e., 𝑉*,6') and (b) 8T-core (i.e., 𝑉*,7') circuits 
under voltage variations at T= 25 °C across 20 samples. Absorbed current from (c) 6T-core (i.e., 𝐼6') and 
(d) 8T-core (i.e., 𝐼7') circuits under voltage variations at T= 25 °C across 20 samples. 

3.59 Measured 𝑉* voltage normalized to 𝑉&& of (a) 6T-core (i.e., 𝑉*,6') and (b) 8T-core (i.e., 𝑉*,7') circuits 
under temperature variations at 𝑉&&= 1.8 V across 20 samples. Absorbed current from (c) 6T-core (i.e., 
𝐼6') and (d) 8T-core (i.e., 𝐼7') circuits under temperature variations at 𝑉&&= 1.8 V across 20 samples. 

3.60 Schematic and Layout of the (a) 4T-core based, (b) 6T-core based, and (c) 8T-core based PUF bitcell. 

3.61 Statistical distribution of the 𝑉* voltage of the (a) 4T-cor, (b) 6T-core, and (c) 8T-core from 5k-run Monte 
Carlo simulations at GK conditions (i.e., 𝑉&&= 1.8 V and T = 25°C) at TT corner. 

3.62 Percentage of simulated unstable bits for the (a) and (d) 4T-core based, (b) and (e) 6T-core based, and (c) 
and (f) 8T-core based solutions from 5k-run Monte Carlo simulations at TT corner under (a)-(c) 𝑉&& 
variations at T= 25 °C and (d)-(f) temperature variations at 𝑉&&= 1.8 V. 

3.63 Percentage of unstable bits (‘noisy’+ ’flipped’) at different process corners across (a)-(c) voltages (at T = 
25 °C) and (d)-(f) temperatures (at 𝑉&&= 1.8 V) from 5k-run Monte Carlo simulations. (a) and (d) refer to 
the bitcell of Fig. 3.60 (a), (b) and (e) refer to the bitcell of Fig. 3.60(b), (c) and (f) refer to the bitcell of 
Fig. 3.60(c). 

3.64 Percentage of unstable bits averaged over process corners across (a) voltages and (b) temperatures for the 
three circuits of Fig. 3.60(a)-(c). 

3.65 Simulated supply current at different process corners across (a)-(c) voltages (at T = 25 °C) and (d)-(f) 
temperatures (at 𝑉&&= 1.8 V) from 5k-run Monte Carlo simulations. (a) and (d) refer to the bitcell of Fig. 
3.60 (a), (b) and (e) refer to the bitcell of Fig. 3.60(b), (c) and (f) refer to the bitcell of Fig. 3.60(c). 

3.66 Static power per bitcell averaged over process corners across (a) voltages and (b) temperatures for the 
three circuits of Fig. 3.60(a)-(c). 

4.1 Sketch of fabricated MoS2 FETs on paper substrate [13]. 

4.2 Experimental (a) 𝐼& − 𝑉&5 characteristics at different 𝑉85 for a paper-based MoS2 with nominal sizing (i.e., 
L= 80 µm and W= 275 µm) and (b) 𝐼& − 𝑉85 characteristics at 𝑉&5= 𝑉&& for a set of 27 paper-based MoS2 
nFETs from the same manufacturing lot. 

4.3 (a) Log-log curves of the 𝐼& vs 𝑉&5 in low drain voltage region and (b) distribution of the ratio between 
𝐼&,.9/𝐼&,.:: extracted from 𝐼& vs 𝑉85 characteristics of 27 devices of Fig. 4.2(b). 

4.4 Extraction of the threshold voltage (𝑉'() and field-effect mobility (𝜇:;) from 6𝐼& vs 𝑉85 curve at 𝑉&5= 
𝑉&& for a representative device. 

4.5 Statistical distribution of (a) threshold voltage (𝑉'(), and (b) field-effect mobility (𝜇:;). Finally, (c) 𝜇:; −
𝑉'( scatter plot. 

4.6 The adopted simulation framework. 

4.7 (a) Sketch of the LUT-based Verilog-A model used for the 3-terminal device representing the paper-based 
MoS2 nFET. (b) Modeling of the threshold voltage (𝑉'() variability through a normal distribution and (c) 
modeling of the field-effect mobility (𝜇:;) variability using an Erlang distribution. 

4.8 Conceptual diagram of simulated PUF bitcell with the schematic of the output buffer. 

4.9 Simulation results of the RTL inverter at 𝑉&&= 2 V and T= 25 °C: (a) unstable input region (𝑉0( − 𝑉01), 
(b) output gain, (c) logic threshold (𝑉2), and (d) maximum low output voltage (𝑉.1). 

4.10 Input-output transfer characteristic and voltage gain for R = 0.5 𝑀𝛺 and 𝑘2= 4 at 𝑉&&= 2 V and T= 25 
°C. 
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4.11 Schematic of the implemented PUF bitcell cores along with the transistor/resistor sizing: (a) current mirror 
based, (b) NAND2 based, (c) 2T voltage divider, and (d) 4T voltage divider. 

4.12 Statistical distributions of the voltages 𝑉* and 𝑉< as provided by the bitcell core under process variations 
from 5k-run Monte Carlo simulations at nominal conditions (i.e., 𝑉&&= 2.0 V and T = 25 °C): (a) current 
mirror based bitcell, (b) NAND2 based bitcell, (c) 2T sub-threshold based bitcell, and (d) 4T sub-threshold 
based bitcell. 

5.1 High-level tag architecture. 

5.2 Low-level tag architecture. 

5.3 (a) Block-level and (b) transistor-level views of the proposed bitcell. (c) Statistical distributions of 𝑉* and 
𝑉< voltages from 5k-run Monte Carlo simulations at GK conditions (i.e., 𝑉&&= 1.8 V and T= 25 °C). 

5.4 Architecture of the PUF array. 

5.5 Measurement of the 8×32 PUF array across seven test chips. (a) Logical speckle diagram and (b) 
breakdown among logic ‘1’, logic ‘0’, and unstable bits at GK conditions (i.e., 𝑉&&= 1.8 V and T= 25 °C). 
Percentage of unstable bits (i.e., flipped + noisy) under (c) voltage variations at T= 25 °C and (d) 
temperature variations at 𝑉&&= 1.8 V. 

5.6 Measured PUF metrics measured across seven dice from 10k random CRPs: (a) normalized inter-PUF HD 
at GK conditions (i.e., 𝑉&&= 1.8 V and T= 25 °C), (b) normalized intra-PUF HD at GK and different 
environmental (i.e., temperature and voltage) conditions, and (c) normalized number of bit ‘1’ at GK 
conditions. Data were obtained using 32-bit PUF words. 

5.7 The filter module architecture. 

5.8 Architecture of the challenge trigger module. 
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Chapter 1  
Introduction 
 
With the advent of the Internet of Things (IoT) scenario the number of interconnected devices is 
increasing strongly. Nowadays, the IoT paradigm includes more than 20 billion connected devices 
which are expected to be used in a wide variety of applications such as personal health monitoring, 
smart home, smart cars, environmental monitoring systems and critical infrastructure, and so on  
[1]. In addition, increasingly critical tasks are entrusted to portable devices such as shopping, bank 
transaction and business. This continuous exchange of information is enabled by the network 
connectivity and can be controlled remotely thus highlighting that many challenges need to be 
faced along with these benefits. While improving our life a huge amount of information is stored 
and transferred in the IoT network thus leading to some side effect. The data includes private and 
critical information whose leaking will lead to threats to system security and user privacy. As a 
results, security must be guaranteed in the communication channels as well as secure 
authentication protocols need to be adopted for ensuring that a user is who he says he is.  
Information and network security refer to the protection of the information that is stored, 
transmitted, and processed in a networked system [2]. There are three key concepts which embody 
the fundamental security objectives:  

§ Confidentiality preserves the information from an unauthorized access and disclosure. 
§ Integrity provides protection against improper information modification.  
§ Availability ensures reliable and timely access to the information. 

These three terms refer to the CIA triad and represent security objectives for the information 
security. Someone in the security field added additional concepts such as 

§ Authenticity controls that the source of the information is a trusted source and verifies 
that users are who they say they are. 

§ Accountability records entity activities for permitting later forensic analysis. 
These security objectives can be ensured through some security mechanisms such as 
cryptographic algorithm, data integrity, digital signature, authentication exchange, traffic 
padding, routing control, and so on. Many of these mechanisms are implemented by well-
established cryptographic algorithms, which can be divided into three categories: keyless (i.e., 
without any keys during cryptographic transformations), single-key (i.e., the transformed data is 
function of the input data and a secret key) and two-key (i.e., when transforming input data two 
different but correlated keys are used, private key and public key). The first class is mainly used 
for turning a variable quantity of text into a fixed-length and apparently random value known as 
hash value, hash code, or digest. Since the variations of one bit will result, with high probability, 
in a different hash value this cryptographic function presents three interesting properties for which 
(i) it is infeasible to find a data that maps a pre-specified hash result and (ii) it is infeasible to find 
two data that map the same hash value and (iii) this algorithm can be broken only with brute-force 
attacks (i.e., a malicious user tries every possible key combination for breaking the algorithm). 
Indeed, these functions are often used for determining changes in the data thus allowing of 
verifying the data integrity. The most widely used hash function is the secure hash algorithm 
(SHA). During the years different versions have been developed for facing the technological 
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development with the relative increase of the effectiveness of the brute-force attacks. These 
properties make this class useful for applications such as message authentication, digital 
signature, and pseudorandom number generation (PRNG). The second class implies the use of a 
secret key belonging to a single user. Typically, this key is shared between two or more parities 
for implementing the encryption algorithm well known as symmetric encryption algorithms (or 
symmetric cipher). Indeed, these encryption algorithms receive input data and secret key and 
implement an intelligible transformation on the data. The decryption algorithms will recover the 
original data from the transformed one and the shared key. Symmetric encryption can operate on 
data as sequence of blocks (block ciphers) or as a sequence of bits (stream ciphers). Until the 2001 
the most used symmetric cipher was the data encryption standard (DES) where the data encryption 
algorithm (DEA) performs the data transformation from the plaintext to the ciphertext by 
operating with 64-bit data blocks and a 64-bit private key. The algorithm performs permutation 
and substitution functions in different rounds along with circular shifts for translating the input 
data in an intelligible way. Since the 2001 the DES was replaced by the advanced encryption 
standard (AES) by the national institute of standards and technology (NIST) for a wide range of 
applications. The algorithm is referred to AES-128, AES-192 or AES-256 according to the key 
length and performs permutation and substitution functions operating with 16 bytes (4x4 matrix) 
for the intelligible transformation. Finally, the third class involves the use of two related keys: 
private and public. The first one is known only by a single user, whereas the latter is made 
available to the other users. These encryption schemes are well known as asymmetric encryption 
algorithms (or asymmetric cipher) and operates in two ways: 

§ Sender translates the input data in an intelligible way by using the private key. 
Subsequently, the receiver recovers the input data by performing the decryption algorithm 
involving the public key. 

§ Sender translates the input data in intelligible way by using the public key. Later, the 
receiver performs the decryption algorithm with the private key. 

The most widely used algorithm is the Rivest-Shamir-Adleman (RSA) scheme which is a general-
purpose approach to public-key encryption. This type of algorithms is mainly used for 
applications like digital signature, key exchange, and user authentication. 
These algorithms need to be physically implemented reducing the hardware vulnerabilities. 
 
 

1.1 Hardware Security 
 
Designing secure systems while meeting at the same time IoT paradigm constraints is not an easy 
task. Indeed, with the progress in nanotechnologies, breaking cryptographic algorithms becomes 
faster thus requiring more and more complex security protocols which often cannot be 
implemented in an IoT device with limited budget in terms of battery energy, manufacturing cost 
and area occupation. This increases the complexity during the design phase since adding 
countermeasures worsens the overall cost and required energy budget [3], [4]. IoT network is 
composed by devices which operate using battery or scavenged energy thus indicating that 
particular attention must be paid for improving energy efficiency and reducing the required power 
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consumption for each task. Anyway, protecting privacy, authenticating data or sources of 
information, providing resistance to physical manipulation requires of adding security, 
cryptographic capability and other countermeasures to the IC design and it is not a simple task. 
These circuits must be energy efficient and compact but at the same time they must guarantee 
protection against physical attacks and avoid any leakage of the sensitive information during 
implementation of a security algorithm. For better understanding the complexity of adding 
security in IC design we can examinate two possible scenario. We can assume a network between 
two characters such as Alice and Bob with a malicious user which performs attacks only on the 
communication channel between the two parties (black box attacker model). In this scenario Alice 
intends to share confidential information with Bob over an insecure channel where eavesdropping 
can be performed by a malicious user for extracting the plaintext/ciphertext pairs. Here, Eve tries 
to guess the secret key with which the translation has been performed. In this case security 
strength is strongly related to the computational complexity of the underlying cryptographic 
algorithms. In this scenario if Eve succeeds in guessing the secret key faster than using brute-
force attacks (i.e., trying all possible combinations) the algorithm can be considered broken. 
Nowadays the scaling of nanotechnology and the increase of the computational power leads to 
use more and more longer secret key for increasing the required time for an attacker to try all 
possible secret key combinations. Indeed, for long term security the suggested key lengths are 
256-bit for secret key size, 512-bit for hash output size, 15,360 for the RSA modulus size and 512 
for bit elliptic curves. Today the IoT paradigm includes billions of devices distributed everywhere 
allowing us talking about smart home, smart cars, wearable sensors and so on. This strong 
development of the distributed electronics has some side effects since more electronics also refers 
to more vulnerabilities. In this scenario we can assume that an attacker has access to both the 
communication channel and the devices (gray box attacker model) thus complicating more the 
design phase of modern ICs. Starting from the design phase to the system integration there are 
multiple points within this supply chain which could represent vulnerability points for an attacker. 
Some of these hardware-based threats are, for example [4]: hardware trojans, IP piracy and IC 
overbuilding, reverse engineering (RE), side-channel attacks, and counterfeiting. Hardware 
Trojans refer to the malicious circuit modifications [4]. In particular, the They may control, 
monitor, disable or modify the contents and communications of the underlying circuits by adding, 
for example, Trojans into the designs by manipulating the lithographic masks. In this case these 
Trojans assume form of addition, deletion or modification of gates and the detection is difficult 
for different reason: 

§ The opaqueness of the IC internal hurdles limits the detection of modified components. 
§ The technological scaling with the respective nondeterministic behavior makes more 

difficult to distinguish between process variations and Trojans hard. 
§ There is a large space in the IC for placing possible Trojans. 

There are two possible approaches as countermeasures to these threats: invasive and non-invasive. 
The former makes the can potentially make the devices under test unusable later and requires high 
cost and precision. Indeed, it can be done only by big silicon companies. On the other hand, the 
non-invasive methods consist of testing circuits with pre-established patterns while controlling 
the respective output as well as the side-channel effects (i.e., delay, leakage, power, thermal 
profiling, etc.) [4]. IP piracy and IC overbuilding refer to claiming and overbuilding an IP and IC 
respectively. As countermeasure five methods have been developed: 
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§ Obfuscation, which refers to hide the correct functionality of the IC by adding additional 
gates into it. There are several types of obfuscation, some of them include the insertion 
of XOR/XNOR gates and memory elements, in which the obfuscated design will work 
correct when applying the correct values to these blocks, while other types of obfuscation 
include extra states in a FSM (for example unused, invalid and black-hole states). 

§ Watermarking, which consists of including a designer’s signature in the design artifact 
such as black-hole states in the finite-state machine (FSM), some secret constraint during 
physical and logic synthesis. The designer can later reveal the watermark and claim 
ownership of an IC/IP. A watermark should be transparent to the circuit functionality and 
extremely difficult to remove, it should be a conclusive proof of ownership and it should 
be also applicable to all design. 

§ Fingerprinting, which helps to avoid piracy by embedding the signature of the buyer on 
the IC (for example the public key). This solution can be implemented along with the 
watermark so that when challenged the designer can reveal the watermark and the 
signature for claiming the ownership and revealing an eventual source of piracy 
respectively. One typical approach consists of using power, thermal or timing fingerprint 
of an IC. Recently, another approach under research consists of using emerging device 
such as physical unclonable functions (PUF) for exploiting random physical phenomena 
as static entropy source for generating a volatile chip ID. 

§ Metering, which refers to a set of tools, methodologies and protocols for tracking the IC. 
There is passive and active metering. The first one used part of an IC’s functionality for 
metering while in the active metering some parts of the IC’s functionality can be only 
accessed by the designer. 

§ Split Manufacturing, which consists of splitting the layout in front-end-of-line (FEOL) 
and back-end-of-line (BEOL). These two manufacturing processes are fabricated 
separately in different foundry and then aligned and integrated with electrical, mechanical 
and optical techniques. The FEOL includes the layout at transistor level and at lower 
levels of metal (i.e., ≤ M4) while the BEOL refers to the layout at higher levels of metal 
(i.e., > M4). An attacker cannot guess the connections associated to the BEOL by 
knowing the FEOL layers. 

Reverse engineering consists of extracting sensitive information such as technology, the gate-
level netlist or the functionality of the IC with the aim of fully reversing engineer a design to the 
desired abstraction level for stealing the IP or copying the IC [4]. Some of the principal 
countermeasures are: 

§ Obfuscation, which is similar to that described above and consists of including additional 
gates and memory elements for hiding the original design and functionality. 

§ Camouflaging, which includes techniques for masking the IC design at layout-level. In 
particular, this class of countermeasures allows hampering the image-processing-based 
extraction of the gate-level netlist. Indeed, NAND and NOR gates can look like the same 
logic gate at the layout-level despite their different functionality. Another approach 
consists of filling the unused space with filler cells such as programmable standard cells 
or dummy contacts. 

Side-channel attacks represent a crucial problem since they exploit physical quantities during the 
IC operations for extracting secret information such as the private key [4]. During the years these 
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attacks demonstrated of being powerful and able to break most existing important cryptographic 
algorithms. Timing, power consumption, electromagnetic (EM) emanations, photonic emission 
and acoustic noise of the system could be correlated to the processed data when implementing 
some cryptographic algorithms in hardware. This correlation can be exploited for extracting 
sensitive and crucial information. In particular, in a timing attack a malicious user observes 
differences in execution time when processing the private key or sensitive data. Indeed, during 
the hardware implementation of the substitution boxes (Sboxes) if the data in a cache depend on 
the private key an attacker can exploit timing differences for extracting the key. Another example 
refers to the hardware implementation of the RSA algorithm and to the elliptic-curve public key 
scheme. They typically scan the bits of the private key in a serial fashion. If the required time for 
implementing the different algorithm functions is not the same than these timing differences leak 
information about the key. For example, it is crucial to guarantee that the finite-state machine 
(FSM) expend the same number of cycles for each operation regardless of the processed data. 
Similarly, a correlation between the IC power consumption or electromagnetic radiation can 
reveal sensitive data.  Unlike the timing attacks which can be executed remotely, power attacks 
require to the attacker of being physically close to the device. These attacks are passive since they 
monitor the normal operation of the device without disturbing it. More precisely, simple power 
attacks (SPAs) rely on few power or EM measurements for extracting sensitive information. An 
example are the template attacks in which a huge number of measured data is required for creating 
the template but then it requires few measurements for being implemented. On the other hand, 
differential power attacks (DPAs) require multiple power or EM traces for being implemented. 
Indeed, the attacker creates a model of the power consumption profile of the circuit and assumes 
that the power consumption is related to the Hamming distance (HD) between current and 
previous data in registers or flip-flops. Typically, these attacks are used to reduce the 
computational complexity of the brute-force attacks [3]. Finally, fault attacks cause faulty errors 
into an IC by playing with the power supply or, for example, by inducing clock glitches [4]. Some 
of the most used countermeasures are: 

§ Leakage reduction, which decreases the dependency between side-channel traces and the 
key information. Unfortunately, this approach does not eliminate the criticalities of the 
attacks. Indeed, the side-channel information are strictly correlated to the system’s input 
in the CMOS technology. Anyway, several leakage reduction techniques allow reducing 
the impact of these attacks. Some of them are smoothing the power consumption by using 
differential logic, current-mode logic or dual-rail with pre-charge logic. 

§ Noise injection, which helps to reduce the signal-to-noise ratio (SNR) of the side-channel 
information. This approach does not eliminate the problem but increase the required work 
of an attacker for disclosing sensitive data. Indeed, as mentioned above, DPAs require a 
huge number of measurements for performing the attack thus intrinsically reducing the 
impact of the noise. 

§ Key update, which refers to frequently update the secret key for preventing the 
accumulation of side-channel information by the adversary. 

§ Side-channel-resistant PUFs, which mean the use of auxiliary circuits able to reduce the 
impact of side-channel attacks on these primitives. 
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§ Secure scan chains, which refer to the reduction of sensitive registers in the scan chains 
or at least to the protection of these registers through several techniques which involve, 
for example, the use of mirror key registers. 

Finally, Counterfeiting consists of imitating or damaging an IC with the aim of stealing the IP or 
harming the reputation of the authentic provider. Several techniques have been developed for 
detecting this attack such as:  

§ Hardware metering, which consists of tracking the ICs through a set of tools and 
methodologies. This approach can be implemented in an active or passive way. The first 
one refers to the locking of some functionalities in the IC making them only accessible 
by the designer. On the other hand, passive metering involves to in an identification of 
particular IC functionalities and used for metering. 

§ PUFs as IC fingerprint. 
§ Device aging, which refers to monitoring the IC lifetime which is influenced by 

phenomena such as negative temperature bias instability (NBTI), hot carrier injection 
(HCI), and electron migration for avoiding someone sells a used IC as new. 

§ IP watermarking. 
Depending on the algorithm topology the circuit optimization can be different [5]-[12]. In 
particular, the critical part when developing circuits for DES and AES implementations is related 
to the substitution boxes (i.e., Sboxes). In this case, special effort is expended to make them fast 
and compact. On the other hand, for applications which involve the public key algorithms such 
as RSA or elliptic curve-based cryptography, much effort is required for optimizing the hardware 
implementation in terms of small area, high throughput, low power, low energy, paying particular 
attention to not include sensitive registers (such as key registers) on the scan chains.  
 

1.2 Motivations 
 
Preserving information security in IoT systems is becoming a crucial issue. The development of 
the IoT network with billions of distributed electronic systems introduces several hardware 
vulnerabilities along with the benefits thus pushing the demand of preserving sensitive and secret 
data down to the chip level. Most of the security algorithms and protocols require of using a secret 
key as a root of trust. In particular, this key must be a truly random entropy source in a 
deterministic way. Typically, it is generated off-chip and stored in a non-volatile memory (NVM) 
but unfortunately this approach requires additional costs and suffers from hardware attacks. 
Indeed, it requires circuits always powered on for protecting the key implying a higher energy 
budget thus complicating the IC design. Hardware primitives such as PUFs represent emerging 
solutions which exploit truly random physical phenomena for generating a unique, repeatable, 
and secure key in a volatile fashion. However, ensuring an adequate PUF stability (i.e., 
repeatability) is still a challenge thus requiring stability enhancement techniques which result in 
lower area and energy efficiency.  
This thesis aims to introduce a novel class of CMOS PUF for hardware security applications. The 
purpose is of exploiting the variability in CMOS manufacturing processes as static entropy source 
for generating a deterministic truly random number with high reliability to process, voltage and 
temperature (PVT) variations thus reducing the need of stability enhancement techniques which 
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degrade the area and energy efficiency. Moreover, they also introduce more hardware 
vulnerabilities such as helper data used for recovering the key that need to be stored in an NVM. 
 

1.3 Thesis overview 
This thesis is organized in six chapters. Following this introduction, chapter 2 provides the 
background and shows the state of the art on the physical unclonable functions. Chapter 3 
discusses the proposed PUF solution in 180-nm CMOS technology. Chapter 4 reports the 
simulation results obtained by simulating the proposed PUF along with other relevant solutions 
in an 2D technology. Chapter 5 discusses a possible application scenario, using the proposed PUF 
solution as building block for implementing a smart tag. Finally, chapter 6 concludes this thesis. 
More in detail: 
Chapter 2 provides a general overview on the field of PUFs, with a particular attention on silicon 

PUFs. More precisely, this chapter starts talking about the process variations in CMOS 
manufacturing process and how they can be exploited for generating a unique ID. 
Later, the most important PUF metrics are reported at which it follows a small 
overview on the main possible applications. Finally, a perspective on the most relevant 
works is provided at the end of this chapter. 

Chapter 3 introduces the class of static monostable PUFs based on a subthreshold voltage divider 
between two nominally identical sub-circuits. More precisely, this chapter starts with 
a general discussion on the adoption of a voltage divider as PUF core circuit at which 
it follows a complete description of different circuital variants analyzed during my 
PhD, supported by both simulations, measurement, and analytical equations. The main 
contents of this chapter are taken from our journal and conference papers: “Static 
CMOS Physically Unclonable Functions Based on 4T Voltage Divider With 
0.6%−1.5% Bit Instability at 0.4−1.8 V Operation in 180 nm”, published in IEEE 
Journal of Solid-State Circuits (JSSC) 2022 [13], and “Stability-Area Trade-off in 
Static CMOS PUF Based on 4T Subthreshold Voltage Divider” presented at the IEEE 
International Conference on Electronics Circuits and Systems (ICECS) 2022 [14].   

Chapter 4 explores the possibility of using emerging devices such as paper-based MoS2-FET for 
implementing PUF circuits. In particular, this chapter first provides a briefly 
introduction on 2D electronics and describes the MoS2 FET fabricated on paper 
substrate [15]. Later, a description of how experimental results, detailed in [15], were 
exploited to setup a LUT-based Verilog-A model. Finally, this chapter reports 
simulations results of the proposed PUF circuit, implemented with these emerging 
devices. The main contents of this chapter are taken from our journal papers: 
“Assessment of 2D-FET Based Digital and Analog Circuits on Paper”, published in 
Solid-State Electronics (SSE) 2021 [16], and “Assessment of Paper Based MoS2 FET 
for Physically Unclonable Functions” published on Solid-State Electronics (SSE) 
2022 [17]. 

Chapter 5 exploits the proposed PUF solution for implementing a smart tag. This chapter starts 
stressing how important is nowadays pushing the information security down to the 
chip level. Then it illustrates the proposed passive tag architecture along with an 
analysis against possible hardware and software threats. The main contents of this 
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chapter are taken from our paper “PUF-Based Authentication-Oriented Architecture 
for Identification Tags” submitted to IEEE Transactions on Dependable and Secure 
Computing.  

Chapter 6 concludes this thesis with a summary of the obtained results and an overview of the 
future direction of these PUFs. 
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Chapter 2  
PUF theory and applications 
 

2.1 Introduction 
 
Nowadays, the on-chip availability of secret and deterministic keys is becoming ever more crucial 
for guarantying information security [18]. Indeed, as discussed in chapter 1, several hardware 
attack topologies can be faced by using chip ID.  Conventionally, secret keys are generated off-
chip and stored in a non-volatile manner [19]. In particular, the most common used storage 
mediums are the one-time programmable (OTP) memories, where a fuse o anti-fuse is used for 
locking the bits (i.e., in this case data are written during the chip manufacturing process and cannot 
be changed), and non-volatile memories (NVMs) like Flash, FRAM and NRAM. Unfortunately, 
the OTP approach requires additional cost and expose the key to security risks since in the most 
of cases the devices are fabricated by a third-party facility which is not always a trusted-party 
[20]. On the other hand, NVM approach suffers from software attacks such as read-out attacks 
(i.e., a malware can gain an unauthorized access to the memory) and hardware attacks such side-
channel and reverse engineering attacks (e.g., a malicious user can extract information on the 
secret key by analyzing the power consumption profile, the timing required for reading each bit, 
data remanence, etc.) thus requiring additional always-powered circuits for protecting the secret 
key. This also leads to additional energy costs which not always meet IoT constraints since these 
devices operate with battery or harvested energy.  Ideally, the two following concepts must be 
ensured for guarantying security to a key embedded in an integrated circuit (IC) [21]: (i) secret 
key should not be vulnerable to physical inspections like imaging, reverse engineering and side-
channel attacks; (ii) the key should be physically available only when the chip is powered on for 
reducing the vulnerabilities related to the disabled protection techniques when the chip is powered 
off. 
In the last years, physically unclonable functions (PUFs) have been extensively explored to 
overcome these challenges. From a more general point of view, PUFs exploit truly random but 
deterministic physical phenomena as static entropy source for generating a unique, repeatable, 
and secure key in a non-volatile manner [22].  
 
2.1.1 Chapter organization 
 
The chapter is organized as follow. Section 2.2 gives an overview of the process variations in 
CMOS manufacturing processes. Section 2.3 describes the most important PUF metrics. Section 
2.4 illustrates some possible application scenario. Section 2.5 and 2.6 provide an overview of the 
most relevant weak and strong PUF implementations. Section 2.7 discusses the most used 
stabilization techniques. Finally, Section 2.8 concludes this chapter. 
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2.2 Process variations 
 
Among the different topologies, silicon PUFs leverage on the physical disorder inherent in the 
CMOS manufacturing processes among ICs with identical masks for uniquely characterizing each 
chip. Physical disorder refers to the random imperfections in the structure of physical objects [23]. 
These variations typically represent a negative effect for a designer. Indeed, several techniques 
have been developed from designer and manufactures for reducing the impact and the entity of 
these variations so that both designing and manufacturing phase must be optimized for improving 
the yield. However, despite chips passe the yield tests as if they are the same at the macro-level, 
it is impossible to find two chips with perfectly identical behavior when observing minor 
differences and it is expected to get worse when scaling the technological node since it is 
becoming more and more difficult to fabricate perfectly sized devices [24], due to the limitations 
imposed by quantum mechanics. Physical sources of variability can be categorized as follow: 

§ Geometry of the device, which includes the film thickness variations and the lateral 
dimension variations. The former refers to the variations of the gate oxide thickness (i.e., 
𝑇%&). On the other hand, lateral dimensions variations such as channel length (i.e., 𝐿'(() 
and channel width (i.e., 𝑊'(() are mainly due to photolithography proximity effects or 
plasma etch dependencies. MOSFET are particularly sensitive to 𝐿'(( and 𝑇%& 
variations, since they directly affect the output current characteristics, and less sensitive 
to the  𝑊'(( variations. Actually, 𝑇%& is a well-controlled parameter, indeed the biggest 
variations tend to occur mainly from one wafer to another wafer, as opposed to the 𝐿'(( 
which is still a critical parameter. 

§ Material of the Device, which refers to the internal material parameters such as doping 
and additional material (e.g., related to the deposition and anneal pahses). Doping 
variations are due to dose, energy, angle, or other ion implant dependencies and mainly 
affect the matching between nMOS and pMOS devices even when the variations in the 
same wafer and in the same die are very small. Deposition and anneal processes directly 
impact on the deviation of additional parameters. These are mainly observed in silicide 
formation and in the grain structure of poly or metal lines. The variation of these material 
parameters contributes to the contact and line resistance variation. 

§ Geometry of the interconnect line, which includes geometrical parameter such as line 
width, line space, metal thickness and dielectric heigh. Line width (i.e., 𝑤) and line space 
(i.e., 𝑠) variations in the patterned lines are mainly due to the photolithography and etch 
dependencies and primarily impact the line resistance and the inter-layer capacitances. 
Metal thickness (i.e., 𝑡) variations do not represent a critical parameter in conventional 
metal interconnect lines (i.e., this parameter mainly varies from wafer to wafer), since 
the deposited metal films is a well-controlled process. On the other hand, in the 
damascene processes (e.g., copper polishing) the dishing and erosion procedures can 
strongly impact the final thickness of the patterned lines thus resulting in large variations 
of the metal thickness within the wafer. Finally, dielectric height (ℎ) variations refer to 
the thickness variations of the oxide films. This is primarily due to the deposition and 
polishing phases which contribute to the wafer level variation. Furthermore, chemical 
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mechanical planarization (CMP) process also introduces variations at the die level thus 
resulting to different oxide films height within the die. 

§ Material of the interconnect line, which refers to the variation in terms of metal 
resistivity, dielectric constant and contact and via resistance. Metal resistivity (i.e., 𝜌) is 
a well well-controlled parameter and typically varies from wafer to wafer. Dielectric 
constant (i.e., 𝜀) is also a well-controlled parameter and the small observed variations 
are mainly due to the deposition process. Finally, contact and via resistance variations 
are caused by the clean and etch processes and mainly vary from wafer to wafer. 

These variability sources lead to always have a different behavior even when the same circuit is 
implemented in different chips. Furthermore, the impact is expected to be much higher in future 
technologies (which ensemble heterogeneous structures with an even smaller sizing) thus making 
more and more harder to predict the chip performance in terms of power consumption, throughput 
and so on. This leads a digital and analog designer to always consider the worst-case scenario 
which can complicate the design phase. On the other hand, a PUF designer exploits these tiny 
differences in terms of device and interconnection materials and geometries for generating a 
unique fingerprint of a chip. 
 

2.3 PUF metrics 
 
The suitability of a PUF of being used for hardware security applications can be assessed by a set 
of well-established metrics such as randomness, uniqueness, reliability, identifiability, stability, 
physical unclonability, unpredictability, and physical attack immunity. Moreover, when we 
focus on silicon PUFs other important metrics should be considered such as area efficiency, 
throughput, and power and energy per bit. 
The importance of these metrics may be different depending on the application. For example, if 
PUFs are used for generating cryptokeys then uniqueness and randomness need to be ensured so 
that different devices show distinct derived keys. On the other hand, if PUFs are used for 
applications like low-cost authentication, the unpredictability needs to be optimized for reducing 
the possibility of an external model constructed by an eavesdropping attacker for predicting the 
other CRPs. Guarantying good performance in all the above metrics is not always possible thus 
highlighting the need of optimizing such metrics in relation to the application for which the PUF 
is intended. Moreover, trends in hardware security requires ever more compact designs with high 
power and energy efficiency. Indeed, if the targeted application is the IoT network it is important 
to meet the budget constraints in terms of energy and area. 
 
2.3.1 Randomness 
 
This metric ensures that the probability of having ‘1’ (i.e., Pr	(1)) and ‘0’ (i.e., Pr	(0)) is the same 
in the PUF response (i.e., Pr(1) = Pr(0) = 0.5) so that an adversary who is observing the output 
of the PUF cannot deduce information about the PUF behavior (i.e., there is no more efficient 
attack than the brute force attack). The commonly used approaches for assessing the randomness 
of a PUF instance are uniformity, entropy, spatial correlation, and statistical tests. 
The former estimates the percentage of ‘1’ (i.e., Pr[1]) and ‘0’ (i.e., Pr[0]) in a PUF response. 
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It can be evaluated as follow: 
 

𝑈𝑛𝑖𝑓𝑜𝑟𝑚𝑖𝑡𝑦 = 	
1
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JK 𝐻𝑊*
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Where 𝑅 and 𝑁)*+ represent the number of PUF responses and their bitlength respectively and 
𝐻𝑊 is the Hamming Weight of the PUF response (i.e., the number of bits which differs from ‘0’). 
Ideally, a number for being truly random requires the same percentage of ‘1’ and ‘0’ (i.e., Pr[1] =
Pr[0] = 0.5).  
Entropy refers to the amount of information carried by each bit [21] and ranges between 0 (i.e., 
each bit carries no information, and it is perfectly predictable) and 1 (i.e., each bit carries a full 
bit information, and it is not predictable). This parameter is used in cryptographic applications for 
quantifying how unpredictable is the PUF response. The required effort for successfully 
performing a brute force attack is proportional to the number of key combinations in the key space 
size which is also function of the entropy (i.e., 𝑘𝑒𝑦	𝑠𝑝𝑎𝑐𝑒	𝑠𝑖𝑧𝑒 = 2/'01'23+4∙'2+6780). Indeed, 
higher entropy will result in a higher complexity from an adversary of breaking the key. This 
parameter is strictly related to the probability of having a bit ‘0’ and ‘1’ in the PUF response (i.e., 
an entropy value of 1 refers to have Pr[1] = Pr[0] = 0.5). In a practical case, a good entropy will 
correspond to a loss of effective keylength (i.e., 𝑘𝑒𝑦𝑙𝑒𝑛𝑔𝑡ℎ ∙ 𝑒𝑛𝑡𝑟𝑜𝑝𝑦) lower than 1 bit so that 
the probability having a bit ‘0’ is quite close to that of having a bit ‘1’. Typically, this parameter 
is assessed by using Shannon entropy or min-entropy approach. The former is commonly used in 
cryptographic applications and, in the case of binary response, can be expressed as follow: 
 

𝑆ℎ𝑎𝑛𝑛𝑜𝑛	𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = −[Pr[0] ∙ 𝑙𝑜𝑔!(Pr[0]) + Pr[1] ∙ 𝑙𝑜𝑔!(Pr[1])]				(2.2) 
 

Where Pr	[0] and Pr	[1] refer to the probability of having a bit ‘0’ and ‘1’ in the PUF response 
respectively. On the other hand, min-entropy represents a more pessimistic notion of Shannon 
entropy. Indeed, it is defined as the probability of successful guess of the most likely key value 
[21] and refers to the worst entropy scenario. 
 

𝑚𝑖𝑛-𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = −𝑙𝑜𝑔![max(Pr[0] , Pr[1])]		(2.3) 
 

Fig.2.1 shows the Shannon entropy and min-entropy trends a function of Pr[0] along with a 
numerical example for better understanding this concept. If we consider 256-bit words, entropy 
should be at least 0.996 for ensuring a degradation in the effective keylength lower than 1 bit. 
This implies that if we consider the Shannon entropy, we need to achieve a Pr	[0] probability in 
the range of 0.463-0.537. On the other hand, if we consider the more stringent min-entropy the 
Pr	[0] probability must be very close to 0.5 (i.e., between 0.498 and 0.502). 
To make the produced bits hard for being predicted it is also important reducing the spatial 
correlation between neighboring bits. It is important avoiding layout dependent variations. To this 
purpose, autocorrelation function (ACF) can be used for estimating the spatial correlation between 
neighboring bits. This function aims to find similarity between observed random samples as 
function of the spatial between them and ranges between 0 (i.e., no spatial correlation exists 
between bits which are spatially close) and 1 (i.e., neighboring bits are correlated among them). 
Finally, the randomness of PUF responses can be assessed through well-established statistical 
tests such as NIST (i.e., National Institute of Standards and Technology) test [25]. However, these 
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tests require a certain number of samples so that it might not be always possible relying on this 
approach with a high reliability. 
 

 
Fig. 2.1. Shannon entropy and min-entropy versus Pr[0]. 

 
2.3.2 Uniqueness  
 
Another important PUF feature is the ability of generating a unique response like a digital 
fingerprint. PUF instances must show a distinguishable behavior when compared with the same 
PUF instances implemented in other chips. This metric is evaluated by using the inter-chip 
Hamming Distance (i.e., 𝐻𝐷*2+'6) whose value should be as close as possible to the 50 % thus 
indicating that each PUF instance shows a unique behavior when compared to the same PUF 
solution implemented in different chips. Indeed, considering 𝑖 and 𝑗 (with 𝑖 ≠ 𝑗)  as two different 
chips with 𝑁)*+ responses 𝑅* and 𝑅9 for a given challenge the uniqueness can be expressed as 
follow [23]: 
 

𝐻𝐷*2+'6 =
2
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Where 𝑁:4*8 refers to the number of chips under test and 𝐻𝐷a𝑅* , 𝑅9b refers to the Hamming 
distance (i.e., the number of positions where they differ) between the two chosen responses. For 
better clarifying this concept we can consider the example in Fig. 2.2 which provides an example 
on how evaluating the uniqueness between two identical PUFs implemented in two different 
chips. 
 

 
Fig. 2.2. An example of how evaluating the 𝐻𝐷!"#$% between two PUF instances. 
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From this figure, for a given challenge, the two 6-bit responses show 3 different bits from each 
other thus resulting in a 0.5 Hamming Distance.  
 
2.3.3 Reliability 
 
Reliability measures how consistent is the PUF response (i.e., 𝑅) for a given challenge (i.e., 𝐶) 
regardless of the noise or different environmental conditions. Ideally, the PUF response should 
be the same even under noisy conditions and voltage and temperature variations. This parameter 
can be evaluated by performing the intra Hamming Distance (i.e., 𝐻𝐷*2+6?) between the PUF 
responses, for a given challenge, achieved under noisy or different environmental conditions. 
Indeed, considering a 𝑖 −chip with 𝑁6'@8 responses achieved under different environmental 
conditions the 𝐻𝐷*2+6? can be calculated as follow [23]: 
 

𝐻𝐷*2+6? =
1

𝑁:4*8
K
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Where 𝑅* and 𝑅*A refer to the 𝑁)*+ responses achieved at nominal (i.e., golden key, GK, conditions) 
and different environmental conditions respectively. From this equation we can write: 
 

𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 − 𝐻𝐷*2+6?			(2.6) 
 

This parameter varies from 0 to 1, where 0 indicates that the PUF instance is not reliable to noise 
or different environmental conditions while 1 indicates that the PUF response is consistent 
regardless to the environmental conditions. Fig. 2.3 illustrates an example of how evaluating the 
PUF reliability under temperature variations. 
 

 
Fig. 2.3. An example of how evaluating the PUF reliability through two responses obtained at different temperatures. 

This figure provides two responses of the same PUF obtained with the same challenge but under 
different environmental conditions. From this figure the two 6-bit responses differ of 1 bit from 
each other thus resulting in a reliability of 0.83. 
 
2.3.4 Identifiability 
 
Identifiability measures the PUF ability of showing a distinguishable behavior even under noisy 
or different environmental conditions [21]. It is related to both uniqueness and reliability and can 
be expressed as follow. 
 

𝐼𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝐻𝐷*2+'6
𝐻𝐷*2+6?

						(2.7) 
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Ideally, an identifiable PUF instance should deliver a unique (i.e., 𝐻𝐷*2+'6 = 0.5) and 
deterministic (i.e., 𝐻𝐷*2+6? = 0) response at all the considered conditions. 
 
2.3.5 Stability 
 
Ideally, PUFs represent circuit solutions which perfectly exploit within-die variations for 
generating secret keys or IDs while rejecting, at the same time, the effect of all other variations 
[21] such as:  

§ Die-to-die variations, which indicate that the PUF repeatability should not be affected by 
die-to-die variations (i.e., systematic process variations). 

§ Environmental variations, from which the PUF instance should deliver a consistent 
response regardless to the inevitable voltage and temperature variations. 

§ Aging, which implies that the PUF response should be consistent during the overall 
lifetime of the device. 

Stability represents a very crucial issue since in many cryptographic protocols one-bit change 
results in a completely different cipher text. Nowadays, keeping low the instability is one of the 
major challenges for PUF designers. Anyway, it can be estimated through few important metrics 
such as unstable bits, bit error rate (BER), key error rate (KER), and mean time before failure 
(MTBF). The former refers to the cumulative count of flipping bits under different evaluations 
over the entire population of cells under noisy or different environmental conditions. In particular, 
the unstable bits include noisy bits (i.e., bits which flip at least once under different evaluations 
due to on-chip noise) and flipped bits (i.e., bits which permanently flip when changing the 
environmental conditions compared to the Golden key). On the other hand, BER counts the 
average of the simultaneous instability exhibited by the PUF output word [21]. It is also strictly 
connected to the KER (i.e., the probability of having at least one flipped bit in the PUF response) 
as follow: 
 

𝐾𝐸𝑅 = 1 −K J
𝑁/'0
𝑖 M (1 − 𝐵𝐸𝑅);ABC=*𝐵𝐸𝑅*

B
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Where 𝐾 and 𝑁/'0 represent the maximum number of bits potentially corrected by an ECC hgand 
the key length respectively. This parameter must be kept low (i.e., typically 10=C) so that the 
MTBF is equal to, or at least comparable to, the life of the device. In particular, the MTBF refers 
to the ratio between the average inter-access time (i.e., 𝑡*2+'6=?::'@@), between two consecutive 
PUF accesses [21], and the KER as follow. 
 

𝑀𝑇𝐵𝐹 =	
𝑡*2+'6=?::'@@

𝐾𝐸𝑅
			(2.9) 

 

For example, if we consider a duty-cycled sensor node which sends measurements every time it 
is woken up, the 𝑡*2+'6=?::'@@ refers to the following time between two successive wakes up 
events. Indeed, the targeted KER should be set according to the following time between two 
consecutive accesses which is strictly related to the intended application of the device. At the 
same time, the BER needs to be properly kept low for reaching the targeted KER. 
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2.3.6 Physical unclonability 
 
Physical unclonability refers to the ability for a PUF instance of being always distinguishable 
from its clones. Considering an authentic PUF instance 𝐼D and its clone 𝐼E  with their respective 
CRP space. For a given set of challenges 𝐶 the two instances 𝐼D and 𝐼E  will generate the two set 
of responses 𝑅D and 𝑅E  respectively. The authentic instance for being physical unclonable should 
exhibit an average HD between the elements of 𝑅D and their corresponding (i.e., delivered with 
the same challenges) counterparts in 𝑅E  much larger than the average 𝐻𝐷*2+6?, evaluated at 
different environmental or noise conditions. This can be mathematically expressed as follow. 
 

1
𝐶
K 𝐻𝐷(𝑅D, 𝑅E) ≫ 𝐻𝐷*2+6?

:∈E
			(2.10) 

 

This means that the PUF behavior should be distinguishable from other clones even under 
different environmental or noise conditions. 
 
2.3.7 Unpredictability 
 
Unpredictability (i.e., mathematical unclonability) refers to the ability of a PUF instance of 
showing a distinguishable behavior from the any PUF model built by an adversary. Considering 
the authentic PUF instance 𝐼D and another implemented with a mathematical model 𝐼G (i.e., 
supposing that the adversary has access to a significant number 𝐶G of CRPs with which he can 
build a model) with their respective CRP space composed by a set of challenges 𝐶 and the 
respective set of responses 𝑅D and 𝑅G respectively. The authentic instance can be defined 
unpredictable if the average HD between any element of the two set of responses 𝑅D and 𝑅G is 
much larger than the average 𝐻𝐷*2+6? between the elements in 𝑅D evaluated at different 
environmental and noise conditions. This concept can be mathematically written as follow. 
 

1
𝐶G

K 𝐻𝐷(𝑅D, 𝑅G) ≫ 𝐻𝐷*2+6?
:∈ED

			(2.11) 
 

This means that the average error (i.e., the HD) produced by the model must be significantly 
higher than the error due to different environmental and noise conditions. Unpredictability can be 
estimated by using different techniques such as: 

§ conditional entropy, which estimates the minimum bit number that cannot be predicted 
by an adversary which knows a certain number of CRPs 

§ machine learning algorithms, where an adversary uses a set of CRPs for training a 
software model of the PUF which is then validated using the remainder of the CRPs).  

§ HD test, which estimates the output transaction probability of a PUF. 
 
2.3.8 Physical attack immunity 
 
The big impact of implementing a PUF solution as alternative to NVM based approach relies on 
the native resilience to the hardware attacks since the secret key is generated on the fly instead of 
being stored in a non-volatile manner. Nowadays, however, increasingly effective attacks have 
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been developed for leaking information on the secret key. For this reason, testing the proposed 
solutions under different attack topologies is becoming a crucial issue. 
 

2.4 PUF applications 
 
Ideally, PUFs can be seen as digital blocks that respond to inputs (challenges) with repeatable 
outputs (responses) thus generating a challenge response pair (CRP) in an unpredictable way. The 
latter property refers to the fact that the input-output mapping is unknown to an external observer. 
Moreover, the responses are defined by chip-specific random variations and are generated on the 
fly thus requiring the chip of being powered on for the deployment of the keys. PUFs can be 
grouped in weak and strong based on the number of generable CRPs [21]. Weak PUFs are 
categorized by a number of CRPs which increases linearly with the physical implemented bitcells. 
The poor capability of CRP space makes these PUFs suitable for being used as cryptokeys instead 
of the disclosure in insecure channels. On the other hand, strong PUFs exhibits a number of CRPs 
which increases exponentially with silicon implemented bitcells. The large capability of the CRP 
plan allows in-plain transmission because replay attacks are counteracted by the very low 
probability of reusing the same CRP. The difference in terms of generable CRPs makes the two 
PUF classes suitable for different applications.  
 
2.4.1 Cryptographic key generation 
 
Nowadays, ensuring security to electronic devices which deal with sensitive and private 
information is a required crucial task. These systems should be able to protect data, verify 
information integrity and execute other security functions. Such requirements are typically 
achieved by using encryption algorithms and hash functions. These blocks rely on a secret key 
that should be known by only trusted users. Typically, weak PUFs are used for generating 
cryptographic keys due to a lower capability of generating CRPs. For this application topology 
these PUFs need to satisfy the following requirements: 

• High reliability, which implies that the PUF instances must deliver the same response, 
for a given challenge, even under noisy or different environmental (i.e., voltage and 
temperature variations) conditions. This is because even a single bit change would 
completely disrupt the couple plain/cipher text [26] thus making the decryption very 
difficult. For this reason, the PUF native response needs to be post processed with 
additional circuits. 

• Uniqueness, which refers to the fact that each key should be unique with respect to the 
other keys generated in different chip (i.e., electronic systems) so that if one key is 
compromised the others remain secure. 

• Randomness, which increases the difficulty of implementing brute-force attacks for 
guessing the key. When the PUF response is not uniformly distributed additional circuits 
are required for compressing enough entropy in a PUF-generated key. 

The process which generates a cryptographic key from PUF instances can be divided in two macro 
steps [23]: setup stage and key generation summarized in Fig. 2.1 (a) and (b) respectively. 
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Fig. 2.4. Cryptokey generation procedure: (a) setup stage and (b) key generation. 

The setup stage is implemented only once by the developer and includes:  (i) pre-processing phase 
for estimating the maximum BER under both noisy and different environmental conditions (i.e., 
at the design stage different test chips are used for evaluating the reliability of the PUF instances); 
(ii) helper data generation phase for generating public information (i.e., syndrome) used for 
correcting any occurred bit flip in the PUF response (i.e., this information can be stored anywhere 
even with bit vector for selecting the pairs); (iii) device enrolment for which the keys generated 
by each device are stored securely by an authentication authority for ensuring secure 
communication. Obviously, syndrome information represents a vulnerability point for an attacker 
who can use it for guessing the key. However, using a b-bit of syndrome an attacker can guess at 
most b bits of the PUF response. Therefore, to obtain k secret bits we can generate n = k + b bits 
from the PUF circuit so that even with the syndrome information, an adversary needs to guess at 
least k bits. An example is the Bose-Chaudhuri-Hocquenghem (BCH) code which represent a 
special class of cyclic codes with the ability to correct more than one error. Indeed it can be written 
as BCH(n, k, d) and represents an error-correction code able to correct up to (d-1)/2 errors out of 
n bits with an (n-k) bits of syndrome (i.e., b = n – k). The second step is the key generation (i.e., 
whenever the key is required) and includes the following procedures: (i) stable response 
construction which refers to feed the PUF response into an error correction block for re-generating 
a reliable response (i.e., supported by the helper data); (ii) privacy amplification which consists 
of applying the re-generated response to an entropy compression block (e.g., hash function) for 
enhancing the randomness; (iii) key derivations of single or multiple keys for different security 
tasks (e.g., encryption, identification, etc.) by using the output of the entropy compression block; 
(iv) After the previous procedures the PUF instance is powered off so that the key is no longer 
accessible. In this way, the PUF responses can generate keys for any cryptographic operations. 
Indeed, for cryptographic operations the ECC output can be hashed down to a desired length and 
used as a cryptographic key (e.g., symmetric key primitives such as AES can used the hashed 
PUF output). For cryptographic operations where the key must satisfy some property the hashed 
PUF output is used as a seed for the key generation algorithm (e.g., algorithms like RSA require 
key having specific mathematical properties).  
 
2.4.2 Low-cost authentication 
 
The identity of a physical object needs to be identified before a service can be offered. We can 
see the authentication authority as the verifier and entity of the physical object as the prover. For 
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example, the government is the verifier of e-passport while the bank is verifier of the credit cards. 
Typically, in these applications when an entity (i.e., prover) want to authenticate itself to a 
verifier, it should provide evidence of its entity (i.e., generated by the entity itself) and a proof 
that the entity is actively involved at the time of authentication with the aim of convincing the 
verifier that it has exclusive access to secret and sensitive information. Generally, this is achieved 
in two steps: (i) identity provisioning which refers at the phase in which each device receives an 
unique identity and (ii) verification phase where that identity is required by the verifier for 
validating the identity of each entity. A conventional approach is the ISO/IEC 9798-2 standard, 
which uses the symmetric challenge-response technique. In this standard, during the provisioning 
phase: 

1) Verifier gives to each entity a unique secret key (k) and a unique identifier (ID). 
2) Verifier stores this information in a database. 

During the verification phase: 
1) Prover which wants to authenticate itself sends the ID to the verifier. 
2) Verifier control the k associated to that ID. 
3) Verifier sends a random number (once) to the prover. 
4) Entity encrypts the nonce with the secret key and sends response (ne) back to the verifier. 
5) Verifier decrypts the received response (ne) using the k associated to that entity. 
6) If the decrypted data match the nonce sent by the verifier, the prover can be authenticated. 

This approach presents two major disadvantages: (i) the provisioning phase requires to assign to 
each entity a secret key and this should be done during fabrication phase thus suffering from the 
same problem reported before (e.g., the possibility of having an untrusted third-party facility). (ii) 
each entity should implement an encryption algorithm or keyed hash function, and this could be 
unaffordable in resource-constrained devices such IoT devices or RFID. 
Strong PUFs can overcome to these disadvantages by generating unique keys for each device on 
the fly. Moreover, they also do not require the implementation of the encryption algorithms since 
their large capability of generating CRPs allows of using each of them only once thus cancelling 
out the effect of the replay attacks. 
The core principle is to exploit the CRPs provided by a PUF instance for generating an inherent 
identifier for each physical entity. The PUFs used for this application should possess some quality 
such as:  

§ Mathematical unclonability which ensure that an adversary that is running an 
eavesdropping attack cannot guess the CRPs by building a software clone of the device. 

§ High reliability which means that the generated CRPs must be the same under different 
evaluations regardless of noisy or different environmental conditions (i.e., bit flip can 
lead to a denial of service).  

§ Uniqueness which ensures that the CRP behavior is unique for each device in the network 
so that each of them can be easily identified. 

 These properties can be more relaxed when using different authentication protocols. For example, 
when the number of used CRPs is limited, it is not possible for an adversary to construct a PUF 
model by using machine learning algorithms. On the other hand, some protocol can tolerate 
instability of a few numbers of bits (e.g., by associating the correctness of a response to the 
threshold proximity to the golden value rather than to bit accurate matching) thus relaxing the 
reliability requirements. 
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The most common protocol is the unilateral authentication scheme where a central authority acts 
as the verifier while the distributed devices which embed a PUF instance act as prover. During 
the years, different versions have been proposed but the basic operative principle is summarized 
in Fig. 2.2 and consists of enrolment and verification steps [26]. 
 

 
Fig. 2.5. Operative principle of PUF based authentication process. 

During the enrolment phase: 
1) Verifier (or a trusted third-party) embeds a PUF instance in each entity device and gives 

to them unique IDs. 
2) Verifier provides a huge number of challenges (C) to the devices and records the 

corresponding responses (R). 
3) Verifier builds up a secure database in which he can store all the IDs with the 

corresponding recorded CRPs. 
In the verification phase: 

1) Entity who wants to authenticate itself sends the ID to the verifier. 
2) Verifier controls the CRPs associated to that ID. 
3) Verifier take one of the stored challenges (C) and sends it to the entity. 
4) Entity applies the challenge (C) to its PUF instance and sends the response (R’) back to 

the verifier. 
5) Verifier compares the received response (R’) with that recorded in the database (R) 

associated to that challenge (C). If these two responses match the entity can be 
successfully authenticated. 

6) Verifier deletes the CRP used in the previous authentication for preventing replay attacks. 
However, this basic approach presents two major drawbacks: (i) each device needs to be enrolled 
and this is not a scalable process if we think to a modern IoT network composed by billions of 
distributed electronic devices; (ii) this approach is sensitive to machine learning modeling attacks 
since an eavesdropping user can collect enough CRPs for building an adequate model of the PUF 
(this can be solved by using obfuscation circuitry for, per example, permuting the input 
challenge). 
Slender PUF was proposed to overcome to these issues [23]. During the enrolment phase: 

1) Verifier (or a trusted third-party) embeds a PUF instance in each entity device and gives 
to them unique IDs. 
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2) Verifier provides a huge number of challenges (C) to the devices and records the 
respective responses. Later it constructs a mathematical model for each PUF using 
machine learning algorithms. 

3) Verifier stores all the IDs with the corresponding software model. 
During the verification phase: 

1) Entity who wants to authenticate itself sends the ID and a random binary vector (nonce 
e) to the verifier. 

2) Verifiers checks the ID and send to the entity another random binary vector (nonce v) 
then they both concatenate the two nonce for generating (e, v). 

3) Entity use a pseudorandom function G (i.e., previously concorded) for constructing a 
challenge c based on the seed. This challenge is later applied to its PUF for generating a 
response r of m bits. 

4) Verifier used the same pseudorandom function for constructing the same challenge based 
on the seed and provides it to its PUF model associated to that ID for generating the 
response r’ of m bits. 

5) Entity sends a sub-string s of the response back to the verifier along with the relative 
indexes. 

6) Verifier performs the HD between the received sub-string s and the generated one s’ with 
the model (with the same indexes provided by the entity) and if the results is smaller than 
a threshold t, the entity is successfully authenticated. 

This protocol increases the complexity by an eavesdropping adversary of modeling the PUF 
instance since the challenge is not transmitted in the channel. In other advanced protocol [23] a 
partial challenge is sent to the receiver for verifying that there is an embedded PUF instance in 
the device. This partial challenge is later padded with a random pattern generated by a 
pseudorandom function for achieving a full-length challenge before applying it to the PUF 
instance. In this case the verifier uses a challenge recovery mechanism for generating an emulate 
response to compare with the received one. Another approach consists of dividing the challenge 
in two sub-challenges: valid and invalid. The former is called secret-challenge and the number of 
these challenges is not sufficient for an eavesdropping adversary for building a mathematical 
model. Obviously, these advanced algorithms increase the require time and resources for 
implementing the protocol. 
 
2.4.3 Hardware-assisted cryptographic protocols 
 
Many applications such as data mining, electronic voting, and anonymous transactions require a 
secure multiparty computation where several parties carry out joint communication based on their 
private inputs. In this case the security requirements are: (i) no single party can know something 
about the private inputs of the other parties through the protocol; (ii) each individual inputs should 
be independent from the others; (iii) Only the authorized parties can access to the output of the 
protocol. 
Implementing a protocol that meets these three requirements is not an easy task. Hardware-
assisted cryptographic protocols implement tamper-proof hardware tokens for improving the 
security during a multiparty computation. Indeed, in these protocols the trust between the parties 
is established through the exchange of hardware tokens. Such few examples include government-
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issued signature cards for generating private/public key pairs for digital signatures, smart card-
based scheme in data mining or secure memory for limiting the number of accesses. The 
unpredictable CRP behavior showed by the PUF instances can be exploited for implementing 
hardware-assisted cryptographic protocols such as: key exchange (KE), oblivious transfer (OT) 
and bit commitment (BC). 
Key exchange protocols are used when a secret key needs to be shared between two or more 
parties for initializing a secure communication. To better understand how these protocols work 
let’s suppose that Bob and Alice want to communicate in a secure way [23]: 

1) Bob applies two challenges (c1 and c2) to its PUF and achieves two responses (r1 and 
r2). 

2) Bob sends its PUF physically to Alice. 
3) Alice sends an acknowledge back to Bob for notifying him that PUF is arrived. 
4) Bob sends pair (c1, r1) and c2 to Alice. 
5) Alice applies c1 to the PUF and checks if the obtained r1’ matches r1. If it is not the 

communication is terminated. 
6) Alice applies c2 to the PUF for obtaining r2. 
7) Bob and Alice use r2 for deriving a shared secret. 

An oblivious transfer protocol enables a sender to send one or multiple data to a receiver while 
being oblivious to what items have been sent. One example is called 1-of-2 oblivious transfer, 
where Bob (i.e., the first party) retrieves one of two sent items without knowing anything on the 
other item. At the same way Alice (i.e., the second party) sent to Bob two items without having 
knowledges on what of the two items was retrieved by Bob. This protocol can be extended to k-
of-n oblivious transfer and involves in some interesting application including zero-knowledge 
proofs and bit-commitment scheme. Strong PUFs can be used in this protocol since they exhibit 
a large number of CRPs. For explaining how strong PUFs are involved in this protocol we 
consider a 1-of-2 oblivious transfer between Bob and Alice [23]. 
At the beginning Alice holds two secrets 𝑏>, 𝑏. ∈ {0,1}H and Bob makes a choice 𝑠 ∈ {0,1}. At 
the end of this protocol Bob will learn one of the two secrets held by Alice and she will not know 
anything about the Bob’s choice. This protocol consists of the setup and execution phases. During 
the setup phase: 

1) Bob (i.e., the receiver) applies a set of challenges (𝑐>, 𝑐., … , 𝑐/)	 to the PUF and collects 
and stores the responses (𝑟>, 𝑟., … , 𝑟/)in a secure database. With 𝑟>, 𝑟., … , 𝑟/ ∈ {0,1}H . 

2) Bob gives its PUF to Alice (i.e., the sender). 
During the execution phase: 

1) Alice generates two random numbers (𝑥>, 𝑥.) and sends them to Bob. 
2) Bob takes a CRP (𝑐, 𝑟) from the database and computes 𝑣 = (𝑐 ⊕ 𝑥@) sending it to Alice. 

For a sake of simplicity let’s consider the Bob’s choice was 𝑠 = 0. 
3) Alice computes the challenges 𝑐> = 	𝑣 ⊕ 𝑥> and 𝑐. = 	𝑣 ⊕ 𝑥. and applies them to the 

PUF instance then recording the two responses 𝑟> and 𝑟.. In this case 𝑐> = 	𝑐 ⊕ 𝑥>⊕
𝑥> = 𝑐 and 𝑐. = 	𝑐 ⊕ 𝑥.⊕𝑥>. 

4) Alice computes 𝑟>⊕𝑏> and 𝑟.⊕𝑏. and sends them to Bob. 
5) Bob can finally deduce his chosen secret 𝑏@ so that 𝑏@-> = 𝑟>⊕𝑏>⊕𝑟 = 𝑏>. 

Note that 𝑟> = 𝑟 since both responses are linked to the same challenge c. Two important 
considerations need to be carried out: (i) the first assumption is related to the fact that both Bob 
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and Alice obtained from the PUF the same response for the same challenge thus implying a PUF 
reliability of the 100 %; (ii) Bob cannot know anything about 𝑏. since, with high probability he 
has not measured the pair (𝑐., 𝑟.). Indeed, the probability of having information about the other 
secret is function of the probability of recording the pair (𝑐., 𝑟.) and the probability of guessing 
𝑐. if it exists in the database.  
Bit-commitment scheme refers to a cryptographic protocol which allows one party (i.e., the 
commitment) to commit a chosen value while keeping it secret to the other party (i.e., the 
receiver).  This scheme finds application in fields like verifiable secret sharing, secure billing 
protocols (e.g., where, for example, a consumer can prove to a provider his commitment to energy 
costs without revealing the actual value of the meter reading thus protecting consumer’s detail). 
PUFs can be used for implementing this protocol by exploiting PUF-based OT protocols. In this 
case we need to invert the rules so that Bob (i.e., the receiver in the OT protocol) acts as BC-
committer and Alice (i.e., the sender in the OT protocol) acts as BC-receiver. The protocol 
consists of commitment and reveal stage. During the commitment phase: 

1) Bob (i.e., the BC-sender) acts as OT-receiver and uses a secret choice 𝑠, where 𝑠 ∈ {0,1}, 
as an input of the PUF-OT protocol. 

2) Alice (i.e., the BC-receiver) acts as OT-sender and uses her secrets 𝑏> and 𝑏., with 
𝑏>, 𝑏. ∈ {0,1}H,as input of the PUF-OT protocol. 

3) The protocol works as an OT protocol where Bob is learning one of Alice’secrets. 
During the reveal phase: 

1) Bob sends the binary string composed by the pair 𝑠 and 𝑏@ to Alice. 
Substantially, if Bob can compute 𝑏@ his first choice must be 𝑠 thus proving that his previous 
commitment to the secret choice was 𝑠. 
 
2.4.4 Remote secure sensors 
 
IoT network is composed by distributed electronic systems which embed wireless sensors for 
being immersed in an environment and performing sensing, transmission, and localized actuation. 
This opens to several applications such as environmental and structural monitoring, medical 
application and so on. Some of these applications require security protocols. Indeed, sensitive, 
and private data are transmitted during remote health monitoring. Existing solutions rely on using 
cryptographic block for encrypting and authenticating data and entities respectively. However, 
this solution suffers from two mainly issue: (i) data transferred from the sensing element to the 
cryptographic module are exposed to physical attacks; (ii) conventional approaches use classic 
cryptographic primitives such as symmetric ciphers or hash functions which could be prohibitive 
in terms of energy and costs for an IoT device.  
Strong PUFs can effectively overcome to previous issues and being used for remote secure 
sensors since they do not require separate cryptographic module and represent a low-cost solution. 
As a main difference with respect to the other applications here we can exploit the PUF instability 
for remote sensing a physical quantity (PQ). In particular, PUFs are sensitive to the input 
challenge as well as the environmental variations. During the enrolment phase (i.e., before that 
PUFs are deployed in the different devices) PUF instances need to be tested at golden and 
different environmental conditions. In this way, for a given challenge the output response is 
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function of the environmental variations. These variations in the PUF response can be exploited 
for sensing a physical quantity. 
The way in which this procedure can be effectively implemented is summarized in Fig. 2.3 where 
a transducer is used for translating the physical quantity into an electrical signal (i.e., in the figure 
a voltage signal). The latter can be used for modulating the PUF response so that at the receiver 
side the variations in the PUF response, for a given challenge, can be exploited for measuring the 
variations of the physical quantity. This solution does not require additional encryption stage for 
protecting data from eavesdropping attacks because only the parties who have access to the PUF 
can decrypt the response for achieving data information. 
 

 
Fig. 2.6. PUF-based structure for remote secure sensing. 

It is worth noting that for these applications it is better to use technologies which allow increasing 
the voltage range in which PUF can operate without being damaged. The sensor resolution is 
equal to the minimum voltage variation (i.e., ∆𝑉) at which corresponds at least one-bit change in 
the PUF response. The implementation procedure is characterized by enrolment and sensing 
phases. During the enrolment phase: 

1) A set of challenges is applied to each PUF instance for measuring the different responses. 
2) The above measurements are repeated for k different voltages. 
3) Sever must map the relation between the physical quantity to be measured and the voltage 

applied to the PUF instance. 
4) For each PUF instance the server creates a database where CRPs at different voltages are 

stored along with the respective values of the physical quantity. 
During the sensing phase: 

1) The server applies a challenge (𝑐) to the PUF instance. 
2) The PUF generates a response (𝑟) which is function of both applied challenge and voltage 

and send it back to the server. 
3) The server checks in the database the value of the physical quantity associated to the 

received response. 
4) The server cancels out the used CRP for protecting the device from replay attacks. 

This protocol assumes that only the server has access to PUF characterization so that no 
encryption is used during the data transmission. Moreover, in the protocol described above we 
are neglecting that PUF could be sensitive to other environmental parameters such noise or 
temperature. Indeed, for being used for these applications the PUFs must be sensitive to the 
voltage variations but at the same time they should be very resilient to other environmental 
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variations like temperature variations or noise conditions. To assess how much suitable is the PUF 
for remote sensing applications we can use the following metrics: 

§ InterPQ distance (𝑯𝑫𝑰𝒏𝒕𝒆𝒓𝑷𝑸) which refers to the HD between two responses to the same 
challenge at two different voltages (i.e., which differ by ∆𝑉) but under the same noise 
conditions. 

§ IntraPQ distance (𝑯𝑫𝑰𝒏𝒕𝒓𝒂𝑷𝑸) which refers to the HD between two responses to the 
same challenge at different noise conditions but under the same voltage. 

A strong PUF is suitable for operating under k different voltage levels if exist at least one 
challenge for which  
 

𝑚𝑖𝑛a𝑯𝑫𝑰𝒏𝒕𝒆𝒓𝑷𝑸b > 𝑚𝑎𝑥a𝑯𝑫𝑰𝒏𝒕𝒓𝒂𝑷𝑸b										(2.12) 
 

With 𝑚𝑖𝑛a𝑯𝑫𝑰𝒏𝒕𝒆𝒓𝑷𝑸b > 1. This condition means that the minimum HD between two responses 
obtained with the same challenge and under different voltages must be both higher than one and 
higher than the maximum number of occurred flips due to noise conditions. Another important 
feature for this application is the uniqueness (i.e., ideally equal to 50 %) so that if one device is 
compromised the others remain secure. 
 
2.4.5 Anti-counterfeiting 
 
The IC overproduction by malicious facilities is a real problem which causes significant financial 
losses to design houses. Weak PUFs can be effectively employed for implementing anti-
counterfeiting mechanism. Indeed, PUFs can be embedded in a chip along with a proper locking 
mechanism during the design phase. In this way, the foundry applies the challenge chosen by the 
designer to each PUF instance and provides the obtained responses to the design house so that the 
designer authenticates each device and computes the passkey using the response to known 
challenge and sends it back to the foundry for chip testing purposes (i.e., without the passkeys the 
chips are locked). This process is sometimes referred to active hardware metering and allows the 
designer having more control over their designed chips. Indeed, only the authenticated chips will 
be used. This step will be better clarified with the following example summarized in Fig. 2.4. 

1) The design house acts at register transfer level (RTL) level by adding a locking 
mechanism. This mechanism includes, for example, additional non-functional states in 
the finite state machine (FSM) so that the system is basically locked in one of these states 
and enters in a functional state only after a correct input sequence (i.e., the passkey). 
Moreover, adding additional states to the FSM design also helps for obfuscating the 
original functionality of the design. 

2) The design house embeds the PUF circuit in each chip for initializing the internal flip-
flops of the design. This increases the area overhead but helps the design house having 
more control on the post-fabrication phase thus limiting the chip overproduction. 

3) The design house creates the GDSI file of the layout and sends it to the third-party facility 
for producing the chip along with a specific challenge for the PUF. 

4) In the post-fabrication stage, the facility applies the received challenge to the PUF and 
sends the response back to the design house. 
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5) The design house computes a key (i.e., for unlocking the chip) from the received response 
and sends it back to the manufacturer. 

6) The manufacturer powers-up the device and applies the received challenge to the PUF, 
set M = 1 and enables one clock cycle thus setting the design in a non-functional initial 
state (i.e., generated by the PUF). 

7) The manufacturer now switches M to 0 and applies the passkey (i.e., provided by the 
design house) to the primary inputs and enables the clock thus driving the design in a 
functional state. 

8) The chip is now ready for being tested. 
 

 
Fig. 2.7. FSM structure with embedded PUF for enabling locking mechanism. 

The procedure described above needs to be implemented only once at the testing phase for 
protecting the design house against the overproduction. After this, the designer needs to let the 
system in a unlocked state. For doing this one possible solution consists of storing the passkey in 
a NVM so that the chip never goes back in a locked state. There is no need to encrypt the passkey 
such each device possesses its own key which is useless for other devices. It is also worth to point 
out that the approach described before assumes that the PUF circuit can generate a repeatable 
response regardless of the environmental or noisy conditions. This presupposes that the PUF 
stability must be improved even with stability enhancement techniques. 
 
2.4.6 Tamper-proof design 
 
PUFs open to several security applications which allow improving reliability to external hardware 
and software attacks. In the above discussion we only considered application related to silicon 
PUFs. Nowadays, other PUF topologies are designed and used for other different security 
applications. For example, another major problem in IoT network relies on the fact that billions 
distributed devices could be left unprotected in some specific environment thus being potential 
vulnerable to physical manumission. Here, Coating PUFs can be potentially used for 
implementing tamper-proof design where, laying out a network of metal wires as a comb shape 
produces a capacitor unique behavior for each device because, due to the manufacturing 
variations, metal lines show differences in terms of size or dielectric strength. This capacitor is 
then used as identifier for authenticating each device so that when an attacker tries to perform a 



 47 

physical attack, he may modify the coating layer thus changing the value of the capacitor. This 
represents a low-cost solution for protecting IoT edge devices.  
 

2.5 Weak PUF implementation 
 
The huge impact of PUF concept for being implemented for hardware security applications 
pushed for designing ever more performing solutions. Indeed, in the last years several PUF 
topologies have been proposed and this number is expected to grow. Since the large number of 
existing solutions, it is not possible to well describe each of them. For this reason, this thesis 
mainly focusses on silicon based PUFs. Weak PUF refers to instances able to generate a number 
of CRPs that increases linearly with the number of physical implemented cells. Moreover, each 
generated bit is independent of each other (i.e., there is no statistical correlation between 
neighboring bits). Typically, PUF circuit is composed by the transformation block which 
transforms the static entropy source (such as the process variations inherently to the CMOS 
manufacturing process) into a measurable quantity (i.e., current, voltage, and delay) along with a 
conversion block which transforms this quantity in a binary response. Depending how this entropy 
source is translated into a measurable quantity we can categorize PUF solutions in SRAM and 
SRAM-based PUFs [27]-[35], delay-based PUFs [36]-[40], metastable-based PUFs [41]-[45], 
monostable-based PUFs [46]-[58], hybrid PUFs [59]-[61], active PUFs [62]-[66], Other PUFs 
[67]-[88]. Some of the most relevant solutions will be described below. 
 
2.5.1 SRAM and SRAM-based PUFs 
 
The SRAM PUF is one of the earliest proposed solutions for generating chip ID. In a more general 
case, this solution exploits the metastable behavior of the SRAM. Indeed, when powered up, this 
cell enters in a power struggle state then collapsing in one of the two possible stable states 
according to the transistor mismatch. In particular, the transistors belonging to the two cross-
coupled inverters have identical nominal strength, but the random process variations ensure that 
one inverter has a stronger driving current than the other inverter thus pushing the cell in one of 
the two stable states. Two of the major advantages of using SRAM cells for PUF applications are: 
(i) the key can be generated by reusing the SRAM structures in the system thus reducing the area 
overhead for implementing this task; (ii) the differential read increase the reliability to power 
attacks since there is no difference when reading both the logical ‘0’and ‘1’. However, the 
conventional SRAM cells are very sensitive to noisy conditions and environmental variations. 
Indeed, during the power struggle state (i.e., the metastable state) if the mismatch is small, the on-
chip noise can determinate the state in which the cell collapses thus resulting in a high percentage 
of unstable bits and native BER. For this reason, solutions which exploit the already existing 
SRAM cells employ additional circuits/algorithms for improving the native instability or generate 
the random bit by exploiting a different static entropy source. One of the most relevant SRAM-
based PUF is reported in [29] and [30]. Here, the authors propose a new compact SRAM 
architecture with enhancement-enhancement structure (EE SRAM). This circuit aims to introduce 
a monostable state into the power-up behavior, which inherently improves the native stability 
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while keeping the other benefits of using a SRAM architecture. Fig. 2.8 shows the concept design 
along with the three possible working modes. 
 

 
Fig. 2.8. Working mode of the 8T SRAM PUF. (a) EE SRAM for stable evaluation. (b) Transaction from EE SRAM to 

CMOS SRAM mode. (c) CMOS SRAM mode proposed in [30]. 

From this figure, the 8T bitcell is composed by a conventional 6T SRAM plus two diode-
connected nMOS load transistors (i.e., 𝐿1 and 𝐿2). 
During the PUF evaluation, 𝑉Q is connected to the GND, whereas 𝑉;$  and 𝑉;" are powered up 
simultaneously thus forcing the circuit to work in EE SRAM mode. Here, the output data is 
function of the mismatch between the diode-connected nMOS load transistors (i.e., 𝐿1 and 𝐿2) 
and the two nMOS driver transistors (i.e., 𝐷1 and 𝐷2). The low gain of the bitcell forces the 
structure to work in a monostable state as showed in Fig. 2.8 (a). This monostable behavior 
improves the immunity to on-chip noise since there is only one possible operative state. After the 
two voltages are generated (i.e., 𝑄 and 𝑄𝐵) they need to be pushed toward 𝑉"" and GND for 
improving the stability during the read-out phase. In [29] authors increased the 𝑉"" for increasing 
the gain enough to bias the cells into the bistable state. However, this approach suffered from high 
short-circuit current thus getting worse the power consumption. In [30] the authors use a data 
latching scheme where instead of raising 𝑉"" the monostable solution is latched by turning on 𝑉Q 
and switching the PUF from EE SRAM to EE + CMOS SRAM intermediate state as shown in 
Fig. 2.8 (b). After that 𝑉;$  and 𝑉;" are cut off the cell enters in the CMOS SRAM mode as shown 
in Fig. 2.8 (c). In this mode the short-circuit currents are suppressed thus reducing the required 
power consumption for reading the data. Moreover, 𝑉R and 𝑉RS are pushed to full-rail voltages 
by the cross-coupled CMOS inverters. The design was tested in 130-nm CMOS technology. 
Measurement results demonstrate that this solution allows achieving the same benefits in terms 
of area and energy efficiency (e.g., 497 𝐹! and 15.39 fJ/bit) of a conventional SRAM cell while 
also keeping the native instability at GK conditions (i.e., 𝑉""= 0.6 V and T = 25°C) low (e.g., 
0.29% and 2.71% as BER and unstable bits, respectively) at the cost of a non-conventional SRAM 
cell. However, VT variations significantly affect the native stability. Indeed, this solution shows 
an average native BER of 1.30% and 1.37% at 0.5 V and 0.7 V, respectively, and of 2.99% and 
5.76% at -40 °C and 120 °C, respectively. 
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2.5.2 Delay-based PUFs 
 
Delay based PUFs represent the first explored solutions. These circuits translate the process 
variation into a measurable delay quantity then converted into a binary response. The first delay-
based solution consists of N pairs of nominally identical ring oscillators (ROs) where the bit 
response is 1 or 0 depending on which of the two Ros in the pair is faster, e.g., if the first RO is 
faster (slower) than the second the output bit is 1 (0). However, the conventional RO-based 
architecture has poor stability because most ROs have a frequency lying around the main value 
of their distribution thus resulting in frequency differences close to zero. This makes the frequency 
comparison sensitive to on-chip noise and PVT variations. To overcome to these issues, different 
solutions have been proposed. One recent example is reported in [40] where the authors proposed 
a delay cell topology with an adjusted signal slope to amplify the impact of the transistor 
mismatch on the delay along with an in-situ re-calibration for improving the PUF stability. Fig. 
2.9 illustrates the schematic of the solution proposed in [40] along with the simulated distribution 
of the frequency difference. 
 

 
Fig. 2.9. Schematic of (a) configurable RO, (b) RO delay cell and (c) analog 2´1 MUX, proposed in [40]. (d) 

Simulated distributions of the frequency difference. 

For increasing the spread of the frequency difference distribution, the authors proposed a different 
RO delay cell showed in Fig. 2.9 (b) which consists of placing a nMOS pass transistor between 
the inverters which is sized for being the dominant variability source in the cell. More precisely, 
due to the nMOS incapability of delivering the high voltage signal 𝑋, its output 𝑌 exhibits a 
gradual low-to-high transition because the nMOS operates in sub-threshold regime. As result, a 
higher delay spread can be observed at the inverter stage output 𝑍 compared to the conventional 
cell. This can be observed in the frequency difference distributions showed in Fig. 2.9 (d). Despite 
the use of pass transistor, the same figure reports that a high percentage of samples still fall in the 
unstable region. To further reduce the instability the selector signals can be tuned for choosing 
the better RO configuration during the testing time thus resulting in a significant reduction of 
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samples which fall in the unstable region and hence sensitive to noise and different VT conditions. 
The main advantage of this solution is the possibility of achieving a very low BER correctly 
setting the selector signals. The design was tested in 28-nm CMOS technology. Measurement 
results reveal that at GK conditions (i.e., 𝑉""= 0.9 V and T = 25 °C), the lowest reported BER 
before calibration is 1.4% which can be decreased to 0.156% with online calibration. Concerning 
the VT variations, the measured BER before and after calibration is, respectively, around at 8.5% 
and 1% at both 𝑉"" corners of 1.3 V and 0.4 V and around 3% and 0.2% at -40 °C and 4.5% and 
0.3% at 125 °C. However, this stability is achieved at the cost of a high bitcell area (e.g., 33,163 
𝐹!) and required energy (e.g., 2.15 pJ/bits). Moreover, the configuration data needs to be stored 
in a NVM on chip. Anyway, these data do not reveal information about the PUF response. 
 
2.5.3 Metastable-based PUFs 
 
To this class belong PUF circuits which exploit a metastability event resolution as static entropy 
source for generating random bits. These circuits leverage on the natural tendency to settle to a 
preferred state, after entering in a metastable state, determined by mismatch after a reset or pre-
charge operation.  Such operative principle is similar to conventional SRAM approach and can 
be implemented by using cross coupled circuits for inducing a bistable behavior in the circuit. 
The main advantage of using metastable solutions relies on the native resiliency to power attacks. 
Indeed, such circuits provide both direct and negated bits thus resulting in no difference in the 
power profile when reading ‘1’ or ‘0’. One of the most relevant solutions was proposed in [42]-
[44] where the authors exploited a hybrid cross-coupled inverter circuit with a pair of pre-charge 
transistors for initializing the internal nodes to an unstable state. Fig. 2.10 illustrates the delay-
hardened bitcell proposed in [43]. 
 

 
Fig. 2.10. Delay-hardened PUF circuit proposed in [43]. 

The bistable circuit, highlighted in green in Fig. 2.10, evaluates and collapses in one of the two 
possible stable states during the positive phase of the clock. Indeed, the circuit resolves the 
metastable state toward 𝑉"" or ground according to the strength mismatch between the two 
minimum sized cross coupled inverters. Moreover, random variations in the peripherical circuits, 
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which carry the clock signal at the input of the bistable circuit, also allow increasing the 
uncertainty into PUF resolution dynamics. The flip-flop captures the evaluated PUF output at the 
negative clock edge. Since the PUF value is not directly read from the bistable circuit, the 
architecture also adopts clock gating to pre-charge the cross-coupled inverter to 𝑉"" between the 
two consecutive evaluations. In this state, the two transistors in both legs of the bistable circuits 
receive the same gate voltage thus enabling the isoaging of the circuit (e.g., thus limiting the long-
term stability degradation). However, this circuit suffers from the same issues which affect the 
conventional SRAM approach. Indeed, in the case of small mismatch the metastability resolution 
toward one of the two stable states can be determined by the thermal noise or VT variations thus 
resulting in unstable bits. The design was tested in 14-nm tri-gate CMOS technology. 
Measurement results reveal a BER at GK conditions (i.e., 𝑉""=0.65 V and T = 70°C) of 5.76%. 
To make this solution suitable for being implemented in hardware security applications, the circuit 
requires stability enhancement techniques explained in the sub-section 2.5. 
 
2.5.4 Monostable-based PUFs 
 
This class of PUFs refers to cells which generate a static output with only one stable state. The 
main differences over the previous reported class are: (i) The static behavior ensures that the 
output is independent from coupling noise (i.e., the static design provides strong resiliency to 
noise and fluctuation in the environmental conditions because of the absence of dynamic 
switching events) and insensitive to routing as opposed to the delay-based solutions; (ii) The 
monostability (i.e., the existence of only one stable state) assures that the correct output (i.e., the 
value associated to the stable point) is always delivered even when occasionally transient noise 
flips the bitcell as opposed to the metastable-based solutions where once the metastability is 
resolved toward one of the two stable points due to noise there is no chance of returning in the 
correct output without re-evaluating the PUF cell. 
Typically, PUF solutions which belong to this class are composed by a transformation block 
which translate process variation into a voltage or current signal along with a digitizer for 
generating the output bit. The integration of the conversion block within the bitcell ensures that 
coupling effect along with a long routing do not affect the uniqueness, at the cost of higher standby 
power and lower area efficiency compared to the solutions which share the same digitizer with 
different cells. One of the most relevant works was proposed in [49]-[51] and basically consists 
of connecting two back-to-back regulated cascode current mirrors (RCCMs) (i.e., pMOS and 
nMOS RCCMs) illustrated in Fig.2.11. The basically idea was previously proposed in [49] and 
consisted of connecting only two cascode current mirrors (CMs) in which the mismatch between 
the two delivered currents was first translated into a voltage signal through a high output 
impedance and then converted in a binary response by an output buffer. However, this solution 
showed three main limitations: (i) reliability issues under voltage scaling; (ii) occasional non-full 
swing voltages due to small mismatch were translated into instable bits at the output of the buffer; 
(iii) temperature variations affected the pMOS/nMOS skew thus getting worse the stability. To 
overcome these limitations, the authors proposed a novel bitcell design in [50] where they used a 
RCCM instead of a classic CM along with the Muller C-element instead of the conventional buffer 
as illustrated in Fig. 2.11. 
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Fig. 2.11. Design concept of the bitcell proposed in [32] along with the schematic of (a) bitcell core based on RCCM 

and (b) conversion block based on C-element cell. 

The RCCM exhibits a larger output resistance compared to the previous approach thus resulting 
in a higher spread even with small mismatch. Moreover, it also contributes to the overall 
pMOS/nMOS current mirror mismatch. As an additional advantage, the RCCM can operate at 
lower voltage thus improving the reliability under voltage variations. The use of the Muller C-
element instead of the buffer increases the noise immunity by 110 mV thus reducing the impact 
of the voltage fluctuations at the 𝑌 node. Indeed, the output of the Muller C-element switches 
only with voltage fluctuations enough large to cross both the logic thresholds of the skewed 
inverters. Authors also included in the design a temperature compensation scheme for assuring 
that the pMOS/nMOS strength is maintained constant across temperatures by adjusting the pMOS 
body voltage. The design was fabricated in 40-nm CMOS technology. Measurement results at 
GK conditions (i.e., 𝑉""= 0.9 V and T = 25 °C) show a native percentage of unstable bits (worst 
BER) of 3.48% (0.81%) in 5000 evaluations. Concerning the VT variations, the circuit shows that 
the native unstable bits (BER) sensitivity to 𝑉"" variations is 3.6%/V (7.2%/V) whereas the 
sensitivity to the temperature variations is 0.018%/°C (0.032%/°C). The proposed solution also 
shows a bitcell energy of 1.02 fJ/bit and a readout energy of 56.5 fJ/bit. This is achieved at the 
cost of a large bitcell area (i.e., 3644𝐹!). 
 
2.5.5 Hybrid PUFs 
 
This class of PUFs combines two different PUF topologies with the aim of exploiting some 
advantage of both. Several research groups demonstrate the possibility of using delay-based 
solutions along with monostable-based circuits for implementing PUF instance with very low 
native BER. The main reason is that from one side the delay-based solutions can integrate the 
mismatch information over the time thus averaging the noise effect at each stage. However, the 
tight distribution centered on the mean delay value makes the circuit sensitive to PVT variations 
as well as to noisy comparison. On the other hand, monostable-based solutions exploit the only 
one stable working point for ensuring that the correct output is always delivered despite the 
occasional flips due to the noise effect on the first stage. This is because these circuits typically 
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implement one high-gain stage along with conversion circuitry for binarizing the response. 
However, monostable solutions demonstrated to be able of operating in wider voltage and 
temperature ranges while keeping the instability low. Recently, hybrid solutions have been 
proposed which allow exploiting the benefits of both delay-based and monostable-based 
solutions. For example, in [60] the authors propose a PUF with an amplification process mismatch 
in an oscillator collapse topology. The proposed PUF cell is comprised of a process-to-voltage 
converter (PVC) and a process-to-time converter (PTC) as illustrated in Fig. 2.12. 
 

 
Fig. 2.12. Circuit design of the PUF proposed in [42]. 

The PVC compries two pull-up pMOS transistor and two pull-down nMOS transistors which 
provide the supply rails (i.e., 𝑉"",D − 𝑉"",S and  𝑉##,D − 𝑉##,S respectively) to the PTC. The latter 
consists of ten-stage RO which is composed by current-starved inverters (i.e., the supply voltage 
of the inverter is provided by the PVC in an alternate way). The race starts after the raising 
transition of the 𝑆𝑇𝐴𝑅𝑇 signals through two NAND gates. Due to the mismatch these two signals 
flow through two electrically different paths. In this way, one edge overtakes the other thus 
determining the PUF output state. The static entropy source relies on the mismatch of both PVC 
(i.e., variations in the supply rails) and PTC (i.e., variations in the logic gates). For this reason, 
the signal 𝐶𝑂𝑁𝐹	[0] and 𝐶𝑂𝑁𝐹	[1] can be employed for aligning the polarities of the effects by 
PTC and PVC during the testing time. Indeed, a higher 𝑉"" along with a lower 𝑉## makes the 
inverter faster compared to the opposite combination which makes the inverter slower. These 
effects need to be added to the variability in the PTC during the testing time. The collapse of 
oscillation occurs when the total delay difference between the two paths reaches one-half of the 
period of both paths (i.e.,  𝑅𝑂. and 𝑅𝑂! which represent the upper and the lower path 
respectively). The goal is to increase the 𝑡*2+'6U?1 (i.e., the given time interval for the catch-up 
which is proportional to the 𝑛 delay stages) for improving the robustness against noise (i.e., the 
noise is averaged out for a longer time) while maintaining low the cycles to collapse (CTC) and 
this is achieved by using ten-stage RO in the PTC along with the PVC. The design was tested in 
40-nm CMOS technology. Measurement results prove the effectiveness of the proposed solution. 
Indeed, the native measured percentage of unstable bits (BER) at GK conditions (i.e., 𝑉""= 0.9 
V and T = 25 °C) is 0.39% (0.027%). Concerning the VT variations, the circuit shows a very low 
sensitivity to voltage (e.g., from 0.7 V to 1.4 V) and temperature variations (e.g., from -40 °C to 
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120°C) when supported by stability enhancement techniques described above. This is achieved at 
the cost of a very large area per bit of 21,675𝐹!. 
 
2.5.6 Active PUFs 
 
This class of CMOS PUFs basically consists of solutions in which the translated static entropy 
source does not come from the CMOS process variations, but it is actively implemented during 
the testing time. The most relevant approach implements the oxide breakdown (BD) as reported 
in [65] and [66]. Despite these solutions achieve a near-zero BER, they also violate two important 
PUF requirements: (i) a physical inspection (e.g., delayering and imaging) can potentially reveal 
the secret key; (ii) the PUF response is available even when the chip is powered off since the 
information is stored in a non-volatile manner. Recently, a research group proposed an interesting 
solution based on the soft oxide breakdown (SBD) with a self-limiting technique [62]-[64] with 
the aim of achieving the same performance of the BD approach while reducing the vulnerability 
to the physical inspection of the device. The authors proposed a three-transistor (3T) structure 
which consists of two minimum-sized nMOS and one pMOS as illustrated in Fig. 2.13. 
 

 
Fig. 2.13. Soft oxide BD procedure of the PUF bitcell proposed in [64]. (a) Forming step, (b) self-limiting 

mechanism and (c) generation of bit '0'. 

During the forming step the two nMOS transistors are subjected to a high stress voltage. After the 
BD occurs (i.e., after the BD time,𝑡S", which is function of the applied voltage) in one of the two 
transistors a current will flow in the BD spot thus inducing a voltage drop across the pMOS. This 
reduces the stress voltage on the health nMOS thus avoiding the generation of other BD spots. 
The magnitude of the observed current varies depending on the shape and size of the BD spot. 
The generated bit can be read by using a sense amplifier (SA) which also allows improving the 
resiliency to side-channel attacks. This solution was tested in 40-nm CMOS technology. 
Measurement results demonstrate its effectiveness. Indeed, this circuit works well as large is the 
difference between the BD current and the leakage current (i.e., trap-assisted tunneling, TAT) 
which flows in the health transistor. The measured BER is 0% for voltages above 0.9 V regardless 
of the temperature. For lower voltages the two currents become comparable thus resulting in a 
higher instability. Indeed, at 0.9 V the zero-BER condition is maintained until 120 °C. On the 
other hand, when decreasing the supply voltage down to 0.8 V the percentage of unstable bits 
(BER) increase over 0.4% (0.09%) at room temperature. A further increase can be observed when 
increasing the temperature. In fact, flipped bits increase above 1.5% at 60°C. These results 
highlight that this solution is not suitable for low-voltage operations. This circuit also shows a 
relative compact bitcell area of 1875𝐹!with an energy of 51.8 fJ/bit.  
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2.5.7 Other PUFs 
 
The PUF solutions described above strictly refer to CMOS implementation. Nowadays, several 
others PUF topologies have been proposed. For example, Contact PUF [67] which exploits the 
randomness in the contact (i.e., the vertical interconnect layer between the metal and the silicon) 
forming process for generating the secret key. Indeed, during the fabrication process the contact 
formation probability is function of the contact size. During the design phase, if the contact size 
is chosen enough small its probability of being formed can be set to the 50%. This is because in 
the formation process, after the dielectric is deposited on the silicon substrate, a contact hole is 
formed by the etching process and then it is fully filled with metal (i.e., typically tungsten). If the 
contact size is too small an error can incur during the etching and the filling phases thus resulting 
in a shorted contact or open contact. This solution shows a zero-native instability but presents the 
same drawback of the active PUFs for which the key information is stored in a non-volatile 
manner thus exposing the secret key to physical inspections. Recently several research groups are 
focusing on the PUF implementation in FPGA systems [68]-[75] to encrypt the bitstream, for 
example. Typically, FPGA-based solutions implement delay-based and metastable-based PUF 
architectures, due to already placed physical circuits. However, these solutions present many 
drawbacks. The common delay-based implemented architectures are the arbiter PUF (i.e., APUF) 
and the ring oscillator PUF (RO-PUF). Due to physical layout restrictions, it is not simple to 
implement these circuits while achieving good performance in terms of uniqueness and reliability. 
Indeed, FPGA designers tried in the years of proposing different architectures with manual 
routing and/or forcing the synthesizer to route such signals in a constrained way [73]. Metastable-
based solutions implemented on FPGA show the same routing issues thus requiring a large effort 
for implementing them. Indeed, synthesizer rules inherently break the symmetry of the cross-
coupled gates (i.e., typically latches) by sharing the control signal thus making this solution 
difficult to implement (i.e., each latch should be implemented in a different slice).  Other relevant 
solutions involve the use of emerging devices [76]-[88] such as MTJ, ReRAM and EGFET. In 
the first two cases, the authors typically set the writing phase for having a failure probability of 
50%. However, the random data is generated in a non-volatile manner thus violating one of the 
fundamental PUF requirements. On the other hand, EGFET refers to printed electron devices 
whose variability is exploited for implementing a PUF in a SRAM fashion.  
 

2.6 Strong PUF implementation 
 
Strong PUFs refer to architecture able of generating a number of CRPs that increases 
exponentially with the number of physical implemented cells. Like the weak PUFs, the strong 
PUFs can be categorized in different classes depending on the way in which the process variations 
are translated into a measurable quantity and then converted into a binary response. For example, 
we can find delay-based PUFs [89]-[91], SRAM or SRAM-based PUFs [92]-[93] and 
monostable-based PUFs [94]-[96]. The abundant availability of CRPs increases the level of 
security if the computational effort to predict the responses with a model is large enough. 
However, the generated bits in most of the strong PUF architectures relies on the linear 
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combination of multiple sources of randomness thus making these solutions vulnerable to 
machine learning attacks. Accordingly, the major challenge in strong PUFs is to combine the 
multiple entropy sources in a non-linear manner thus increasing the reliability to external 
modeling attacks. 
 
2.6.1 Delay-based PUFs 
 
The first explored delay-based topology is the arbiter PUF [89] which consists of two nominally 
identical delay paths (i.e., they have the same nominal delay) along with an arbiter. An applied 
input signal propagates through the two paths and arrives to the arbiter in different moment due 
to the process variations. The arbiter provides a bit ‘1’ or ‘0’ at the output depending on which 
path wins the race (i.e., which of the two paths is faster). The arbiter is typically composed by a 
Set-Reset Latch (e.g., two cross-coupled gates) or by a delay flip flop (DFF). The main problems 
of this architecture are: (i) typically these paths have a delay lying around the main value of their 
distribution, making the these delay values close to each other thus resulting in a poor stability 
since the metastability resolution of the arbiter can be influenced by on-chip noise and different 
environmental conditions; (ii) This architecture also shows high sensitivity to routing for which 
nominally unbalanced paths affect the output randomness thus increasing the predictability of the 
response; (iii) Since the output bit is generated by linearly summing the delay of each stage the 
CRPs can be predicted by a combination of advanced machine learning and side-channel attacks. 
Recently, many research groups proposed different solutions to overcome the linearity correlation 
between input (challenge) and output (response) such as the challenge and/or response 
obfuscation (e.g., with ah hash function) or designing difference bitcell structures which combine 
the multiple entropy sources in a non-linear manner. For example, in [90] the authors exploit the 
concept of oscillation collapse in a ring with an even number of inverter gates as illustrated in 
Fig. 2.14. 
 

 
Fig. 2.14. Example of delay-based strong PUF [90] with (a) the oscillation collapse circuit, (b) the current starved 

inverter and (c) the bias circuit. 

 



 57 

The circuit in this figure translates the process variations into a binary response by injecting two 
edges into an even-stage RO. The two edges travel in two electrically different paths, due to the 
mismatch, causing delay accumulation which leads one edge to overtake the other, thus collapsing 
the oscillation. Depending on which path is faster the output node will collapse in a logic ‘1’ or 
‘0’. The use of a current-starved inverter, showed in Fig. 2.14 (b), instead of the conventional 
structure allows increasing the response stability by ensuring that the variation of the footer nMOS 
dominates the total delay. The CTAT circuit showed in Fig. 2.14 (c), generates a bias voltage on 
chip as well as performs a first-order temperature compensation of the footer current to reduce 
the PUF temperature sensitivity. Finally, thresholding is used for improving the stability of the 
response. Indeed, discarding the CRPs with a number of cycles to collapse higher than a certain 
threshold helps to suppress the BER across a wide range of temperatures and voltages. The 
solution shows a core area of 528,125𝐹! and zero-BER at GK conditions (i.e., 𝑉""= 0.9 V and T 
= 25 °C) when discarding around 30% of the CRPs. The use of the current starved inverter with 
a CTAT bias circuit along with a proper thresholding ensures a < 10=V BER across -25 to 125 
°C temperature range and 0.7 to 1.2 V voltage range. However, this architecture does not 
introduce an explicit nonlinearity thus still making this solution potentially vulnerable to machine 
learning attacks. 
 
2.6.2 SRAM and SRAM-based PUFs 
 
This class of PUFs is typically used for chip ID. Recently, many groups proposed different 
approach for expanding the CRP space of SRAM/SRAM-based PUFs thus making them suitable 
for device authentication. One example is reported in [92] where the authors exploit a sequence-
dependency instead of the conventional power-on state. Fig. 2.15 illustrates the array architecture 
along with the schematic of the single SRAM cell. Here, one bit response is generated by enabling 
simultaneously a pair of opposite-valued cells which share the same bitline. Basically, any two 
bitcells are connected and initialized with complementary data by asserting their word-lines. The 
output bit depends on the relative strength of all the 12 transistors of the two enabled bit-cells and 
their initial value.  
 

 
Fig. 2.15. Schematic of (a) matrix of the nonlinear sequence-dependent architecture and (b) single 6T SRAM cell of 

the solution proposed in [92]. 



 58 

This approach introduces nonlinearity thanks to the dependence of the output on the sequence of 
enabled pairs. This solution shows an area per bit of 388 𝐹! along with a native BER at GK 
conditions (i.e., 𝑉""= 0.7 V and T = 25) of 3.17%. However, this approach suffers from high 
sensitivity to VT variations. Indeed, the BER increases up to ~8% when increasing (decreasing) 
the 𝑉"" up (down) to 900 (550) mV and up to ~10% when increasing the temperature up to 80 
°C.  
 
2.6.3 Monostable-based PUFs 
 
Monostable-based solutions can be also used for designing strong PUF architectures with strong 
nonlinearity. For example, in [96] the authors exploit a sub-𝑉WX current array for comparing the 
current delivered by two transistor arrays in deep sub-threshold. Fig. 2.16 illustrates the schematic 
of the SCA PUF along with that of the single sub-threshold current array (SCA). The output bit 
is generated by comparing the output voltages of the two SCAs. Each SCA is composed by 𝑛 × 𝑘 
unit cells. Each unit cell consists of two transistors, i.e., 𝑀*9Y and 𝑀*9. The latter refers to the 
stochastic transistor with minimum sizing for optimizing the 𝑉WX variability. On the other hand, 
the parallel transistor 𝑀*9Y is optimized for reducing its variability. The bias of each array is 
chosen so that the currents in each branch keep the diode-connected stochastic transistors in sub-
threshold region regardless of the input control signals. The sub-threshold operation is ensured 
via current sources 𝑀:. and 𝑀:!. Indeed, when the control signal (i.e., the challenge) 𝐶*9= 0 the 
stochastic transistor is shorted by the switch transistor (i.e., 𝑀*9Y). On the other hand, when 𝐶*9= 
1 the stochastic transistor (i.e., 𝑀*9) operates in sub-threshold region and contributes to the output 
voltage. The two current sources are nominally identical and biased by the same voltage. This 
implies that in absence of mismatch the two output voltages are equal. However, the 𝑉WX 
randomness leads to have differences in the output voltages. 
 

 
Fig. 2.16. Schematic of (a) SCA PUF and (b) sub-threshold current array proposed in [96]. 

These differences are then digitized by the comparator. The nonlinearity behavior between the 
entropy sources and outputs arises from the exponential relationship between the current and the 
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𝑉WX of each transistor. This behavior ensures a good resilience against modeling attacks. 
Moreover, this solution shows an area of 47,929𝐹! and a worst native BER of 9% which can be 
decreased down to 0.4% by discarding the 42% of the CRPs. Regarding the VT variations, the 
worst measured BER increases up to ~4% when increasing (decreasing) the 𝑉"" up (down) to 
1.32 (1.08) V and up to ~12% when increasing the temperature up to 80 °C. 
 

2.7 Stability enhancement techniques 
 
Typically, the raw stability of a PUF instance is inadequate for ensuring a quasi-zero error 
probability during a high fraction of the device life. Indeed, additional techniques are always 
required for reducing the native instability enough to achieve the targeted KER. Fig. 2.17 
illustrates an example of how reducing the PUF instability during the chip lifetime. 
 

 
Fig. 2.17. Examples of how reducing the PUF instability during the chip lifetime. 

This figure points out that several techniques can be adopted at different time during the design 
phase and/or during the chip lifetime, ranging from the testing time (i.e., before providing the 
chip to the consumer) to the normal operations. In this sub-section some of the most used 
techniques will be described. 
 
2.7.1 Techniques at design time 
 
PUF stability can be improved at design phase by optimizing the circuit and the physical design 
of the bitcell for reducing the probability of having an unstable response as much as possible. For 
example, in [50] the authors used a C-Muller element instead of a conventional buffer for 
increasing the noisy immunity around 100 mV. To further improve the stability at design time 
techniques such as temporal majority voting (TMV) and spatial majority voting (SMV) can be 
adopted. These techniques exploit a redundancy (i.e., temporal and spatial redundancy for TMV 
and SMV respectively) for reducing the PUF instability. In particular, TMV relies on evaluating 
the same instance for a given challenge for an odd number of times so that the considered output 
will be the most frequent one in the collected responses. This technique helps reduce occasionally 
flips induced by transient failure mechanisms such as on-chip noise. Indeed, several works exploit 
the time redundancy for achieving a zero-native instability at GK conditions. However, it cannot 
correct error caused by permanent physical failure mechanisms such as aging or variations in the 
environmental conditions (i.e., temperature and voltage variations). On the other hand, SMV 
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relies on combining multiple PUF bits for a given challenge to generate a single response bit. 
Obviously, spatial redundancy is more effective for mitigating errors caused by variations in the 
environmental conditions since the bitcells with higher sensitivity to voltage and temperature 
variations are statistical infrequent. For example, in [40] the authors include extra circuitry in the 
design for making the bitcell configurable by combining different delay elements. In this way, the 
infrequent combinations at which correspond a higher voltage and temperature sensitivity can be 
canceled out. ECCs can be also used for correcting a fixed number of bits. This solution can 
effectively treat flips in the PUF responses due to on-chip noise or different environmental 
conditions. However, this approach is very expensive in terms of area and energy. Indeed, the 
ECC area and energy costs are typically two orders of magnitude larger than the PUF itself and 
they increase linearly with the number of correcting bits. The most used ECCs are Bose-
Chaudhuri-Hocquenghem (BCH) and the Fuzzy extractor. 
 
2.7.2 Techniques at testing time 
 
During the testing time several techniques are used for marking and reducing the unstable bits. 
One of the most used consists of masking unstable bits which cannot be corrected by the ECC so 
that they can be cancelled out or stabilized with other techniques. For example, in [43] the authors 
exploit the TMV technique for enabling the soft dark bits masking. Indeed, each bit which results 
unstable under repeated evaluations is marked as unstable. However, this approach allows 
achieving information only about bits sensitive to the on-chip noise. In [29] the authors use the 
𝑉## bias to detect hidden dark bits by shifting the mismatch distribution positively or negatively. 
In this way, the bits that appear unstable under repeated evaluations are marked us unstable. The 
main difference over [43] is that the shift modulation ensures of achieving information about the 
marginally stable cells (i.e., cells that could appear stable at GK conditions but unstable with a 
slight variation in the environmental conditions). Hardening is another effective technique which 
allows improving the native stability by locally (i.e., applying this technique only on 
unstable/marginally stable cells) aging the PUF array. However, this approach is not feasible in 
IoT nodes in view of their tight cost constraint. In [43] the authors employ the burn-in technique 
for exposing the PUF array to elevated supply voltages and temperatures for some hours so that 
the negative/positive bias temperature instability (NBTI/PBTI) aging reinforces preexisting 
biases and improves the cell stability. In [30] the authors exploit the hot carrier injection (HCI) 
burn-in for reinforcing the cell stability. They apply a high drain voltage (e.g., 3.3 V) along with 
an adequate gate voltage (e.g., 1.0 V) to bias the transistor in saturation region. In this way, the 
high electric field at the drain side gives to the carrier enough kinetic energy so that they get 
injected into the gate oxide. This generates interface states and results in a positive 𝑉WX shift thus 
reinforcing the marginally stable cells. 
 
2.7.3 Techniques at boot time 
 
Dark bit masking is often used at chip bot time for marking the cells which remain unstable even 
after the previous techniques. This technique usually considers the cells that are unstable at a 
determined conditions due to on-chip noise without considering the impact of voltage and 
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temperature variations. Indeed, cells which are unstable at GK conditions (i.e., whose output flips 
under repeated evaluations) surely show an unstable behavior when varying the environmental 
conditions.  
 
2.7.4 Techniques at runtime 
 
Recently some techniques are used during the normal chip operations for mitigating the effect of 
variations in the environmental conditions. Indeed, the use of on-chip sensors allows reducing the 
percentage of discarded bits as well as potentially estimating the number of necessary correction 
bits in the ECC. The first benefit refers to the possibility of performing actions as consequence of 
variations in the environmental conditions. For example, in [50] the authors embed an imbalance 
sensor which allows of actively tuning the pMOS body voltage for balancing the pMOS/nMOS 
strength ratio under temperature variations. The same authors in [51] combine the data from the 
instability sensor with a BER machine learning model for predicting the number of necessary 
correction bits. In this way, the ECC can operate with the instantaneously bit instability instead 
of the pessimistic one (i.e., the worst-case scenario) extracted by PVT testing. This allows 
improving the energy efficiency of the ECC. 
 

2.8 Conclusion 
 
This chapter provided an overview of the PUF research field mainly focusing on silicon PUF 
solutions. These solutions exploit random process variations in CMOS manufacturing processes 
or active random techniques at testing time, such as oxide breakdown, for generating a unique 
chip ID. PUFs represent emerging cryptographic primitives which could find application in many 
important cryptographic protocols such as low-cost secure authentication, cryptographic key 
generation, remote secure sensing, and so on.  However, for being suitable for these applications 
these solutions need to satisfy some important metrics like uniqueness, randomness, 
reproducibility, physical unclonability, etc. In the last few years, several PUF solutions have been 
proposed with very interesting properties. Unfortunately, designing a PUF circuit while meeting 
all the required features is still a challenge. Indeed, for PUF solutions based on transistor 
mismatch the main challenge is suppressing the native instability (without using stability 
enhancement techniques) under PVT variations. Among the different proposed solutions hybrid 
and active PUFs achieve a near-zero BER across a wide range of voltage and temperature 
variations. However, the former requires a very large bitcell footprint whereas active PUFs store 
the PUF information in a non-volatile manner.   
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Chapter 3  
Voltage Divider Based CMOS PUF 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.1 Introduction 
 
The proposed weak PUF solution consists of a voltage divider between two nominally identical 
sub-circuits (i.e., top circuit, TC, and bottom circuit, BC) as core block (i.e., the block which 
translates the process variations into a measurable quantity) along with a conversion block for 
digitizing the output, as shown in Fig. 3.1. Nominally, the two sub-circuits in the core block 
conduct the same current and the voltage at X node (i.e., VZ) is equal to V[[/2 thanks to the core 
symmetry (i.e., the equivalent resistances of the two sub-circuit are nominally the same, 𝑅WE ≡
𝑅SE). However, random mismatch between TC and BC causes these currents to be different. The 
large impedance at X node (i.e., 𝑅&), provided by the conversion block, translates such current 
differences into a large voltage deviation. The VZ voltage is then converted into a binary response 
by the conversion block. Embedding the conversion block in the bitcell also ensures higher 
reliability and better uniqueness compared to solutions in which the comparator is shared within 
the column or the whole array [47]. Indeed, the comparator must be designed with high gain and 
accurate offset cancellation for avoiding systematic bias in the response thus degrading the 
randomness as well as the uniqueness. This requires high effort in terms of power and complexity 
and even when the offset is properly cancelled out these shared comparators suffer from long 
wires and coupling effects. The proposed solution belongs to the class of static monostable PUFs. 
The fully static design along with the monostable behavior avoid random noise associated with 
dynamic transients and ensure that the correct output is always delivered even when noise 
occasionally flips the output bit. Moreover, the adoption of a voltage divider between two 
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nominally identical sub-circuits (i.e., TC ≡ BC) ensures that the randomness is always guaranteed 
even at different PVT corners as well as an inherent resilience to VT variations since the two sub-
circuits nominally have the same temperature and voltage sensitivity. This is achieved at the cost 
of a native larger bitcell footprint. 
 

 
Fig. 3.7. Design concept of the proposed static monostable PUF bitcell. 

The solutions explored during my PhD exploit the basic operative principle explained above while 
adopting different circuital solutions for implementing the sub-circuits. These different circuital 
solutions aim to achieve a more and more stable PUF for reducing the area and energy overhead 
associated to circuits implemented for suppressing the key error rate without paying an excessive 
cost in terms of energy and area required for generating the output bit. The following solutions 
have been simulated and fabricated in 180-nm CMOS technology. 
 
3.1.1 Chapter organization 
 
The chapter is organized as follow. Section 3.2 describes the 2T sub-threshold voltage divider. 
Section 3.3 analyzes the benefits and drawbacks of using a 4T sub-threshold voltage divider. 
Section 3.4 illustrates a possible stability – area tradeoff in the 4T solution. Section 3.5 shows the 
potential stability improvement when moving toward more stacked solutions. Finally, Section 3.6 
concludes this chapter summarizing the achieved results. 
 

3.2 2T Sub-threshold Voltage Divider 
 
3.2.1 Operative principle of the 2T voltage divider 
 
The basic idea was previously introduced in [97], where a two-transistor (2T) sub-threshold 
voltage divider based on identical series-connected NMOS devices with zero gate-source voltage 
(V\]) was used. Here will be analyzed the PMOS version instead of the original NMOS version 
for avoiding the use of deep-n-well transistors. Indeed, for being nominally identical the body 
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terminal of each NMOS should be connected to the respective source terminal thus requiring the 
use of deep-n-well transistors. However, the parasitic currents associated to the two reverse biased 
diodes unbalance the voltage divider thus violating the first condition of having two nominally 
identical sub-circuits. Another difference over [97] is related to the way in which the bit is 
generated. Indeed, in [97] the output bit is generated by comparing two different cells, here the 
conversion block is embedded in the bitcell so that one output bit is function of only one cell. Fig. 
3.2(a) and (b) illustrate the circuit of the bitcell along with the operative principle. As explained 
before, the bitcell consists of the 2T-core block along with an output inverter for generating the 
bit. 
 

 
Fig. 3.8. (a) Schematic of the bitcell based on the 2T voltage divider along with (b) the operative principle. 

Concerning the core circuit, it consists of a sub-threshold voltage divider between two (2T) 
nominally identical series connected zero-𝑉#$  PMOS. Nominally (i.e., in absence of mismatch), 
the two transistors have the same electrical behavior and the 𝑉& voltage is equal to the mid-supply 
point (𝑉""/2). Due to the mismatch, the strength difference between M1 and M2 is translated into 
a 𝑉& deviation from the nominal value. Indeed, if M1 (M2) is stronger than M2 (M1) the voltage 
drop across M2 (M1) is higher than that of M1 (M2) thus pushing 𝑉& toward 𝑉"" (ground). This 
principle is well illustrated in Fig. 3.2(b) which also highlights the key role played by the DIBL 
(i.e., drain induced barrier lowering) effect. Indeed, for a given mismatch the 𝑉& voltage is pushed 
as far from the mid-supply point (i.e., 𝑉""/2) as low is the DIBL effect of the two transistors.  
 
3.2.2 Design guidelines of the 2T-core 
 
Ideally, we would have high variability in terms of M1-M2 mismatch as well as low DIBL effect 
for making the 𝑉& well readable even when the mismatch is small. This highlights the trade-off 
between using long channel for reducing the DIBL effect and short channel for increasing the 
transistor variability. This trade-off is strongly technology dependent thus resulting in a different 
optimal sizing when scaling the technological nodes. Fig. 3.3(a)-(c) report the 𝑉& variability (i.e., 
the ratio between the standard deviation, 𝜎, and the mean value, µ) trend as function of the 
transistor sizing for 180-nm CMOS technology exploiting medium-𝑉WX (i.e., MVT) devices from 
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1k-run Monte Carlo simulations at TT corner and nominal conditions (i.e., golden key, GK, 
conditions) of 𝑉""= 1.8 V and T = 25°C. 
 

 
Fig. 3.3. Vx variability as function of (a) L1,2 with W1,2 = 0.22 µm, (b) W1,2 with L1,2 = 0.25µm, and (c) both L1,2 and 

W1,2 at nominal conditions of VDD = 1.8 V and T = 25 °C from 1k-run Monte Carlo simulations. 

Fig. 3.3(a) and (b) report the 𝑉& variability as function of the channel length, with 𝑊.,!= 0.22 µm, 
and the channel width, with 𝐿.,!= 0.25 µm, respectively, while the map reported in Fig. 3.3(c) 
provides the 𝑉& variability trend as function of both 𝐿.,!and 𝑊.,!. From this figure we can observe 
that the 𝑉& variability decreases when increasing both 𝐿.,! and 𝑊.,!. More precisely, from Fig. 
3.3 (a) and (b) the increase of the channel width (𝑊.,!) affects more the 𝑉& variability with respect 
to the increase of the channel length (𝐿.,!). This can be ascribed to the fact that an increase of 𝐿.,! 
results in a decrease of both DIBL effect (𝜆".,!) and M1-M2 mismatch (𝑉WX>,. − 𝑉WX>,!), in this 
technology the second effect is dominant, whereas an increase of 𝑊.,! results only in a decrease 
of 𝑉WX>,. − 𝑉WX>,!. As result, in the considered technology the optimal sizing corresponds to the 
minimum one (i.e., 𝐿.,! = 0.25 µm and 𝑊.,! = 0.22 µm). Fig. 3.4(a)-(c) illustrate the statistical 
distributions of the electrical parameters for a PMOS MVT device with minimum sizing (i.e., L 
= 0.25 µm and W = 0.22 µm) from 5k-run Monte Carlo simulations. Fig. 3.4(a) reports the DIBL 
coefficient (𝜆") distribution from which the mean value is 17.1 mV/V with a standard deviation 
of 30.3 µV/V thus resulting in overall variability of 0.18%. Fig. 3.4(b) shows the threshold voltage 
distribution (𝑉WX>), extracted at T = 25 °C and 𝑉#$=	𝑉#"= 𝑉#S= 0, where the mean value is      -
327 mV with a standard deviation of 14 mV thus resulting in a variability of 4.28%. Finally, 
Fig.3.4(c) illustrates the threshold voltage temperature coefficient (𝑘W) which shows a mean value 
of 881.2 µV/K along with a standard deviation of 3.6 µV/K thus resulting in a variability of 
0.41%. 
 

 
Fig. 3.4. Statistical distribution of (a) DIBL coefficient (𝜆&), (b) Threshold voltage (𝑉'()), and (c) threshold voltage 
temperature coefficient (𝑘') from 5k-run Monte Carlo simulations for a PMOS MVT device with nominal sizing (i.e., 

L = 0.25 µm and W = 0.22 µm). 
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From a quantitative point of view, given M1-M2 working in the sub-threshold region their current 
can be expressed by 
 

𝐼 = 𝐼!
𝑊
𝐿 exp(

𝑉"# + 𝑉$%
𝑛𝑉$

	- .1 − 𝑒𝑥𝑝 (
−𝑉"&
𝑉$

-4							(3.1)	 
 

where 𝐼> is the intrinsic sub-threshold current (i.e., 𝜇𝐶%&(𝑛 − 1)𝑉W!), W and L are, respectively, 
the channel width and length, n is the slope factor, 𝑉W is the thermal voltage (i.e., 𝑉W = 𝑘𝑇/𝑞 
where 𝑘 is the Boltzmann’s constant, T is the absolute temperature, and q is the electron charge), 
µ is the carrier mobility, 𝐶%&is the oxide capacitance for unit area, and 𝑉WX is the threshold 
voltage. The latter can be expressed as follow 𝑉WX = 𝑉WX> + 𝜆"𝑉#" + 𝑘W(𝑇 − 𝑇677^) where 
𝑉WX> is the zero-bias 𝑉WX at room temperature (i.e., 𝑇677^ = 25°C) and 𝜆" is the DIBL coefficient 
from the usual linear relationship 𝑉WX = 𝑉WX> + 𝜆"𝑉#". The term in the square bracket can be 
neglected for 𝑉#" > 3 − 4𝑉W. From (3.1) and the Fig. 3.2, the currents of M1-M2 are given by  
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by equating (3.2) and (3.3) the 𝑉& voltage can be expressed as follow  
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for sake of simplicity, since M1 and M2 are nominally identical we can assume that: (i) 𝑛.=	𝑛!= 
𝑛.,! and (ii) 𝜆",.=	𝜆",!= 𝜆".,!. The latter assumption can be valid only for very low 𝑉"" where 
the DIBL coefficient mismatch is negligible. Anyway, with these assumptions the equation (3.4) 
can be written as follow.  
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From equation (3.5) in absence of mismatch 𝑉WX>,. = 𝑉WX>,! and 𝑉& = 𝑉""/2. However, due to 
the mismatch, differences in 𝑉WX>,. − 𝑉WX>,! are translated into 𝑉& deviation from the mid-supply 
point as far as low is the DIBL coefficient (i.e., 𝜆".,!). The second part of equation (3.5) refers to 
the temperature sensitivity. Indeed, mismatch in the 𝑘W terms can potentially lead to a bit flip (i.e., 
inversion of the mismatch polarity, 𝑉WX>,. − 𝑉WX>,!) at a certain temperature. Assuming 𝑉WX> 
variations of M1 and M2 as statistically independent in (3.5) and neglecting the logarithm term, 
the standard deviation of 𝑉& (i.e., 𝜎_E) is given by 
 

𝜎/! ≈
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where  𝜎_FGHI,J is the 𝑉WX> standard deviation of M1 and M2. To better understand how the M1-
M2 mismatch is translated into a 𝑉& deviation from the mid-supply point Fig. 3.5(a) and (b) 
illustrate the 𝑉& voltages as function of the M1-M2 mismatch in terms of 𝑉WX>,. − 𝑉WX>,! and the 
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2T-core gain distribution over the M1-M2 mismatch from 5k-run Monte Carlo simulations at GK 
conditions (i.e., 𝑉""= 1.8 V and T = 25°C). 
 

 
Fig. 3.5. VX Voltage as function of the M1-M2 mismatch at GK conditions (i.e., VDD = 1.8 V and T = 25°C) from 5k-

run Monte Carlo simulations. 

The analytical treatment developed above well describes the region (I) of Fig.3.5 in which the 
assumption made above (i.e., the voltage drops across the two transistors are large enough for 
making the terms in square bracket of (3.1) negligible) is valid. Indeed, considering a DIBL 
coefficient (i.e., 𝜆") of 0.017 V/V, as reported in Fig. 3.4, the overall gain (i.e., 1/2𝜆") is around 
30. In region (II) and (III) the M1-M2 mismatch is large enough for letting the strongest transistor 
of the voltage divider works with a 𝑉#" lower than 3−4 thermal voltages thus approximately 
saturating the 𝑉& voltages towards 𝑉"" or ground according to the M1-M2 mismatch. Indeed, the 
slope of the characteristic in (II) and (III) is not zero but it is much lower than that in region (I). 
This is because the additional 𝑉#" dependence of the exponential term in the square bracket leads 
to large current variations with small voltage (i.e., 𝑉#") variations. In this way, a lower voltage 
variation is required on the strongest transistor for compensating the strength difference due to 
the mismatch. 
 
3.2.3 Simulations and measurements of the 2T-core  
 
 To better understand the circuit behavior under VT variations Fig. 3.6 and Fig. 3.7 illustrates the 
simulated and measured 𝑉& and 𝐼!W (i.e., the absorbed current by the core circuit) trends under 
voltage and temperature variations, respectively. Measurements of the 2T bitcell core were 
performed at wafer level across 20 samples by using a Cascade SUMMIT 11861B probe equipped 
with a Temptronic chuck temperature controller and a Keithley 4200-SCS parameter analyzer. 
Fig. 3.6(a) and (b) show the simulated and measured trend, respectively, of the 𝑉& normalized to 
𝑉"" across voltages at T = 25 °C from 250 samples and 20 dice. Fig. 3.6(a) demonstrates that the 
amplification effect provided by the circuit is not enough large for pushing all the 𝑉& voltages far 
from the mid-supply point when the M1-M2 mismatch is small. This is partially confirmed by the 
measurements in Fig. 3.6(b) which also highlights that the DIBL coefficient mismatch is not 
negligible especially at high voltages thus resulting in some bitflips under voltage variations. Fig. 
3.6(c) and (d) show the trend of the absorbed current (i.e., 𝐼!W) simulated and measured across 
voltages at T = 25 °C from 250 samples and 20 dice respectively. From Fig. 3.6(c) it is notable 
the linear relationship between the absorbed current and the supply voltage for voltages above 
3−4 thermal voltages thus indicating a relatively high DIBL effect showed by the two transistors. 
This trend is confirmed by the measurements as shown in Fig. 3.6(d). 
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Fig. 3.6. 𝑉* voltage of the 2T-core normalized to 𝑉&& (a) simulated across voltages at T = 25°C from 250 samples 
and bc) measured across voltages at T = 25°C from 20 samples. Absorbed current from the 2T core (i.e., 𝐼+') (c) 

simulated across voltages at T = 25°C from 250 samples and (d) measured across voltages at T = 25°C from 20 dice. 

Moreover, from Fig. 3.6(d) the supply current (dissipated power) of the 2T-core averaged across 
20 samples decreases from 40.68 pA (87.62 pW) down to 29.73 pA (11.89 pW) when decreasing 
the 𝑉"" from 1.8 V down to 0.4 V. On the other hand, Fig. 3.7(a) and (b) show the simulated and 
measured trends, respectively, of the 𝑉& normalized to 𝑉"" across temperatures at 𝑉""= 1.8 V 
from 250 samples and 20 dice. From Fig. 3.7(a) the 𝑉& voltages show a nearly temperature-
independent trend. However, this is not confirmed by measurements which show some bitflips. 
This indicates that the 𝑘W mismatch between M1 and M2 is not negligible (i.e., the temperature 
part of the equation (3.5)) thus resulting in some bit flip under temperature variations. Fig. 3.7(c) 
shows an exponential relationship between the absorbed current and the temperature variations. 
This trend is confirmed by the measurements reported in Fig. 3.7 (d). Moreover, from Fig. 3.7(d) 
the supply current (dissipated power) of the 2T-core averaged across 20 samples increases from 
40.68 pA (87.62 pW) up to 834.79 pA (1.50 nW) when increasing the temperature from 25 °C up 
to 100 °C. Fig. 3.6 and Fig. 3.7 point out that simulations significantly underestimate the chances 
of flipping the polarity of the 𝑉WX mismatch between M1 and M2 and hence the instability of the 
PUF response under temperature and voltage variations compared to measurement results [98]. 
This likely arises from an underestimation of the 𝑘W and 𝜆" mismatch for transistors belonging 
to the same schematic whose temperature and voltage dependences are somehow correlated, and 
from statistical correlations between mismatches in terms of 𝑉WX> and 𝑘W and of 𝑉WX> and 𝜆". 
For better explaining this problem, Fig. 3.8 summarized the statistical behavior of PMOS MVT 
devices with minimum sizing (i.e., L = 0.25 µm and W = 0.22 µm) under voltage and temperature 
variations from 5k-run Monte Carlo simulations under local variations in the considered 180-nm 
CMOS technology. 
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Fig. 3.7. 𝑉* voltage of the 2T-core normalized to 𝑉&& (a) simulated across temperatures at 𝑉&&= 1.8 V from 250 

samples and (b) measured across temperatures at 𝑉&&= 1.8 V from 20 samples. Absorbed current from the 2T core 
(i.e., I_2T) (c) simulated across temperatures at 𝑉&&= 1.8 V from 250 samples and (d) measured across temperatures 

at 𝑉&&= 1.8 V from 20 dice. 

Fig. 3.8(a) and (c) show the statistical distributions of the differences of DIBL coefficient 
difference (∆𝜆".,!), threshold voltage (i.e., ∆𝑉WX>), and 𝑉WX temperature coefficient (∆𝑘W), 
respectively, for the two transistors belonging to the same schematic. From these figures the 
standard deviations are 43.2 µV/V, 19.9 mV, and 5.1 µV/K, respectively. Indeed, considering the 
3𝜎 worst-case scenario, voltage variations of 1.8 V can potentially lead to the polarity inversion 
of threshold voltage differences (∆𝑉WX>) in the range of ± 233.28 µV that is around 1.18% of the 
distribution showed in Fig. 3.8(b). On the other hand, the temperature scenario is more critical. 
Indeed, always considering the 3𝜎 scenario, temperature variations of 100 °C can potentially lead 
to the polarity inversion of threshold voltage differences (∆𝑉WX>) in the range of  ± 1.53 mV that 
is around 6.24% of the distribution showed in Fig. 3.8(b). However, referring to the statistical 
correlations showed in Fig. 3.8(d) and (e) for a given VTH0 mismatch the maximum difference in 
terms of 𝜆".,! and 𝑘W.,! is of 70 µV/V and 7.8 µV/K respectively. This means that 1.8 V of 
voltage variation and 100 °C of temperature variation can potentially lead to the polarity inversion 
in the VTH0 mismatch for ∆VTH0 in the range of ± 126 µV and ± 780 µV that are the 0.72% and 
3.2% of the distribution showed in Fig. 3.8(b) respectively. Moreover, the previous analysis only 
considers the unstable bits due to the ∆𝑉WX> polarity inversion. Unfortunately, when we consider 
the PUF solution immersed in a complete system we must also take into account the unstable bits 
due to on-chip noise (i.e., occasional bit flips due to the on-chip noise). Indeed, noisy bits are 
function of both core and conversion circuits. For this reason, in the proposed design concept, the 
conversion block is embedded into the bitcell circuit, thus reducing the impact of noise on the 
conversion phase.  



 70 

 

 
Fig. 3.8. Statistical distributions of (a) the DIBL coefficient difference (∆𝜆&,,+), (b) the 𝑉'() difference (∆𝑉'(,,+) and 
(c) the 𝑉'( temperature coefficient difference (∆𝑘',,+) for a PMOS MVT device with W = 0.22 µm and L = 0.25 µm 

(from 5k-run Monte Carlo simulations under local variations in the considered 180-nm technology). Statistical 
correlation between (d) DIBL coefficient mismatch ( ∆𝜆&,,+) and threshold voltage mismatch (∆𝑉'(),,+) and (e) 𝑉'( 
temperature coefficient mismatch (∆𝑘',,+) and threshold voltage mismatch (∆𝑉'(),,+) for two PMOS MVT devices 
with W = 0.22 µm and L = 0.25 µm (from 5k-run Monte Carlo simulations under local variations in the considered 

180-nm technology). 

 
3.2.4 Simulations results of the 2T-corebased bitcell 
 
Fig. 3.9(a) and (b) illustrates the schematic and layout of the 2T-core based bitcell, respectively.  
 

 
Fig. 3.9. (a) Schematic and (b) Layout of the PUF bitcell based on the 2T sub-threshold voltage divider. 

In the proposed bitcell solution, showed in Fig. 3.9(a), the conversion block consists of a 4T 
inverter. Indeed, for reducing the impact of the on-chip noise it is important pushing all the 𝑉& 
voltages far from the unstable input region of the inverter (i.e., the difference between the 
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minimum high input voltage, 𝑉X, and the maximum low input voltage, 𝑉 a). This is because the 
not full swing 𝑉& voltage samples that fall in the unstable input region can result potentially 
unstable at the output of the inverter due to noise. For this reason, we adopted a 4T inverter instead 
of the conventional 2T in the proposed bitcell, as shown in Fig. 3.9(a). Indeed, the use of four 
transistors along with a proper sizing ensures obtaining a narrower unstable input region (i.e., 
lower 𝑉X-𝑉 a) as well as a lower power consumption. This is achieved at the cost of higher bitcell 
footprint. Indeed, as shown in Fig. 3.9(b), despite the small number of transistors the bitcell area 
normalized to the adopted technology (i.e., dividing the obtained area by two times the minimum 
channel length of the technology) is of 2,663F2 (86.28 µm2). Fig. 3.10 shows simulation results 
from 5k-run Monte Carlo simulations at 𝑉""= 1.8 V and T = 25 °C at TT corner. In particular,  
 

 
Fig. 3.10. Simulation results (5k-run Monte Carlo at 𝑉&& = 1.8 V and T = 25°C) of 2T-core PUF bitcell in 180-nm 

CMOS at TT corner: (a) statistical distribution of the voltage 𝑉* of the bitcell core, (b) nominal input-output 
characteristics of the inverter, and (c) statistical distribution of the voltage 𝑉./' of the inverter. 

Fig. 3.10(a) illustrates the statistical distribution of the 𝑉& voltage from which the percentage of 
bits that fall in the unstable region of the inverter plus two thermal voltages (i.e., for taking more 
effectively into account the effect of noise at different operating conditions), and then potentially 
unstable, is 23.62% while the percentages of logic ‘0’ and ‘1’ are 37.78% and 38.60%, 
respectively. Fig. 3.10(b) illustrates the nominal input-output characteristic of the 4T inverter 
from which the logic threshold (i.e., 𝑉G) is equal to the mid-supply point (i.e., 𝑉""/2) and the 
unstable region is delimited by minimum high input voltage (𝑉X) of 1.05 V and a maximum low 
input voltage (𝑉 a) of 0.74 V. Finally, Fig. 3.10(c) shows the statistical distribution of the voltage 
𝑉%bW of the inverter. This figure highlights that the trade-off between low DIBL effect and high 
variability in the 2T-core results in a high percentage of potentially unstable bits at the output of 
the subsequent inverter. Moreover, Fig. 3.10 also highlights that a single inverter stage is not 
enough for making the 𝑉& samples full swing thus propagating the noise sensitivity to the readout 
system. Concerning the performance under PVT variations Fig. 3.11(a)-(d) report the effect of 
process, voltage, and temperature variations on both amplitude of the unstable input region and 
input logic threshold of the output inverter. Fig. 3.11(a) and (b) illustrate difference between the 
minimum high- and maximum low-input voltages (i.e., 𝑉X-𝑉 a) as function of voltage (0.4−1.8 
V) and temperature (0−100 °C) variations respectively. From Fig. 3.11(a), such amplitude 
exhibits a nearly linear decrease with decreasing 𝑉"" down to 0.6 V, whereas the decreasing trend 
deviates from the linearity for 𝑉"" below 0.6 V. In addition, Fig. 3.11(b) shows that 𝑉X-𝑉 a 
slightly increases with increasing the temperature. Moreover, in the corners TT, FS, and SF the 
static performances of the inverter in terms of 𝑉X-𝑉 a are quite close to each other with an increase 
of the amplitude at the corner FF and a decrease of the amplitude in the corner SS. 
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Fig. 3.11. Effect of voltage and temperature variations on the static parameters of the output inverter at different 

process corners. Effect of (a) voltage with T= 25 °C, and (b) temperature with 𝑉&& = 1.8 V variations on the 
difference between minimum high- and maximum low-input voltages (𝑉0(-𝑉01). Effect of (c) voltage with T= 25 °C 

and (d) temperature with 𝑉&& = 1.8 V variations on the input logic-threshold (𝑉2). 

From Fig. 3.11(c) the logic threshold shows a linear trend under 𝑉"" variations keeping its value 
quite close to the mid-supply point. From Fig. 3.11(d) the logic threshold exhibits slightly 
increases when increasing the temperature. Considering the process variations, in both Fig. 
3.11(c) and (d) 𝑉G is quite close to the ideal value of 𝑉""/2 at the corners TT, FF, SS with a slight 
increase (decrease) at SF (FS) corner. For better understanding the effect of the process variations 
it also important understanding their effect on the transistor electrical behavior. Fig. 3.12 report 
the mean value along with the standard deviation of some electrical parameter such as the 
threshold voltage (|𝑉WX>|), the DIBL coefficient (𝜆"), and the threshold voltage temperature 
coefficient (𝑘W) for a PMOS MVT device with minimum sizing (i.e., L= 0.25 µm and W= 0.22 
µm) at different process corners from 5k-run Monte Carlo simulations. 
 

 
Fig. 3.12. Mean value and standard deviation of (a) 𝑉'(), (b) DIBL coefficient (𝜆&), and (c) 𝑉'( temperature 

coefficient (𝑘') from 5k-run Monte Carlo simulations at different process corners. 

From Fig. 3.12(a) the mean value of |𝑉WX>| at TT corner is of 327 mV which increases up to 422.6 
mV at SS corner and decrease down to 226.7 mV at FF corner. On the other hand, the standard 
deviation slightly variates along the different process corners which could result in a slight lower 



 73 

𝑉& variability. From Fig. 3.12(b) the mean value of the DIBL coefficient (𝜆") remains nearly 
constant (i.e., 17.11 mV/V) under process variations but its standard deviation is 30.11 µV/V at 
TT corner and increases up to 37.61 µV/V at SS corner and decreases down to 22.08 µV/V at FF 
corner. This probably leads to higher bitflip under voltage variations at the SS corner. Finally, 
from Fig. 3.12(c) both the mean value and the standard deviation of the 𝑉WX temperature 
sensitivity (𝑘W) remain constant under process variations. Fig. 3.13(a)-(c) report the 𝑉& voltage 
distribution of the 2T-core at TT, FF, and SS corner, respectively, from 5k-run Monte Carlo 
simulations at GK conditions (i.e., 𝑉""= 1.8 V and T= 25°C). These distributions point out that 
the adoption of a voltage divider between two nominally identical sub-circuits always guarantee 
a good uniformity even under process variations. Indeed, the mean value of the distributions is 
close to the ideal value of the mid-supply point regardless of the considered process corner.  
 

 
Fig. 3.13. Statistical distribution of the 𝑉* voltage of the 2T-core from 5k-run Monte Carlo simulations at GK 

conditions (i.e., 𝑉&&= 1.8 V and T = 25°C) at (a) TT corner, (b) FF corner, and (c) SS corner. 

However, such differences in terms of electrical parameters and their mismatch, showed in Fig. 
3.12, lead to different results. Indeed, the distribution at TT corner, Fig. 3.13(a), shows higher 𝑉& 
spread than that at FF and SS corners thus resulting in a lower percentage of native unstable bits. 
Concerning the PUF stability at different environmental conditions, Fig. 3.14(a) and (b) provide 
the percentage of unstable bits under voltage and temperature variations, respectively. In 
particular, the unstable bits include noisy bits (i.e., bits which flip occasionally due to on chip 
noise and estimated as the percentage of 𝑉& samples that fall in the unstable input region of the 
output inverter) and the flipped bits (i.e., 𝑉& samples that cross the input logic threshold, 𝑉G, under 
voltage and temperature variations). 
 

 
Fig. 3.14. Percentage of simulated unstable bits for the 2T-based solution at TT corner under (a) 𝑉&& variations at 

T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. 
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From Fig. 3.14 the overall instability at TT corner is dominated by the noisy bits. In particular, 
from Fig. 3.14(a) the percentage of bits affected by on-chip noise decreases down to 9.8% when 
decreasing the 𝑉"" down to 0.4 V thanks to the decrease of both the DIBL effect on M1-M2 
threshold voltages, which increases the 𝑉& deviation from its nominal value, and the amplitude of 
the unstable region of the output inverter. Moreover, decreasing the 𝑉"" also increases the 
percentage of flipped bits up to 2.72% due to both DIBL coefficient (𝜆") mismatch and 𝑉G 
deviation from the mid-supply point. On the other hand, Fig. 3.14(b) show the trend of both noisy 
and flipped bits under temperature variations. Similar to what happens under voltage variations, 
the total instability is dominated by noisy bits which increase up to 31.36% when increasing the 
temperature up to 100 °C while the percentage of flipped bits increases up to 1.4% under the same 
temperature variation due to both 𝑉WX temperature coefficient mismatch (𝑘W) and 𝑉G deviation 
from the mid-supply point. However, I would stress again that both DIBL coefficient and 𝑉WX 
temperature coefficient mismatches are underestimated by the circuit simulator. Fig. 3.15(a) and 
(b) report the percentage of the unstable bits under voltage and temperature variations, 
respectively, across different process corners.  
 

 
Fig. 3.15. Percentage of total unstable bits for the 2T-based solution across different process corners under (a) 

voltage variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. 

From this figure the trend is similar to that illustrated in Fig. 3.14. Indeed, the percentage of 
unstable bits decreases when decreasing the 𝑉"" down to 0.4 V and increases when increasing 
the temperature up to 100 °C. From Fig. 3.15(a) the total instability is lower at TT corner at high 
𝑉""	while it is lower at SS corner at low 𝑉"" this is because: (i) the higher DIBL coefficient 
variability, showed in Fig. 3.12(b) results in higher 𝑉& spread at low 𝑉"" and (ii) the lower 
amplitude of the unstable input region of the inverter, showed in Fig. 3.11(a). The different trend 
at FS and SF corner are strictly related to the output inverter behavior at the same corners. From 
Fig. 3.15(b) the total instability increases when increasing the temperature up to 100 °C at each 
corner. Moreover, at TT corner the circuit shows a lower instability compared to that at the other 
corners. Concerning the power consumption, due to the deep sub-threshold operation the inverter 
absorbs the most part of the current. In particular, the amount of absorbed current depends on the 
𝑉& voltage distribution. Indeed, as closer are to the mid-supply point as higher is the absorbed 
current by the inverter thus resulting in a higher power consumption. Fig. 3.16(a)-(d) illustrate 
the absorbed current by both the 2T-core and by the entire bitcell across different process corners 
and under voltage and temperature variations. Fig. 3.16(a) and (b) report the absorbed current by 
the 2T-core (𝐼!W) under voltage and temperature variations, respectively. 
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Fig. 3.16. Simulated absorbed current by the 2T-core across different process corners from 5k-run Monte Carlo 
simulations under (a) voltage variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. Simulated 

absorbed currend across different process corners by the bitcell under (c) voltage variations at T= 25°C and (d) 
temperature variations at 𝑉&&= 1.8 V. 

From Fig. 3.16(a) the 𝐼!W shows a slight deviation from its nominal value under voltage variations. 
For example, at the TT corner the 𝐼!W (𝑃!W) decreases from 74.24 pA (133.63 pW) down to 44.37 
pA (17.75 pW) when decreasing the 𝑉"" from 1.8 V down to 0.4 V. On the other hand, from Fig. 
3.16(b) the same currents exhibit an exponential relationship with the temperature. Indeed, at TT 
corner when increasing the temperature up to 100 °C the absorbed current (dissipated power) also 
increases from 74.24 pA (133.63 pW) up to 1.48 nA (2.66 nW). Fig. 3.16(c) and (d) report the 
supply current of the bitcell (𝐼"") under voltage and temperature variations respectively. From 
Fig. 3.16(c) the 𝐼"" (𝑃"") shows an exponential relationship with the 𝑉"". Indeed, at TT corner 
the 𝐼"" (𝑃"") decrease from 0.78 µA (1.40 µW) down to 1.38 nA (0.55 nW) when decreasing the 
𝑉"" down to 0.4 V. On the other hand, from Fig. 3.16(d) the absorbed current deviates linearly 
from its nominal value under temperature variations. Indeed, at TT corner the absorbed current 
(dissipated power) increases from 0.78 µA (1.40 µW)  up to 0.89 µA (1.60 µW) when increasing 
the temperature up to 100 °C. Considering the process variations, the worst corner is the FF where 
the higher PMOS conductivity increases the 𝐼!W (𝑃!W) and the 𝐼"" (𝑃"") up to 909.28 pA (1.64 
nW) and 1.08 µA (1.94 µW), respectively, at GK conditions. On the other hand, the best corner 
is the SS where the lower PMOS conductivity reduces the 𝐼!W (𝑃!W) and the 𝐼"" (𝑃"") down to 
7.41 pA (13.34 pW) and 0.73 µA (1.31 µW), respectively, at GK conditions. 
 

3.3 4T Sub-threshold Voltage Divider 
 
The use of a voltage divider between two nominally identical sub-circuits along with a deep sub-
threshold operation ensure a high degree of randomness regardless of the supply voltage and 
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operative temperature. However, along with these benefits the 2T-core based solution shows some 
limitations: 

1. The trade-off between high variability and low DIBL effect limits the 𝑉& voltage spread 
thus increasing the overall instability as well as the absorbed current by the output 
inverter. 

2. The DIBL coefficient (𝜆") mismatch can potentially lead to a relatively large percentage 
of flipped bits under voltage variations due to the large voltage drops across M1 and M2. 

3. The 𝑉WX temperature coefficient (𝑘W) mismatch can potentially lead to a relatively large 
percentage of flipped bits under temperature variations. 

One possible solution to counteract some of the previous issues consists of adding one negative-
𝑉#$  transistor (i.e., PMOS-MVT) in each sub-circuit which acts as mismatch boosters.  
 
3.3.1 Operative principle of the 4T voltage divider 
 
Fig. 3.17(a) and (b) illustrate the circuit of the 4T-core bitcell along with the operative principle. 
The bitcell consists of the 4T-core block along with an output inverter for generating the bit. From 
Fig. 3.17(a) M1 and M2 act as main mismatch sources determining the mismatch polarity while 
M3 and M4 act as mismatch boosters pushing the 𝑉& samples toward 𝑉"" or ground, depending 
to the M1-M2 mismatch polarity, as well as shielding M1-M2 against the voltage variations. 
Indeed, in absence of mismatch the 𝑉& voltage assesses to the mid-supply point (𝑉""/2) since the 
two sub-circuits are nominally identical. On the other hand, when mismatch occurs if M1 (M2) is 
stronger than M2 (M1), the voltage drop across M2 (M1) is higher than that of M1 (M2), thus 
making M4 (M3) weaker than M3 (M4). This leads to an increase in the voltage drop on the BC 
(TC), thus pushing 𝑉& toward 𝑉"" (ground). This principle is well illustrated in Fig. 3.17(b). The 
same figure also highlights that the equivalent DIBL of each sub-circuit is much lower than that 
of the 2T-core, showed in Fig. 3.2(b). As result, for a given mismatch the 𝑉& voltage is pushed 
further towards 𝑉"" or ground compared to the 2T-core solution. 
 

 
Fig. 3.17. (a) Schematic of the bitcell based on the 4T voltage divider along with (b) the operative principle. 



 77 

3.3.2 Design guidelines of the 4T-core 
 
The main advantage of this circuital approach consists of differently optimizing the two transistors 
in each sub-circuit. Indeed, M1 and M2 need to be sized for maximizing their variability while 
M3 and M4 for improving their amplification effect. As result, M1 and M2 translate their strength 
mismatch into a difference between their voltage drops (i.e., 𝑉#". - 𝑉#"!) and then M3 and M4 
translate such difference into a difference between their voltage drops (i.e., 𝑉#"c - 𝑉#"d). This 
allows increasing the 𝑉& voltage spread as well as keeping nearly constant 𝑉#". - 𝑉#"! under 
voltage variations. However, M3 and M4 need to be properly sized for maximizing this effect. 
Indeed, they should show the following properties: (i) lower variability so that the output bit is 
function only of M1-M2 mismatch (i.e., the difference between the voltage drops across M1 and 
M2, 𝑉#". - 𝑉#"!, is always higher than the mismatch between M3 and M4, 𝑉WXd - 𝑉WXc) and (ii) 
enough conductivity (i.e., 𝑊c,d/𝐿c,d) for ensuring an adequate voltage drop across M1-M2. More 
precisely, requirement (ii) refers to the fact that the voltage drop across M1 and M2 must not be 
too high for avoiding that the DIBL coefficient (i.e., 𝜆".,!) counteracts the M1-M2 mismatch but 
the at the same time not too low (i.e., at least 3−4 thermal voltages) for maximizing the 𝑉#". - 
𝑉#"!. The latter point is very critical since for a given mismatch if the operative voltage drop 
across M1 or M2 (depending on the mismatch) is lower than 3−4𝑉W lower 𝑉#". - 𝑉#"! is required 
for carrying the same current due to the exponential term in the square bracket of (3.1) thus 
resulting in a lower 𝑉& voltage spread. Fig. 3.18(a)-(c) report the 𝑉& variability (i.e., the ratio 
between the standard deviation, 𝜎, and the mean value, µ) trend in 180-nm CMOS technology 
exploiting medium-𝑉WX (i.e., mvt) devices as function of M3-M4 sizing with M1-M2 sized as in 
the 2T-core solution (i.e., 𝐿.,!= 0.25 µm and 𝑊.,!= 0.22 µm) from 1k-run Monte Carlo 
simulations at TT corner and at GK conditions (i.e., 𝑉""= 1.8 V and T = 25°C). From Fig. 3.18(a) 
The 𝑉& variability increases up to 78.8% when increasing the M3-M4 channel length (𝐿c,d) up to 
0.5 µm due to the reduction of the DIBL coefficient. For values above 0.5 µm the 𝑉& variability 
exhibits a slight decrease due to the reduction of the M1-M2 voltage drops thus also reducing 
their difference for a given mismatch. On the other hand, from Fig. 3.18(b) the 𝑉& variability 
strongly increases up to 92.13% when increasing the channel width up to 1.00 µm after which the 
𝑉& variability exhibits a slight increase. This can be ascribed to the increase of the voltage drops 
across M1 and M2 which also improve their difference.  
 

 
Fig. 3.18. 𝑉* variability as function of (a) 𝐿3,4 with 𝑊3,4 = 0.25 µm, (b) 𝑊3,4	with 𝐿3,4 = 0.25µm, and (c) both 𝐿3,4 

and 𝑊3,4 at nominal conditions of 𝑉&& = 1.8 V and T = 25 °C from 1k-run Monte Carlo simulations. 
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This trend is also confirmed by Fig. 3.18(c) where for a given channel length, the increase of the 
channel width leads to a strong increase of the 𝑉& variability.  However, an optimal value also 
exists for the channel width. Fig. 3.19 reports the trend of the 𝑉& variability as function of 𝑊c,d. 
 

 
Fig. 3.19. 𝑉* variability as function of the M3-M4 channel widths with L = 0.5 µm at GK conditions (i.e., 𝑉&& = 1.8 

V and T = 25 °C) from 1k-run Monte Carlo simulations. 

From Fig. 3.19 for large 𝑊c,d values the M1-M2 voltage drops became too much larger thus 
leading DIBL effect of M1 and M2 (i.e., 𝜆".,!) counteracts their mismatch as in the 2T solution. 
This results in a decrease of the 𝑉& variability for excessive large channel widths. Indeed, the 
chosen sizing is reported in Fig. 3.18(c) and consists of 𝐿c,d= 0.5 µm and 𝑊c,d= 1.5 µm. Fig. 
3.20(a)-(c) illustrate the statistical distributions of the electrical parameters from 5k-run Monte 
Carlo simulations for a PMOS MVT device with L = 0.5 µm and W = 1.5 µm. Fig. 3.20(a) reports 
the DIBL coefficient (𝜆") distribution where the mean value is 15.6 mV/V with a standard 
deviation of 7.4 µV/V thus resulting in overall variability of 0.05%. Fig. 3.20(b) shows the 
threshold voltage distribution (𝑉WX>), extracted at T = 25 °C and 𝑉#$=	𝑉#"= 𝑉#S= 0, which shows 
a mean value of -266 mV with a standard deviation of 3.7 mV thus resulting in a variability of 
1.39%.  Fig.3.20(c) illustrates the threshold voltage temperature coefficient (𝑘W) from which the 
mean value is 984.8 µV/K and the standard deviation is 0.45 µV/K, thus resulting in a variability 
of 0.05%. 
 

 
Fig. 3.20. Statistical distribution of (a) DIBL coefficient (𝜆&), (b) Threshold voltage (𝑉'()), and (c) threshold voltage 
temperature coefficient (𝑘') from 5k-run Monte Carlo simulations for a PMOS MVT device with nominal sizing (i.e., 

L = 0.5 µm and W = 1.5 µm). 

From a quantitative point of view, given M1-M4 working in the sub-threshold region their current 
can be expressed by (3.1). Since M1 is nominally identical to M2 and M3 to M4 we can do the 
following assumptions: (i) 𝑛.=	𝑛!= 𝑛.,!, (ii) 𝜆",.= 𝜆",!= 𝜆".,!, (iii)	𝑛c=	𝑛d= 𝑛c,d, (iv)	𝜆",c= 𝜆",d= 
𝜆"c,d, and (v)	𝑘W,c= 𝑘W,d= 𝑘Wc,d. Due to the low variability showed in Fig. 3.20 the assumptions 
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(iv) and (v) can be considered valid. Moreover, the limited voltage drops across M1 and M2 allows 
considering valid the assumption (ii). Indeed, their difference is close enough for making 
infrequent the possibility of flipping under voltage variations. From (3.1) and Fig. 3.17, the above 
assumption and considering the voltage drop across each transistor higher than 3-4𝑉W, the currents 
of M1-M4 are given by 
 

𝐼'( = 𝐼!,(
𝑊(

𝐿(
exp?

𝑉$%!,((𝑇) + 𝜆&(,.(𝑉&& − 𝑉()
𝑛(,.𝑉$

	@	(3.7)	 
 

𝐼'. = 𝐼!,.
𝑊.

𝐿.
exp ?

𝑉$%!,.(𝑇) + 𝜆&(,.(𝑉* − 𝑉.)
𝑛(,.𝑉$

	@	(3.8) 

 

𝐼'0 = 𝐼!,0
𝑊0

𝐿0
exp ?

𝑉( − 𝑉&& + 𝑉$%!,0(𝑇) + 𝜆&0,1(𝑉( − 𝑉*)
𝑛0,1𝑉$

	@	(3.9)	 
 

𝐼'1 = 𝐼!,1
𝑊1

𝐿1
exp?

𝑉. − 𝑉* + 𝑉$%!,1(𝑇) + 𝜆&0,1(𝑉.)
𝑛0,1𝑉$

	@	(3.10) 
 

By equating (3.7) and (3.9) (i.e., the currents of M1 and M3), and (3.8) and (3.10) (i.e., the currents 
of M2 and M4), the voltages 𝑉. and 𝑉! are given by 
 

𝑉( =
1

𝑛(,. + 𝑛(,.𝜆&0,1 + 𝑛0,1𝜆&(,.
MB𝑛(,. + 𝑛0,1𝜆&(,.C𝑉&& + 𝑛0,1𝑉$%!,((𝑇) − 𝑛(,.𝑉$%!,0(𝑇) + 𝑛(,.𝜆&0,1𝑉*

+ 𝑛(,.𝑛0,1𝑉$ ln ?
𝐼!,(𝑊(𝐿0
𝐼!,0𝑊0𝐿(

@N				(3.11) 
 

𝑉. =
1

𝑛(,. + 𝑛(,.𝜆&0,1 + 𝑛0,1𝜆&(,.
M𝑛0,1𝑉$%!,.(𝑇) − 𝑛(,.𝑉$%!,1(𝑇) + B𝑛(,. + 𝑛0,1𝜆&(,.C𝑉*

+ 𝑛(,.𝑛0,1𝑉$ ln ?
𝐼!,.𝑊.𝐿1
𝐼!,1𝑊1𝐿.

@N				(3.12) 

 

Then, by substituting (3.11) and (3.12), respectively, in (3.7) and (3.8) and equating the resulting 
expressions, the equation for the voltage 𝑉& can be derived as follow. 
 

𝑉* =
𝑉&&
2 +

1
2𝜆&0,1

M𝑉$%!,0(𝑇) − 𝑉$%!,1(𝑇) + 𝑛0,1𝑉$𝑙𝑛 ?
𝐼!,0𝑊0𝐿1
𝐼!,1𝑊1𝐿0

@N

+
1 + 𝜆&0,1
2𝜆&(,.𝜆&0,1

M𝑉$%!,((𝑇) − 𝑉$%!,.(𝑇) + 𝑛(,.𝑉$𝑙𝑛 ?
𝐼!,(𝑊(𝐿.
𝐼!,.𝑊.𝐿(

@N		(3.13) 
 

If we also explicit the 𝑉WX temperature sensitivity of M1 and M2 the equation (3.13) can be written 
as follow 
 

𝑉* =
𝑉&&
2 +

1
2𝜆&0,1

M𝑉$%!,0 − 𝑉$%!,1 + 𝑛0,1𝑉$𝑙𝑛 ?
𝐼!,0𝑊0𝐿1
𝐼!,1𝑊1𝐿0

@N

+
1 + 𝜆&0,1
2𝜆&(,.𝜆&0,1

M𝑉$%!,( − 𝑉$%!,. + B𝑘$,( − 𝑘$,.C(𝑇 − 𝑇2,-)

+ 𝑛(,.𝑉$𝑙𝑛 ?
𝐼!,(𝑊(𝐿.
𝐼!,.𝑊.𝐿(

@N						(3.14) 
 

Where the low M3-M4 variability, showed in Fig. 3.20(c), allows us neglecting the temperature 
sensitivity of these transistors. 
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Moreover, the low	𝑉WX> variability showed in Fig. 3.20(b) allows us approximating the equation 
(3.14) as follow 
 

𝑉* ≈
𝑉&&
2 +

1 + 𝜆&0,1
2𝜆&(,.𝜆&0,1

M𝑉$%!,( − 𝑉$%!,. + B𝑘$,( − 𝑘$,.C(𝑇 − 𝑇2,-) + 𝑛(,.𝑉$𝑙𝑛 ?
𝐼!,(𝑊(𝐿.
𝐼!,.𝑊.𝐿(

@N						(3.15) 
 

From equation (3.15) in absence of mismatch 𝑉WX>,. = 𝑉WX>,! and 𝑉& = 𝑉""/2. However, due to 
the mismatch, differences in 𝑉WX>,. − 𝑉WX>,! are translated into 𝑉& deviation from the mid-supply 
point as far as low is the equivalent DIBL of the sub-circuit (i.e., 𝜆".,!𝜆"c,d). Similar to the 2T 
solution, the second part of equation (3.15) refers to the temperature sensitivity. Indeed, mismatch 
in the 𝑘W terms can lead to a bit flip (i.e., inversion of the mismatch polarity, 𝑉WX>,. − 𝑉WX>,!) at 
a certain temperature. Assuming 𝑉WX> variations of M1 and M2 as statistically independent in 
(3.15) and neglecting the logarithm term, the standard deviation of 𝑉& (i.e., 𝜎_E) is given by 
 

𝜎/! ≈
𝜎/"#$%,'

√2𝜆&(,.𝜆&0,1
			(3.16) 

 

where  𝜎_FGHI,J is the 𝑉WX> standard deviation of M1 and M2. Typically, 𝜆" values are ≪ 1, 
especially for long-channel devices, thus resulting in a higher gain and then a higher 𝑉& spread 
compared to (3.6). To better understand the improvement with respect to the 2T core solution Fig. 
3.21(a) and (b) illustrate the 𝑉& voltages as function of the M1-M2 mismatch in terms of 𝑉WX>,. −
𝑉WX>,!  and the 4T-core gain distribution over the M1-M2 mismatch, respectively, from 5k-run 
Monte Carlo simulations at GK conditions (i.e., 𝑉""= 1.8 V and T = 25°C). 
 

 
Fig. 3.21. (a)VX Voltage as function of the M1-M2 mismatch at GK conditions (i.e., VDD = 1.8 V and T = 25°C) and 

(b) gain (i.e., (1 + 𝜆&3,4) (2𝜆&,,+𝜆&3,4)⁄ ) distribution from 5k-run Monte Carlo simulations. 

Also here, the analytical treatment developed above well describes the region (I) of Fig.3.21(a) in 
which the assumption made above (i.e., the voltage drops across the two transistors are at least 
3−4 thermal voltages for making the terms in square bracket of (3.1) negligible) is valid. Indeed, 
the DIBL coefficients of M1-M2 (i.e., 𝜆".,!) and M3-M4 (i.e., 𝜆"c,d) are equal to 17.1 mV/V and 
15.6 mV/V respectively thus resulting in an average overall gain (i.e., 1/2𝜆".,!𝜆"c,d) around 1900, 
as shown in Fig. 3.21(b). In region (II) and (III) the M1-M2 mismatch is large enough for letting 
the strongest transistor among them works with a 𝑉#" lower than 3−4 thermal voltages thus 
approximately saturating the 𝑉& voltages towards 𝑉"" or ground according to the M1-M2 
mismatch. Like the 2T-core solution the slope of the characteristic in (II) and (III) is not zero but 
it is much lower than that in region (I). This is because the exponential term in the square bracket 
leads to large current variations with small voltage (i.e., 𝑉#".,!) variations. In this way, a small 
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voltage variation is required on the strongest transistor for compensating the strength difference 
caused by the mismatch.  
For better understanding the M3-M4 sizing, equating (3.7) and (3.8) and neglecting the resulting 
logarithmic term the difference between the voltage drops across M1 and M2 can be expressed as 
follow. 
 

𝑉"&( − 𝑉"&. ≈	
𝑉$%!,.(𝑇) − 𝑉$%!,((𝑇)

𝜆&(,.
			(3.17) 

 

 On the other hand, equating (3.9) and (3.10) the difference between the voltage drops across M3 
and M4 is given by 
 

𝑉"&0 − 𝑉"&,1 ≈
𝑉$%!,1(𝑇) − 𝑉$%!,0(𝑇)

𝜆&0,1
+	
𝑉"&((𝑇) − 𝑉"&.(𝑇)

𝜆&0,1

≈	
𝑉$%!,1(𝑇) − 𝑉$%!,0(𝑇)

𝜆&0,1
+	
𝑉$%!,.(𝑇) − 𝑉$%!,((𝑇)

𝜆&(,.𝜆&0,1
		(3.18) 

 

As discussed above, M3-M4 sizing must reduce their variability as well as ensure adequate 
voltage drops across M1 and M2 so that for a given mismatch the second term in (3.18), (𝑉#". −
𝑉#"!)/𝜆"c,d, is always higher than the first term, (𝑉WX>,d − 𝑉WX>,c)/𝜆"c,d. We need also consider 
that large voltage drops across M3 and M4 could emphasize the opposite mismatch (i.e., 𝑉WX>,d −
𝑉WX>,c) due to their DIBL effect. However, this effect rarely affects the output and can be 
counteracted by using long channel devices (i.e., with low DIBL effect coefficient). As result, the 
𝑉& voltage is function only of the M1-M2 mismatch. Concerning the latter point Fig. 3.22 shows 
the percentage of samples in which the output bit polarity is function of M1-M2 mismatch (i.e., 
samples in which the absolute value of 𝑉#". − 𝑉#"! is lower than that of 𝑉WX>,d − 𝑉WX>,c) as 
function of 𝑊c,d.  
 

 
Fig. 3.22. Percentage of samples in which M1-M2 mismatch overtakes the M3-M4 mismatch as function of 𝑊3,4 

sizing with 𝐿3,4 = 0.5 µm at GK conditions (i.e., 𝑉&&= 1.8 V and T = 25 °C) from 5k-run Monte Carlo simulations. 

Fig. 3.22 highlights how increasing the M3-M4 conductivity emphasizes the M1-M2 mismatch 
instead of that of M3-M4 thus improving the probability of generating an output bit function only 
of M1-M2 mismatch. Indeed, for the chosen 𝑊c,d value (i.e., 1.5 µm) this probability is equal to 
99.28%. For better understanding the circuit behavior, Fig. 3.23 shows the voltage repartition 



 82 

normalized to the 𝑉"" in the voltage divider for both cases of large, (a) and (c), and small 
mismatch, (b) and (d).  
 

 
Fig. 3.23. Voltage drops across M1-M4 transistors in the 4T voltage divider normalized to the 𝑉&& for strong M1-M2 
mismatch and weak M1-M2 mismatch. (a) Strong logic ‘0’, (b) weak logic ‘0’, (c) strong logic ‘1’, and (d) weak logic 

‘1’. 

Fig. 3.23(a) and (c) illustrate the voltage drops across each transistor in the voltage divider in the 
case of strong ‘0’ and ‘1’, respectively. These figures highlight the nearly constant 𝑉#",. − 𝑉#",! 
trend under voltage variations. Moreover, it is also notable the high gain provided by M3 and M4 
even with small mismatch (i.e., with 𝑉#",. − 𝑉#",!). Indeed, Fig. 3.23(b) and (d) report the voltage 
drops across these transistors in the case of weak ‘0’ and ‘1’, respectively. These figures highlight 
the ability of the 4T-core of pushing the 𝑉& voltage far from the mid-supply point even when the 
M1-M2 mismatch is small. These figures also highlight the shielding effect provided by M3 and 
M4 which keep the voltage drops across M1 (𝑉#",.) and M2 (𝑉#",!) constant under voltage 
variations thus avoiding potential flips due to the mismatch of their DIBL coefficients.  
 
3.3.3 Simulations and measurements of the 4T-core  
 
To better understand the circuit behavior under VT variations Fig. 3.24 and Fig. 3.25 illustrates 
the simulated and measured 𝑉& and 𝐼dW (i.e., the absorbed current by the core circuit) trends under 
voltage and temperature variations, respectively. In particular, measurements of the 4T bitcell 
core were performed following the same procedure as for the 2T core solution (i.e., at wafer level 
across 20 samples. Fig. 3.24(a) and (b) show the trend of the 𝑉& normalized to 𝑉"" simulated and 
measured across voltages at T = 25 °C from 250 samples and 20 dice respectively. 
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Fig. 3.24. 𝑉* voltage of the 4T-core normalized to 𝑉&& (a) simulated across voltages at T = 25°C from 250 samples 

and (b) measured across voltages at T = 25°C from 20 samples. Absorbed current from the 4T core (i.e., 𝐼4') (c) 
simulated across voltages at T = 25°C from 250 samples and (d) measured across voltages at T = 25°C from 20 dice. 

Fig. 3.24(a) highlights that the amplification effect provided by the circuit is enough large for 
pushing all the 𝑉& voltages far from the mid-supply point except for very infrequent cases in 
which the M1-M2 mismatch is very small. This is confirmed by the measurements in Fig. 3.24(b) 
which also highlights that the shielding effect provided by M3 and M4 counteracts the effect of 
the DIBL coefficient mismatch of M1 and M2 thus dramatically improving the resilience to the 
voltage variations. Fig. 3.24(c) and (d) show the trend of the absorbed current (i.e., 𝐼dW) simulated 
and measured across voltages at T = 25 °C from 250 samples and 20 dice, respectively. From Fig. 
3.24(c) it is notable how above a certain 𝑉"" value the absorbed current exhibits a nearly constant 
trend under voltage variations which is confirmed by the measurements as shown in Fig. 3.24(d) 
thus proving the very low sensitivity to the voltage variations. Indeed, from Fig. 3.24(d) the 4T-
core supply current (dissipated power) averaged over 20 samples decreases from 25.83 pA (46.49 
pW) down to 25.29 pA (10.12 pW) when decreasing the 𝑉"" from 1.8 V down to 0.4 V. On the 
other hand, Fig. 3.25(a) and (b) show the trend of the 𝑉& normalized to 𝑉"" simulated and 
measured across temperatures at 𝑉""= 1.8 V from 250 samples and 20 dice, respectively. From 
Fig. 3.25(a) the 𝑉& voltages show a nearly temperature-independent trend for samples close to the 
edges and a linear relationship for sample close to the mid-supply point. Like the 2T-core solution 
the 𝑉& sensitivity to the temperature variations is strictly related to the M1-M2 mismatch in terms 
of the 𝑉WX temperature coefficient (𝑘W). Indeed, for the samples that are close to the mid-supply 
point the linear relationship can be modeled following equation (3.15) for which the temperature 
variations are amplified by a factor equal to [a𝑘W,. − 𝑘W,!ba1 + 𝜆"c,db] a2𝜆".,!𝜆"c,db� . However, 
the probability of having a bit flip is only associated to the 𝑘W,. − 𝑘W,! (i.e., like the 2T-core 
solution). The reason for which the 𝑉& samples close to the edges show a nearly constant trend 
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under temperature variation is that until the temperature variations are large enough for reducing 
enough the M1-M2 mismatch (i.e., 𝑉WX>,. − 𝑉WX>,!) so much that the circuit operates in the region 
(I) of Fig. 3.21, the 𝑉WX> difference of M1 and M2 is large enough for being pushed far from the 
mid-supply point by the 4T-core. 
 

 
Fig.3.25. 𝑉* voltage of the 4T-core normalized to 𝑉&& (a) simulated across temperatures at 𝑉&&= 1.8 V from 250 

samples and (b) measured across temperatures at 𝑉&&= 1.8 V from 20 samples. Absorbed current from the 4T core 
(i.e., I_4T) (c) simulated across temperatures at 𝑉&&= 1.8 V from 250 samples and (d) measured across temperatures 

at 𝑉&&= 1.8 V from 20 dice. 

Fig. 3.25(c) shows an exponential relationship between the absorbed current and the temperature. 
This trend is also confirmed by measurements in Fig. 3.25(d), and it is due to the deep sub-
threshold operation. Indeed, from Fig. 3.25(d) the 4T-core supply current (dissipated power) 
averaged over 20 samples increases from 25.83 pA (46.49 pW) up to 550.26 pA (990.47 pW) 
when increasing the temperature from 25°C up to 100°C.  
 
3.3.4 Simulation results of the 4T-core based bitcell 
 
Fig. 3.26(a) and (b) illustrate the schematic and layout, respectively, of the PUF bitcell based on 
the 4T sub-threshold voltage divider along with the adopted sizing. The 4T based bitcell, showed 
in Fig. 3.26(a), consists of the 4T-voltage divider described in this section along with the same 
output inverter of Fig. 3.9. Using the same high gain inverter ensure a narrower unstable input 
region and then a lower probability of having an unstable output bit. From Fig. 3.26(b) the area 
occupied by this solution is of 5,877𝐹! which is more than the double of that occupied by the 2T-
core based bitcell. This worsening of area is strictly related to the connection of the transistor 
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body terminals of the 4T-core block to the respective source terminals thus implying a minimum 
distance between two consecutive n-well. 
 

 
Fig. 3.26. (a) Schematic and (b) Layout of the PUF bitcell based on the 4T sub-threshold voltage divider. 

Fig. 3.27 shows simulation results at TT corner of both 2T-core and 4T-core based bitcells from 
5k-run Monte Carlo simulations at 𝑉""= 1.8 V and T = 25 °C.   
 

 
Fig. 3.27. Simulation results (5k-run Monte Carlo at 𝑉&& = 1.8 V and 25 ◦C) of 2T-core versus 4T-core PUF bitcell 

in 180-nm CMOS: (a) statistical distribution of the voltage 𝑉* of the bitcell core, (b) nominal input–output 
characteristics of the inverter, and (c) statistical distribution of the voltage 𝑉./' of the inverter. 

 
From Fig. 3.27(a)  𝑉& voltage of the 4T-core shows a nearly full swing deviation due to the 
amplification effect provided by M3 and M4. This results in a decrease of unstable bits (i.e., bits 
that fall in the unstable input region plus two thermal voltages of the subsequent inverter) down 
to 1.08%, which correspond to statistically infrequent case of extremally small M1-M2 mismatch. 
As result of higher  𝑉& dispersion achieved by the 4T-core, the corresponding distribution of the 
output voltage 𝑉%bW of the inverter shown in Fig. 3.27(c) exhibits a higher probability close to the 
edges of the voltage range (i.e., ground and 𝑉""). Before showing the circuit behavior under PVT 
variations it is important to understand what happens to the transistors in the voltage divider at 
different process corners. Fig. 3.28(a)-(c) report the mean value of threshold voltage (|𝑉WX>|), the 
DIBL coefficient (𝜆"), and the threshold voltage temperature coefficient (𝑘W) for both M1-M2 
(i.e., L= 0.25 µm and W= 0.22 µm) and M3-M4 (i.e., L= 0.5 µm and W= 1.5 µm) at different 
process corners from 5k-run Monte Carlo simulations. 
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Fig.3.28. Mean value of (a) 𝑉'(), (b) DIBL coefficient (𝜆&), and (c) 𝑉'( temperature coefficient (𝑘') of M1-M2 and 

M3-M4 transistors from 5k-run Monte Carlo simulations at different process corners. 

From Fig. 3.28(a) the mean value of the threshold voltages for M1-M2 and M3-M4 devices at TT 
are 0.327 V and 0.266 V, respectively. At SS corner the M1-M2 and M3-M4 threshold voltages 
increase of 29.36% (e.g., 0.423 V) and 18.42% (e.g., 0.315), respectively, of their values at TT 
corner. On the other hand, at FF corner the M1-M2 and M3-M4 threshold voltages decrease of 
30.58% (e.g., 0.227 V) and 18.8% (e.g., 0.216 V) of their values at TT corner. This can be ascribed 
to the fact that, referring to the core block, at these corners the variation in PMOS strength is more 
pronounced in minimum-sized M1-M2 than M3-M4. From Fig. 3.28(b) the DIBL coefficient 
exhibits a nearly constant trend under process variations with mean values of 17.11 mV/V and 
15.62 mV/V for M1-M2 and M3-M4, respectively. Finally, from Fig. 3.28(c) the 𝑉WX temperature 
coefficients of M1-M2 and M3-M4 are 881.2 µV/K and 984.8 µV/K, respectively, at TT corner. 
At SS corner, the 𝑘W coefficient increases of 1.94% (e.g., 898.3 µV/K) for M1-M2 and decreases 
of 0.28% (e.g., 982.0 µV/K) for M3-M4. At FF corner, 𝑘W decreases of 1.85% (e.g., 864.9 µV/K) 
for M1-M2 and increases of 0.20% (e.g., 986.8 µV/K) for M3-M4. Fig. 3.29(a)-(c) report the 𝑉& 
voltage distribution of the 4T-core from 5k-run Monte Carlo simulations at GK conditions (i.e., 
𝑉""= 1.8 V and T= 25°C) at TT, FF, and SS corner, respectively. 

 

Fig. 3.29. Statistical distribution of the 𝑉* voltage of the 4T-core from 5k-run Monte Carlo simulations at GK 
conditions (i.e., 𝑉&&= 1.8 V and T = 25°C) at (a) TT corner, (b) FF corner, and (c) SS corner. 

Like to the 2T-core solution the adoption of a voltage divider between two nominally identical 
sub-circuits ensures a good uniformity regardless of the process variations as showed in Fig. 3.29. 
Indeed, the mean values of the distributions at TT, FF, and SS corners are quite similar and very 
close to the ideal value of 0.9 V. However, variations in the transistor electrical properties lead to 
variations in the circuit performance across different process corners. For example, from the 𝑉& 
distribution at TT in Fig. 3.29(a) the standard deviation is 0.848 V thus resulting in a variability 
of 93.75%. This variability increases up to 95.58% at SS corner while decreases down to 90.87% 
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at FF corner. This variability variation affects the overall stability. Indeed, at TT corner the 
percentage of unstable bits is 1.08% which decreases down to 0.58% at SS corner and increase 
up to 3.22% at FF corner. This can be ascribed to the fact that smaller transistors (i.e., M1 and 
M2) are more sensitive to the process variations than the larger transistors (i.e., M3 and M4) as 
shown in Fig. 3.28. In this way, at SS corner the lower M1-M2 conductivity increases their voltage 
drops thus resulting in higher 𝑉#". − 𝑉#"! and hence in a higher 𝑉& spread. On the other hand, at 
FF corner the higher M1-M2 conductivity decreases their voltage drops thus reducing their 
difference and hence the 𝑉& spread. As regard, Fig. 3.30 provides the mean value of |𝑉#". − 𝑉#"!| 
and |𝑉& − 𝑉""/2| of the 4T-core circuit at different process corners from 5k-run Monte Carlo 
simulations at GK conditions. 

 

Fig.3.30. Mean values of |𝑉5&, − 𝑉5&+| and |𝑉* − 𝑉&& 2⁄ | of the 4T-core at different process corners from 5k-run 
Monte Carlo simulations at GK conditions (i.e., 𝑉&&= 1.8 V and T= 25 °C). 

Fig. 3.30 highlights that at SS corner the average difference between the voltage drops across M1 
and M2 is higher than that at TT corner thus resulting in an increase of the 𝑉& deviation from the 
mid-supply point and hence in a lower percentage of unstable bits. On the other hand, at FF corner 
the higher M1-M2 conductivity is translated into a lower average difference between their voltage 
drops thus resulting in a lower 𝑉& voltage deviation from its nominal value and hence in a higher 
percentage of unstable bits. Concerning the effect of VT variations on the overall stability, Fig. 
3.31(a) and (b) report the simulated unstable bits as function of voltage (with T= 25 °C) and 
temperature (with 𝑉""= 1.8 V) variations at TT corner, respectively, from 5k-run Monte Carlo 
simulations. From this figure, the overall instability was reduced of one decade across all the 
considered voltages and temperature compared to the 2T-core solution. In particular, from Fig. 
3.31(a) the instability decreases when decreasing the 𝑉"" mainly due to the reduction of the 
unstable region of the inverter as shown in Fig. 3.11(a). However, the overall instability under 
voltage variations is dominated by noisy bits. Indeed, when decreasing the 𝑉"" the percentage of 
unstable bits decreases down to 0.8% of which only the 0.14% is composed by flipped bits thus 
indicating the effectiveness of the shielding effect provided by M3 and M4. Moreover, the cases 
in which bitflips occur under voltage variations are associated to very small M1-M2 mismatch 
and can be ascribed to the DIBL coefficient mismatch between M1 and M2 and to the fact that, 
when decreasing the 𝑉"" their strength difference in terms of 𝑉#",. − 𝑉#",! also decreases and 
this became crucial if they operate with voltage drops lower than 3−4𝑉W. Indeed, considering 
equation (3.18), at very low voltages M1 and M2 may operate with 𝑉#" < 3−4𝑉W and their 
strength difference in terms of 𝑉#",. − 𝑉#",! may be lower than M4-M3 mismatch (i.e., 𝑉WX>,d −
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𝑉WX>,c) so that the latter may determinate the output bits. However, the increase of the 𝑉"" may 
push M1 and M2 to operate with 𝑉#" > 3−4𝑉W so that their strength difference became higher 
than M4-M3 mismatch thus determining the output bit and changing its polarity with respect to 
the value observed at very low voltages. Anyway, this happens in infrequent cases. 
 

 
Fig. 3.31. Percentage of simulated unstable bits for the 4T-based solution from 5k-run Monte Carlo simulations at TT 

corner under (a) 𝑉&& variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. 

On the other hand, the instability increases when varying the temperature. In particular, when 
increasing the temperature up to 100 °C due to the reduction of both the M1-M2 strength and the 
amplitude of the unstable input region of the inverter (e.g., the considered unstable region is 𝑉X −
𝑉 a + 2𝑉W, where the thermal voltage also increases when increasing the temperature). Indeed, 
the percentage of unstable bits increases up to 1.36% of which only the 0.2% of flipped bits. 
However, I would stress that the percentage of flipped bits under temperature variations is 
underestimated by the circuit simulator, for the reason explained in the previous sub-chapter.  
 

 
Fig. 3.32. Statistical distribution of the voltage 𝑉* of the 4T bitcell core at different VT corners from 5k-run Monte 

Carlo simulations: (a) 𝑉&&= 1.8 V and T = 0 °C, (b) 𝑉&&= 1.8 V and T = 100 °C, (c) 𝑉&&= 0.4 V and T = 0 °C, and 
(d) 𝑉&&= 0.4 V and T =100 °C. 
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Then, Fig. 3.32(a)–(d) shows the 𝑉& distributions (5k-run Monte Carlo simulations) at four 
different VT corners, along with the estimation of unstable bits. From this figure, the worst case 
is associated with the low 𝑉"", high temperature (0.4 V, 80 ◦C) corner where the percentage of 
unstable bits is ∼1.8%. Fig. 3.33(a) and (b) report the percentage of the unstable bits under voltage 
and temperature variations, respectively, across different process corners.  
 

 
Fig.3.33. Percentage of total unstable bits for the 4T-based solution across different process corners under (a) 

voltage variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. 

The overall trend showed in Fig. 3.33(a) is similar to that reported at TT corner. Indeed, the 
percentage of unstable bits decreases when reducing the 𝑉"" compared to the value at GK 
conditions due to narrower unstable region of the inverter. However, the worst corners are FF and 
SF due to faster PMOS thus resulting in a lower 𝑉& spread for the reasons explained above. In 
particular, these two corners show a native percentage of unstable bits of 3.22% and 3.02% at GK 
conditions and 2.88% and 3.44% at 𝑉""= 0.4 V, respectively. On the other hand, the best corners 
are SS and FS in which slower PMOS ensures higher 𝑉& deviation from the mid-supply point. 
Indeed, the percentage of unstable bits for SS and FS corners are 0.58% and 0.54% at GK 
conditions and 0.88% and 0.54% at 𝑉""= 0.4 V, respectively. The observed worsening at low 
voltage is strictly related to the inverter behavior under the same conditions. Fig. 3.33(b) report 
the percentage of unstable bits under temperature variations at different process corners. The 
showed trend is quite similar to that reported at TT conditions. The overall instability increases 
when increasing the temperature due to both the reduction of the strength difference and the 
increase of the unstable input region. Like the behavior under voltage variations, the worst corners 
are FF and SF whose percentage of unstable bits increase up to 3.32% and 3.24%, respectively 
when increasing the temperature up to 100 °C. On the other hand, the best corners are SS and FS 
where the unstable bits increase up to 1% and 1.12% with the same temperature variation. 
Concerning the power consumption, Fig. 3.34 shows the simulated absorbed current by the 4T 
core and by the bitcell under voltage and temperature variations at different process corners. Fig. 
3.34(a) and (b) show the absorbed current by the core circuit (i.e., 𝐼dW) under voltage and 
temperature variations, respectively. From Fig. 3.34(a) the 𝐼dW shows a nearly independent trend 
under voltage variations due to the shielding effect provided by M3 and M4. Indeed, at TT corner 
the current (dissipated power) decreases from 35.90 pA (64.62 pW) to 34.96 pA (13.98 pW) when 
decreasing the 𝑉"" down to 0.4 V. On the other hand, from Fig. 3.34(b) 𝐼dW varies exponentially 
under temperature variations. Indeed, the current (dissipated power) increases from 35.90 pA 
(64.62 pW) to 772.9 pA (1.39 nW) when increasing the temperature up to 100 °C. Fig. 3.34(c) 
and (d) report the absorbed current by the bitcell (𝐼"") under voltage and temperature variations, 
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respectively. From Fig. 3.34(c) the 𝐼"" decreases exponentially when reducing the 𝑉"". Indeed, 
the current (dissipated power) decreases from 46.58 nA (83.84 nW) to 334.50 pA (133.80 pW) 
when decreasing the 𝑉"" down to 0.4 V. On the other hand, the same current shows a nearly 
independent trend under temperature variations as reported in Fig. 3.34(d). Indeed, the 𝐼"" (𝑃"") 
increases from 46.58 nA (83.84 nW) up to 64.91 nA (116.84 nW) when increasing the temperature 
up to 100 °C.  
 

 
Fig. 3.34. Simulated absorbed current by the 4T-core across different process corners from 5k-run Monte Carlo 
simulations under (a) voltage variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. Simulated 

absorbed currend across different process corners by the bitcell under (c) voltage variations at T= 25°C and (d) 
temperature variations at 𝑉&&= 1.8 V.  

Like the 2T-core, the worst corner is the FF where the higher PMOS conductivity increases the 
𝐼dW (𝑃dW) and the 𝐼""(𝑃"") up to 395.5 pA (711.9 pW) and 162.3 nA (292.14 nW), respectively, 
at GK conditions. On the other hand, the best corner is the SS where the lower PMOS conductivity 
reduces the 𝐼dW (𝑃dW) and the 𝐼""(𝑃"")  down to 3.33 pA (5.99 pW) and 23.65 nA (42.57 nW), 
respectively, at GK conditions. However, the overall improvement over the 2T-core solution 
relies on the higher 𝑉& spread which dramatically reduce the absorbed current by the output 
inverter. Indeed, at GK conditions the power consumption decreases from 1.40 µW down to 83.84 
nW (e.g., around two decades) when passing from the 2T-core to the 4T-core solution.  
 
3.3.5 Measurements of the 4T-core based array 
 
To prove the effectiveness of the proposed PUF concept, an 8 × 32 (i.e., 256 bit) bitcell array was 
implemented in a 180-nm test chip using transistor size and flavor as in Fig. 3.26. Fig. 3.35 
illustrates the architecture of the PUF array, it was organized in four blocks, each including an 8 
× 8 bitcell subarray and 3-to-8 decoder. The latter is used to select one row within the four 8 × 8 
subarrays depending on its input signal ADDR_ROW. The row selection is enabled by inserting 
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an NMOS pass transistor proper sized for ensuring a correct operation across all the considered 
voltages (i.e., L= 0.9 µm and W= 0.44 µm) at the output node of each PUF bitcell, as showed at 
top left side of Fig. 3.35. The pass transistor also ensures a correct bitcell isolation along the 
output bitcells belonging to the same column.  
 

 
Fig. 3.35. Architecture of the PUF array. 

Finally, the column is selected by an output multiplexer, which receives three signals 
ADDR_COL and provides four output bits (i.e., one bit for each 8 × 8 subarray). Fig. 3.36 
illustrates the test chip.  
 

 
Fig. 3.36. (a) Photograph of the packaged test chip and layouts of (b) 8 × 32 PUF array, and (c) PUF bitcell area 

including pass transistor. 
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In particular, Fig. 3.36(a) shows the photograph of the fabricated (packaged) 180-nm test chip, 
whereas Fig. 3.36(b)-(c) shows the corresponding layouts of implemented circuit blocks. From 
Fig. 3.36(b), the whole 8 × 32 PUF array, including readout circuitry, occupies a silicon area of 
~300,000 µm2 (311 µm × 965 µm). Each 8 × 8 bitcell subarray entails an area occupation of 
16,568 µm2 (152 µm × 109 µm), corresponding to ~259-µm2 area per bitcell. This is quite in 
agreement with the 234-µm2 (18 µm × 13 µm corresponding to ~7,222F2) bitcell area shown in 
Fig. 3.36(c), which includes the 4T-core, the output inverter, and the pass transistor. 
Measurements on the 8 × 32 PUF array were carried out across seven packaged dice (i.e., 1792 
bits) using a custom PCB assisted by a Digilent Nexys 4 Artix-7 FPGA Trainer Board, a Rohde 
& Schwarz NGL202 power supply, and a Temptronic ThermoSpot DCP-101 system. Fig. 3.37(a)-
(d) show the measurement results of the 8 × 32 PUF array at GK conditions (i.e., 𝑉""= 1.8 V and 
T= 25 °C) across seven dice.  
 

 
Fig. 3.37. Measurements of the 8 × 32 PUF array at GK conditions (𝑉&&= 1.8 V and T= 25 °C) across seven dice: 

(a) percentage of bit ‘0’, bit ‘1’, and unstable bits; (b) logical speckle diagram; (c) percentage of unstable bits versus 
number of evaluations; and (d) unstable bit mask at 500 evaluations. 

Fig. 3.37(a) and (b) show, respectively, the corresponding breakdown among ‘0’, ‘1’, and unstable 
bits and the logical speckle diagram. The percentage of unstable bits at GK conditions was 
extracted from stability testing by performing 500 evaluations while marking bits that change at 
least once under different evaluations due to on-chip noise [4]. Fig. 3.37(c) reports the percentage 
of unstable bits versus the number of evaluations while Fig. 3.37(d) illustrates the unstable bit 
mask at 500 evaluations. Raw measurements reveal a native bit instability of 0.61% at GK 
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conditions, while the percentage of bit ‘0’ and ‘1’ are, respectively, 48.78% and 50.61%. 
Moreover, from Fig. 3.37(d) CHIP 4 and CHIP 5 are the most stable (i.e., no bit flip under 
different evaluations) while CHIP 6 is the least stable with 1.56% of unstable bits. The impact of 
voltage and temperature variations on the PUF stability is separately evaluated in Fig. 3.38(a) and 
(b), respectively.  The former shows the percentage of unstable bits under 𝑉"" variations (0.4−1.8 
V range) at T= 25 °C, whereas the latter reports the bit instability across temperature variations 
(10−80 °C range) at 𝑉""= 1.8 V. In both figures, the total unstable bits (averaged over seven 
dice) are given by the sum of two different contributions. The first one is due only to on-chip 
noise (i.e., related to unstable noisy bits that change at least once under different evaluations for 
a given voltage and temperature). The second contribution refers to bits that stably flip under 
environmental variations (i.e., voltage and/or temperature variations) compared to the nominal 
condition (i.e., GK conditions) while discarding the unstable bits due to on-chip noisy. 
 

 
Fig. 3.38. Percentage of unstable bits (averaged over seven dice) under (a) 𝑉&& variations at T= 25 °C and (b) 

temperature variations at 𝑉&&= 1.8 V. 

From Fig. 3.38(a) the percentage of total unstable bits increase from 0.61 up to 1.495% when 
decreasing the 𝑉"" down to 0.4 V. Such increase of the overall instability is mainly due to the 
increase of noisy bits. Indeed, under 1.8−0.4 V voltage variations the noisy and flipped bits 
increase up to 1.3% and 0.195%, respectively. As predicted by the simulations, the impact of 
flipped bits is very low under voltage variations thus proving the effectiveness of the shielding 
effect provided by M3-M4. However, the increase of the noisy bits can be probably ascribed by 
the non-full swing 𝑉& voltages (i.e., when the mismatch is very small) at the output of the 
conversion stage only one conversion stage along with the use of a NMOS pass transistor for 
isolating the bitcell along the bitcells belonging to the same column. In particular, in the case of 
very small mismatch the gain provided by the 4T-core is not high enough for guarantying full 
swing output voltage as well as that of the output inverter. Moreover, when decreasing the 𝑉"" 
the off currents of the pass transistors belonging to the same columns could affect the output 
voltage of the accessed bitcell. This probably results in higher noise sensitivity at the input of the 
output MUX. From Fig. 3.38(b), temperature variations result in an increase of the unstable bits. 
Indeed, the percentage of total unstable bits increase from 0.61% up to 1.56% when increasing 
the temperature up to 80 °C. However, unlike voltage variations the overall instability under 
temperature variations is dominated by flipped bits, especially for temperature above 60 °C. 
Indeed, the noisy bits remains quite constant across the considered temperature range (e.g., 
between 0.52% and 0.65%) while the flipped bits increase up to 1.04% when increasing the 
temperature up to 80 °C. This is mainly due to the mismatch in terms of 𝑉WX temperature 
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coefficient which flips the ∆𝑉WX.,! polarity under temperature variations. Indeed, according to 
Fig. 3.4 and Fig. 3.8, Fig. 3.39 illustrates an example of M1 and M2 threshold voltage trends 
under temperature variations at different mismatch conditions. In all cases the mismatch (i.e., 
𝑉WX>,. - 𝑉WX>,!) at GK conditions (i.e., 𝑉""= 1.8 V and T= 25 °C) is of 1 mV. In Fig. 3.39(a) the 
two threshold voltage temperature coefficients are equal (i.e., 𝑘W,. = 𝑘W,!) and then no flip occurs 
across the considered temperature range. On the other hand, in Fig. 3.39(b) and (c) the two 
coefficients differ from each other.  
 

 
Fig. 3.39. Example of M1 and M2 threshold voltages trend under temperature variations when (a) 𝑘',, = 𝑘',+, (b) 

𝑘',, <	𝑘',+, and (c) 𝑘',, > 𝑘',+. 

In particular, from Fig. 3.39(b) the temperature coefficient of M1 is lower than that of M2 and 
then the flip occurs for temperature lower than the nominal one (i.e., T= 25 °C). On the other 
hand, in Fig. 3.39(c) the temperature coefficient of M1 is higher than that of M2 and then the flip 
occurs for temperature higher than the nominal one. The addition of M3-M4 counteracts the effect 
of DIBL coefficient mismatch between M1 and M2 limiting the voltage drops across them. On 
the other hand, preserving the mismatch polarity under temperature variations still represents a 
crucial issue despite the use of two nominally identical sub-circuit with unique transistor flavor 
reduce the variability of the temperature coefficient. Anyway, data of Fig. 3.38(a) and (b) show 
that the stability degrades when decreasing the voltage and/or varying the temperature. This 
suggests that the worst-case stability characterization requires testing at the low 𝑉"" and high 
temperature corner (i.e., for the considered temperature range the worst-case corner is at high 
temperature). Stability measurements were performed at different VT corners for two of the seven 
chips (i.e., the chip 1 and 2 reported in Fig. 3.37(b) and (d)). These two chips show an average 
native instability of 0.8% at GK conditions, which is the same obtained at 𝑉""= 1.8 V and T= 10 
°C corner. The instability increases up to ~1.4% and ~1.9%, respectively, at 𝑉""= 0.4 V and T= 
10 °C and 𝑉""= 1.8 V and T= 80 °C corners. As predicted by the simulations the worst case is 
associated with 𝑉""= 0.4 V and T= 80 °C where the instability reaches ~2.3%. Fig. 3.40(a) and 
(b) report the bit error rate (BER) measured across voltages and temperatures while considering 
32-bit PUF output words. In both figures, the BER shows a trend similar to the total instability 
showed in Fig. 3.38. Indeed, from Fig. 3.40(a) the BER increases from 0.13% (at GK conditions) 
up to 0.87% when decreasing the voltage down to 0.4 V. Similarly, from Fig. 3.40(b) the BER 
deviates from its nominal value under voltage variations. Indeed, it increases from 0.13% up to 
1.13% when increasing the temperature up to 80 °C.  
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Fig. 3.40. BER under (a) 𝑉&& variations at T= 25 °C and (b) temperature variations at 𝑉&&= 1.8 V. Data are 

averaged over seven dice considering 32-bit PUF words. 

Fig. 3.41(a)-(d) report some PUF metrics such as uniqueness, reproducibility, and randomness 
[23], estimated across seven dice for 32-bit PUF words.  
 

 
Fig. 3.41. (a) Normalized inter-PUF and intra-PUF HD at GK conditions (i.e., due only to on-chip noise), (b) 
normalized intra-PUF HD under voltage and temperature variations, (c) normalized number of bit “1” at GK 

conditions. Data are evaluated across seven dice considering 32-bit PUF words, and (d) spatial autocorrelation 
function (ACF). 

The uniqueness (i.e., the ability to generate unique identification across different dice for the same 
input challenge) was evaluated through the normalized (i.e., to the length of the PUF response) 
inter-PUF (i.e., considering the responses for the same challenge of PUF instances implemented 
in different chips) Hamming distance (HD). From Fig. 3.41(a), the normalized inter-PUF HD 
shows a mean value of 0.493, which is quite close to the ideal value of 0.5. The reproducibility 
(i.e., the the ability to generate a consistent response regardless of on-chip noise effect and 
variations in the environmental conditions) was estimated through the normalized intra-PUF HD 
(i.e., considering the responses for the same challenge of the same PUF instance but evaluated 
under noisy or different environmental conditions) measured at GK (i.e., due only to on-chip 
noise) and under different environmental conditions (i.e., under voltage and temperature 
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variations) as reported in Fig. 3.41(a) and (b). From Fig. 3.41(a), the intra-PUF HD under noisy 
conditions shows a mean value of 0.0016 which is quite close to the ideal value of zero. This leads 
to an identifiability (i.e., the ability of showing a distinguishable behavior compared to other 
instances under noisy or different environmental conditions quantified by the ratio between inter 
and intra HD) of 308× at GK conditions. From Fig. 3.41(b), the normalized intra-PUF shows a 
mean value under voltage (0.4−1.8 V) and temperature (10−80 °C) variations of 0.0057 and 
0.0065, respectively. This translates in a good identifiability of 99× and 76×, respectively, thus 
highlighting the ability of the PUF instance of being distinguishable even under environmental 
variations. The randomness (i.e., the PUF unpredictability) was estimated by calculating the 
probability of generating a bit “1” (i.e., 𝑃6(1)) in the 32-bit PUF word at GK conditions as well 
as by evaluating the spatial autocorrelation function (ACF) on the spatial distribution from 
different dice, as shown in Fig. 3.41(c) and (d). From Fig. 3.41(c) the mean 𝑃6(1) of 0.518 results 
in a Shannon Entropy of 0.9991, these values are quite close to the ideal values of 0.5 and 1, 
respectively. From Fig. 3.41(d), the spatial ACF at 95% confidence bounds is 0.0472 which is 
very close to the ideal value of zero, thus proving good rejection of layout-dependent variations. 
The randomness was more rigorously assessed by performing statistical NIST test [5], whose 
results are reported in Table I. For each test (those requiring stream length n > 3040 were 
neglected [4]), the p-value averaged over seven dice was evaluated. A p-value greater than 0.01 
is desired to consider an arbitrary source of information random with 99% confidence, and higher 
values indicate a higher confidence about the source randomness 
 

 
 

From Table I, all tested dice pass all implemented NIST tests with averaged p-values well above 
0.01, thus indicating good confidence about the source randomness. We also evaluated the static 
power consumption in the PUF array, while excluding the contribution of readout circuitry in Fig. 
3.35.  In this regard, Fig. 3.42(a) and (b) plots the measured supply current per bitcell versus the 
supply voltage at T = 25 °C for six of seven dice and averaged over seven dice, respectively. In 
particular, as shown in Fig. 3.26(a) the supply current is given by the sum of two contributions. 
The first one is the absorbed current by the 4T-core (i.e., 𝐼dW) while the second contribution is that 
absorbed by the output inverter (i.e., 𝐼 ;_). The latter is dominant regardless of the operating 
voltage and is function of the 𝑉& voltage (i.e., the output voltage of the 4T-core). This explains 
the increasing trend of the supply current when increasing the 𝑉"". 
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Fig. 3.42. Measured supply current (𝐼&&) per bitcell versus 𝑉&& at T= 25 °C for (a) six of seven dice, and (b) 

averaged over seven dice with relative static power. 

Indeed, the absorbed current by the 4T-core shows a nearly constant trend under voltage variation 
as predicted and verified by simulation and measurement, respectively, showed in both Fig. 3.24 
and Fig. 3.25. From Fig. 3.42(a) the lowest supply current per bitcell corresponds to CHIP 4 and 
CHIP 5 which also are the most stable at while the highest supply current corresponds to CHIP 6 
which is the least stable GK conditions. This can be ascribed by the fact that higher absorbed 
current refers to a higher percentage of 𝑉& samples that fall in the unstable input region of the 
inverter thus increasing the supply current of the output inverter as well as resulting potentially 
unstable at the output. On the other hand, from Fig. 3.42(b) the average supply current (power 
consumption) per bitcell at GK conditions is 47.23 nA (85.1 nW) which decrease down to 353.85 
pA (142 pW) when decreasing the 𝑉"" down to 0.4 V. The measured supply current, and hence 
the power consumption, are very similar to the simulated data showed in Fig. 3.34, thus proving 
the goodness of the simulations reported above. 
 
3.3.6 Comparison with prior works 
 
Finally, Table II summarizes the main metrics evaluated for the implemented PUF solution and 
the comparison with relevant and recent prior art CMOS PUF designs. The table includes only 
measured data achieved without applying any post-silicon stability-enhancement techniques (if 
not differently specified) for a fair comparison. From Table Errore. L'origine riferimento non 
è stata trovata., the achieved percentage of native unstable bits of 0.61% is 2.7-44× lower than 
prior art, whereas the native BER of 0.13% is equal to [46] and 1.6-44× lower than other designs. 
Despite the lowest minimum operating voltage of only 0.4 V and the wider voltage range 
considered in this work, the voltage dependence of the bit instability (0.63%/V) is close to the 
value reported in [47] and 2.1-7.4× lower than other PUFs. At the same time, the dependence of 
the bit instability on temperature (0.016%/°C) is similar to [50], [46], [47], and 2.8-6.9× lower 
than [34], [49], [58]. Concerning the statistical metrics, the absolute deviation of the normalized 
inter-PUF HD from the ideal value is 0.007, i.e., worse than [34], [49], [58]-[37], similar to [29], 
and better than [30], [43], [50]. Also, the normalized intra-PUF HD of 0.0016 is nearly the same 
as [34], 2.3× higher than [46], and 1.9-4.3× lower than other designs. The proposed solution also 
shows the third best value of identifiability (308×), which is lower than [34] and [46] respectively 
by 1.1× and 2.3×, and 1.9-22× higher than other implementations. 
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Note that above performance in terms of stability and reproducibility are achieved at the cost of 
larger area occupation with respect to previous PUF solutions. Indeed, the ~7,200-F2 bitcell area 
is 1.2-19.4× higher than other designs in Table II, with the exception of [43]. From Table II, the 
proposed solution also shows a penalty in terms of spatial ACF (0.0472 at 95% confidence), which 
is 1.3-6.4× higher than prior works. Moreover, the measured static power per bitcell of 85 nW 
(1.8 V and 25 °C) is in the same order of magnitude with respect to that achieved in [50] with 
power gating, ~35× lower than [43], and higher than [46] by more than one order of magnitude. 
 

3.4 Area-Stability trade-off 
 
The results showed above were obtained at the cost of a larger area compared to several other 
prior works. The adoption of a sub-threshold voltage divider between two nominally identical 
sub-circuits guarantees an adequate randomness regardless of the process variations while also 
ensuring an inherently reliability under voltage and temperature variations. Indeed, the proposed 
solution showed low native instability as well as a correct operation under voltage and 
temperature variations within 0.4−1.8 V and 10−80 °C, respectively. Moreover, the lower 
voltage bound is dictated by the output inverter. Indeed, simulation and measurement results of 
the 4T-core, showed in Fig. 3.24, prove its ability of operating at very low voltages (i.e., with 
𝑉""	down to 0.1 V). However, the above considerations rely on the first crucial assumption of 
having two nominally identical sub-circuits (i.e., TC ≡ BC) which constraints the minimum area. 
For example, using a NMOS-based bottom circuit instead of the proposed PMOS version helps 
reducing the bitcell footprint breaking, however, the inherent symmetry of the circuit. This results 
in a higher sensitivity to PVT variations. Indeed, the systematic variations at different process 
corners causes that the randomness is not respected, due to the high gain provided by the core 
circuit, which requires external circuits for balancing the PMOS and NMOS strength under 
process variations. 
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This section provides different circuital variants, with the aim of reducing the bitcell footprint 
without degrading such fundamental PUF metrics.  
 
3.4.1 Area reduction of the output inverter 
 
First, the area efficiency can be improved reducing the area of the output inverter. Indeed, using 
a minimum inverter (i.e., minimum sizing for ensuring balanced PMOS and NMOS strength) 
instead of that used in the proposed solution helps reducing the area overhead at the cost of a 
lower gain (and hence larger unstable input region), higher power consumption, and higher 
variability. Fig. 3.43(a) and (b) illustrate the schematic of the high-gain 4T inverter and low-area 
4T inverter, respectively. In particular, the inverter showed in Fig. 3.43(a) is the same of that 
reported in the previous sub-section. On the other hand, the inverter proposed here is minimum 
sized where M1 and M4 are used for enabling power gating for turning off the unused cells.  
 

 
Fig. 3.43. Schematic of (a) high-gain 4T inverter design, and (b) low-area 4T inverter design. 

Fig. 3.44(a)-(d) report the static behavior of the two inverters (i.e., high-gain inverter, which is 
the adopted inverter for the previous proposed designs, and low-area inverter, which is the 
proposed area-efficient design) under voltage and temperature variations at TT corner. Fig. 
3.44(a) and (b) show the amplitude of the input unstable region (𝑉X - 𝑉 a) as function of voltage 
and temperature variations, respectively. From Fig. 3.44(a) the low-area design shows larger 
unstable input region under voltage variations, especially for higher 𝑉"" thus potentially resulting 
in a higher percentage of unstable bits. On the other hand, from Fig. 3.44(b) both designs exhibit 
a slight increase under temperature variations. Fig. 3.44(c) and (d) show the behavior of the input 
logic threshold (𝑉G) for both designs under voltage and temperature variations, respectively. From 
Fig.3.44(c) the logic threshold of both designs follows the mid-supply point (𝑉""/2) when 
decreasing 𝑉"" down to 0.4 V. However, at very low voltage operation the high-gain design 
deviates further away from 𝑉""/2 than the low-area design. Finally.  
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Fig. 3.44. Effect of voltage and temperature variations on the static parameters of the output inverter for both high-

gain design and low-area design. Effect of (a) voltage with T = 25 °C and (b) temperature with 𝑉&& = 1.8 V 
variations on the difference between minimum high- and maximum low-input voltages (𝑉0(-𝑉01). Effect of (c) voltage 

with T = 25 °C and (d) temperature with 𝑉&& = 1.8 V variations on the input logic-threshold (𝑉2). 

From Fig. 3.44(d) the logic threshold of both inverters exhibits the same slight increasing trend 
when increasing the temperature up to 100 °C. Concerning the variability, Fig. 3.45(a)-(d) show 
the statistical distribution of the amplitude of the unstable region (i.e., 𝑉X - 𝑉 a) and the logic 
threshold (i.e., 𝑉G) at 𝑉""= 1.8 V and 0.4 V with T= 25 °C. Data came from 5k-run Monte Carlo 
simulations at TT corner. Fig. 3.45(a) and (c) report the statistical distributions of the input 
unstable region at 𝑉""= 1.8 V and 𝑉""= 0.4 V, respectively, with T= 25 °C. From these 
distributions, the low-inverter design shows an average unstable region larger than the high-gain 
design of 20.8 mV and 2 mV at 1.8 V and 0.4 V, respectively. Moreover, the variability of the 
low-area design (i.e., the ratio between mean value and standard deviation) increases from 0.75% 
up to 1.08% when decreasing the 𝑉"" down to 0.4 V while that of the high-gain design increases 
from 0.27% to 0.66%, respectively. Fig. 3.45(b) and (d) illustrate the statistical distributions of 
the input logic threshold at 𝑉""= 1.8 V and 𝑉""= 0.4 V, respectively, with T= 25 °C. From Fig. 
3.45(b) the mean value is quite close to the ideal one (i.e., 𝑉G= 0.9 V) while the variability is 
0.57% for the low-area design and 0.17% for the high-gain design. Fig. 3.45(d) highlights that 
when decreasing the 𝑉"" down to 0.4 V the variability of the low-area and high-gain designs 
increase up to 2.78% and 0.59%, respectively. On the other hand, the mean values are 201.4 mV 
and 221.6 mV, respectively, demonstrating that the pull-up and the pull-down network strengths 
at very low-voltages are better balanced in the low-area design than the high-gain design. Finally, 
Fig. 3.46 (a) and (b) show the short-circuit current (𝐼#E,`;_) of the inverter (i.e., when 𝑉& = 𝑉G)  
for both low-area and high-gain designs under voltage and temperature variations, respectively. 
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Fig. 3.45. Statistical distribution of the amplitude of the unstable region (i.e., 𝑉0( - 𝑉01)  and the input logic logic 

threshold (i.e., 𝑉2)  at (a) and (b) 𝑉&&= 1.8 V and T= 25 °C, and (c) and (d) 𝑉&&= 0.4 V and T= 25 °C, respectively, 
from 5k-run Monte Carlo simulations at TT corner. 

From Fig. 3.46(a) for both designs the 𝐼#E,`;_ shows a decreasing trend when decreasing the 𝑉"" 
down to 0.4 V. Indeed, when moving toward a low-area design, the 𝐼#E,`;_ (𝑃#E) increases from 
2.62 µA (4.72 µW) up to 26.46 µA (47.63 µW) at nominal 𝑉"" (i.e., 1.8 V) and from 11.89 nA 
(4.76 nW) up to 45.17 nA (18.07 nW) at 0.4 V. 
 

 
Fig. 3.46. Short-circuit current (i.e., when 𝑉* = 𝑉2) of the inverter under (a) 𝑉&& variations at T= 25 °C and (b) 

Temperature variations at 𝑉&&= 1.8 V.   

On the other hand, from Fig. 3.46(b) the 𝐼#E,`;_ shows a decreasing trend when increasing the 
temperature. Indeed, using a low-area design instead of the high-gain version increases the 𝐼#E,`;_ 
(𝑃#E) from 2.78 µA (5 µW) up to 27.45 µA (49.41 µW) at T= 0°C and from 2.27 µA (4.09 µW) 
up to 24.09 µA (43.36 µW). Anyway, as shown in Fig. 3.43, M1 and M3 are driven by a control 
signal which allows enabling the power gating of the array. Indeed, during the readout phase only 
one row per time is enabled while powering off the unused cells. This approach dramatically 
reduces the power consumption of the array.  
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3.4.2 Area – Stability tradeoff in the 4T voltage divider 
 
Another way for reducing the bitcell footprint is connecting the body terminal of the transistors 
in each sub-circuit to each other. Fig. 3.47(a)-(c) illustrate the bitcell design concept including the 
area-efficient inverter, described above, along with the schematics and layouts of the bitcells 
which rely on the 4T-core described in the previous sub-section, i.e., without including the body 
effect, and the more compact 4T-core, i.e., including the body effect. 
 

 
Fig. 3.47. (a) Bitcell design concept along with schematic and layout (b) without using the body effect and (c) using 

the body effect. 

Fig. 3.47(a) provides the novel bitcell design concept. The main difference over that proposed in 
the previous sub-section is that here, the row selection (i.e., the isolation of a bitcell from the 
others belonging to the same column) is e enabled by the header and footer transistors in the 
output inverter. This approach also ensures of turning off the unused bitcells thus resulting in 
better energy efficiency which counteracts the power consumption increase due to the adoption 
of a minimum inverter instead of the high-gain design. Fig. 3.47(b) illustrates the schematic and 
layout of the 4T-core bitcell, pointing out that using an inverter with low-area inverter design, 
using the same sizing for the 4T-core, allows achieving 52.37% of area saving. Indeed, the bitcell 
footprint decreases from 7,222𝐹! down to 3,440𝐹!. This area can be further reduced by including 
the body effect within the core circuit. Indeed, Fig. 3.47(c) provides the schematic and layout of 
the 4T-core based bitcell in which the body terminals of the transistors in each sub-circuit are 
connected to the source terminal of M1 and M2 for top and bottom circuit, respectively. This 
allows further achieving 37.79% of area saving. Indeed, the bitcell footprint decreases from 
3,440𝐹! down to 2,140𝐹! when including the body effect within the core circuit due to the 
possibility of sharing the n-well of the two transistors in each sub-circuit. For better understanding 
the effect of including the body effect within the core circuit on the overall performance, in the 
following analytical derivation the terms in black are shared by the two circuits while the terms 
in green only refer to the core which includes the body effect. Using the same assumptions of the 
4T core solution. The current equations (3.7) and (3.8) are the same for both core solutions, while 
the current of M3 and M4 are given by 
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𝐼'0 = 𝐼!,0
𝑊0

𝐿0
exp?

(1 + 𝛾30,1)(𝑉( − 𝑉&&) + 𝑉$%!,0(𝑇) + 𝜆&0,1(𝑉( − 𝑉*)
𝑛0,1𝑉$

	@	(3.19)	 
 

𝐼'1 = 𝐼!,1
𝑊1

𝐿1
exp?

(1 + 𝛾30,1)(𝑉. − 𝑉*) + 𝑉$%!,1(𝑇) + 𝜆&0,1(𝑉.)
𝑛0,1𝑉$

	@	(3.20) 
 

where 𝛾Sc,d is the body biasing coefficient of M3 and M4. Following the same procedure developed 
for the 4T core and then equating (3.7) and (3.19) (i.e., the currents of M1 and M3), and (3.8) and 
(3.20) (i.e., the currents of M2 and M4), the voltages 𝑉. and 𝑉! are given by 
 

𝑉( =
1

𝑛(,. + 𝑛(,.𝜆&0,1 + 𝑛0,1𝜆&(,. + 𝑛(,.𝛾30,1
MB𝑛(,. + 𝑛0,1𝜆&(,. + 𝑛(,.𝛾30,1C𝑉&& + 𝑛0,1𝑉$%!,((𝑇)

− 𝑛(,.𝑉$%!,0(𝑇) + 𝑛(,.𝜆&0,1𝑉* + 𝑛(,.𝑛0,1𝑉$ ln ?
𝐼!,(𝑊(𝐿0
𝐼!,0𝑊0𝐿(

@N				(3.21) 
 

𝑉. =
1

𝑛(,. + 𝑛(,.𝜆&0,1 + 𝑛0,1𝜆&(,. + 𝑛(,.𝛾30,1
M𝑛0,1𝑉$%!,.(𝑇) − 𝑛(,.𝑉$%!,1(𝑇)

+ B𝑛(,. + 𝑛0,1𝜆&(,. + 𝑛(,.𝛾30,1C𝑉* + 𝑛(,.𝑛0,1𝑉$ ln ?
𝐼!,.𝑊.𝐿1
𝐼!,1𝑊1𝐿.

@N				(3.22) 
 

Then, by substituting (3.21) and (3.22), respectively, in (3.7) and (3.8) and equating the resulting 
expressions, the equation for the voltage 𝑉& is given by 
 

𝑉* =
𝑉&&
2 +

1
2𝜆&0,1

M𝑉$%!,0 − 𝑉$%!,1 + 𝑛0,1𝑉$𝑙𝑛 ?
𝐼!,0𝑊0𝐿1
𝐼!,1𝑊1𝐿0

@N

+
1 + 𝛾𝐵3,4 + 𝜆&0,1
2𝜆&(,.𝜆&0,1

M𝑉$%!,( − 𝑉$%!,. + B𝑘$,( − 𝑘$,.C(𝑇 − 𝑇2,-)

+ 𝑛(,.𝑉$𝑙𝑛 ?
𝐼!,(𝑊(𝐿.
𝐼!,.𝑊.𝐿(

@N						(3.23) 
 

From (3.23), the gain over the M1-M2 mismatch is slightly higher when including the body effect 
within the core circuit. For better understanding the circuit behavior, equation (3.18) can be 
rewritten by following the same procedure as for the core circuit of Fig. 3.47(b).  
 

𝑉"&0 − 𝑉"&,1 ≈
𝑉$%!,1(𝑇) − 𝑉$%!,0(𝑇)

𝜆&0,1
+	
1 + 𝛾30,1
𝜆&0,1

[𝑉"&((𝑇) − 𝑉"&.(𝑇)]		(3.24) 
 

This equation points out that the voltage drops across M1 and M2 act on both gate and body 
terminal thus increasing the overall gain over their mismatch. This point can be better appreciated 
in Fig. 3.48(a)-(c) which report the statistical analysis of the 𝑉& voltage and 𝑉#". − 𝑉#"! as 
function of the M1-M2 mismatch along with the statistical distribution of the circuit gain for both 
solutions of Fig. 3.47(b) and (c). Fig. 3.48(a) illustrates the 𝑉&	sensitivity of both circuits to the 
M1-M2 mismatch, from which it is notable a very similar input-output characteristic. This is 
confirmed by Fig. 3.48(c) which shows the statistical distributions of the gain of circuits of Fig. 
3.47(b) and (c). From this figure the new design slightly increases the circuit gain from 1.899k to 
2.202k (i.e., ×1.16). Indeed, thanks to both reverse gate and body bias the new design requires 
lower 𝑉#". − 𝑉#"! for achieving even higher 𝑉& spread than that of the circuit of Fig. 3.47(b) as 
shown in Fig. 3.48(b). 
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Fig. 3.48. Comparison at GK conditions (i.e., VDD = 1.8 V and T = 25°C) between the two solutions in terms of (a)VX 

voltage and (b) VSD1 – VSD2 as function of the M1-M2 mismatch, and (c) gain distribution. Data came from 5k-run 
Monte Carlo simulations. 

However, the effectiveness of this new design relies on reducing the M1-M2 strength difference 
sensitivity to the 𝑉"" variations. Indeed, 𝑉#". and 𝑉#"! are given by subtracting to 𝑉"" and 𝑉& 
the equations (3.21) and (3.22), respectively. 
 

𝑉"&( =
1

𝑛(,. + 𝑛(,.𝜆&0,1 + 𝑛0,1𝜆&(,. + 𝑛(,.𝛾30,1
MB𝑛(,.𝜆&0,1C(𝑉&& − 𝑉*) − 𝑛0,1𝑉$%!,((𝑇) + 𝑛(,.𝑉$%!,0(𝑇)

− 𝑛(,.𝑛0,1𝑉$ ln ?
𝐼!,(𝑊(𝐿0
𝐼!,0𝑊0𝐿(

@N				(3.25) 
 
 

𝑉"&. =
1

𝑛(,. + 𝑛(,.𝜆&0,1 + 𝑛0,1𝜆&(,. + 𝑛(,.𝛾30,1
MB𝑛(,.𝜆&0,1C𝑉* − 	𝑛0,1𝑉$%!,.(𝑇) + 𝑛(,.𝑉$%!,1(𝑇)

− 𝑛(,.𝑛0,1𝑉$ ln ?
𝐼!,.𝑊.𝐿1
𝐼!,1𝑊1𝐿.

@N				(3.26) 
 

From (3.25) and (3.26) the voltage drops across M1 and M2 of the circuit of Fig.3.47(c) show 
less voltage sensitivity than that of Fig. 3.47(b). However, as a said effect, the nominal voltage 
drops across them is lower. This means that using the same sizing for improving the area 
efficiency could lead to not enough M3 and M4 conductivities for always guarantying adequate 
voltage drops (i.e., above than 3−4 thermal voltages) across M1 and M2 thus resulting in a lower 
M1-M2 strength difference and hence lower 𝑉& spread. This is due to the exponential term in the 
square bracket of (3.1) for which low 𝑉#" variations result in high current variations. Increasing 
the M3 and M4 channel width (i.e., 𝑊c,d) can counteracts the previous effect. 
Extensive Monte Carlo (MC) simulations were performed to assess the stability of the two 
designed PUF bitcells, showed in Fig. 3.47(b) and (c), across process corners (TT, SS, FF, SF and 
FS), voltages (𝑉"" ranging from 1.8 V down to 0.4 V) and temperatures (ranging from 0 °C up 
to 100 °C). The stability analysis involved quantifying the percentage of unstable bits, which 
includes ‘noisy’ and ‘flipped’ bits, at a given PVT corner. Noisy bits correspond to 𝑉& voltages 
falling in the neighborhood of 𝑉""/2, thus resulting into potentially unstable bits at the output of 
the subsequent inverter. More precisely, the bits that fall in the undefined input region of the 
inverter, defined as 𝑉X − 𝑉 a + 2𝑉W. The term 2𝑉W was introduced to take more effectively into 
account the effect of on-chip noise at different operating conditions. On the other, flipped bits 
refer to the number of bits that permanently flip at different environmental conditions. Before 
showing the stability results it is important to understand the behavior of the area-efficient inverter 
at different process corners under voltage and temperature variations.  
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Fig. 3.49. Effect of voltage and temperature variations on the static parameters of the output inverter at different 

process corners. Effect of (a) voltage with T= 25 °C, and (b) temperature with 𝑉&& = 1.8 V variations on the 
difference between minimum high- and maximum low-input voltages (𝑉0(-𝑉01). Effect of (c) voltage with T= 25 °C 

and (d) temperature with 𝑉&& = 1.8 V variations on the input logic-threshold (𝑉2). 

Fig. 3.49(a)-(d) report the effect of process, voltage, and temperature variations on the amplitude 
of the unstable input region of the inverter as well as its input logic threshold. Fig. 3.49(a) and (b) 
illustrate difference between the minimum high- and maximum low-input voltages (i.e., 𝑉X-𝑉 a) 
as function of voltage (0.4−1.8 V) and temperature (0−100 °C) variations respectively. From 
Fig. 3.49(a), such a voltage difference exhibits a nearly linear decrease with decreasing 𝑉"" down 
to 0.6 V, whereas the decreasing trend deviates from the linearity for 𝑉"" below 0.6 V. In addition, 
Fig. 3.49(b) shows that 𝑉X-𝑉 a slightly increases with increasing the temperature. More precisely, 
in the corners TT, FS, and SF the static performances of the inverter in terms of 𝑉X-𝑉 a are quite 
close to each other with an increase of the amplitude at the corner FF (i.e., due to the higher 
transistor conductivities) and a decrease of the amplitude in the corner SS (i.e., due to lower 
transistor conductivities). From Fig. 3.49(c) the logic threshold increases linearly with 𝑉"" 
keeping its value quite close to the mid-supply point at the corners TT, FF, SS with a slight 
increase and decrease at SF and FS corners respectively. From Fig. 3.49(d) the logic threshold 
exhibits a slight increase when increasing the temperature and shows the same trend of Fig. 
3.49(c) under process variations. Fig. 3.50(a)-(d) show the percentage of unstable bits in the two 
circuits at different process corners, while separately considering the effect of voltage and 
temperature variations. bits averaged over process corners under voltage and temperature 
variations. Here, the unstable bits account for both ‘noisy’ and ‘flipped’ bits. The increase of the 
overall instability, compared to the bitcell described in the previous sub-section, is associated to 
the area-efficient inverter. 
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Fig. 3.50. Percentage of unstable bits (‘noisy’+ ’flipped’) at different process corners across voltages (T = 25 °C) 
and temperatures (𝑉&&= 1.8 V). (a) and (c) refer to the bitcell of Fig. 3.47(b), (b) and (d) refer to the bitcell of Fig. 

3.47(c). 

Anyway, both bitcell implementations exhibit higher bit instability at FF and SF corners. This can 
be ascribed to the fact that, referring to the core block, at these corners the increase in PMOS 
strength is more effective in minimum-sized M1-M2 than M3-M4, as shown in Fig. 3.28. This 
results in voltage drop across M1-M2 lower than 3−4𝑉W, which counteracts the effect of their 
𝑉WX mismatch in differentiating the strength of two sub-circuits (i.e., lower 𝑉#".,! variation is 
required for balancing the strength of the two sub-circuit) within the bitcell core, as stated above. 
The reduction of 𝑉#".,! at FF and SF corners is emphasized in the design of Fig. 3.47(c) as given 
by the reverse body biasing that leads to increase the voltage drop on M3-M4, thus resulting into 
slightly higher percentage of unstable bits compared to its counterpart. This can be better 
appreciated in Fig. 3.51(a)-(b), which report the percentage of unstable. From these figures, the 
instability averaged across different process corners of the circuit in Fig. 3.47(b) is always lower 
than that of Fig. 3.47(c) (i.e., for the reasons stated above) even under voltage and temperature 
variations. Fig. 3.51(c) summarized the comparison in terms of unstable bits under different PVT 
conditions. From this figure, including the body effect within the core circuit results in a similar 
percentage of unstable bits than which does not include the body effect at the TT corner and GK 
conditions, i.e., 1.18% vs. 1.14%. Conversely, when averaging the unstable bits over process 
corners and different voltages/temperatures, the bitcell topology here proposed suffers from 
slightly higher bit instability than its counterpart. Indeed, when averaging across process corners 
at GK conditions the percentage of unstable bits increases from 1.88% up to 2.16%. On the other 
hand, when averaging across different process corners and voltages at T= 25 °C the instability 
increases from 1.73% up to 1.93%. 
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Fig. 3.51. Percentage of unstable bits averaged over process corners across (a) voltages and (b) temperatures for the 

two circuits of Fig. 3.47(b)-(c), (c) summary comparison in terms of unstable bits under different PVT conditions. 

Finally, when averaging under temperature variations and different process corners at 𝑉""= 1.8 
V the overall instability increases from 2.00% up to 2.23%. The comparison between the two 
circuits was extended by evaluating the BER and the static power consumption per bitcell across 
process corners, voltages and temperatures. Both figures of merit were estimated while 
considering an 8×32 bitcell array as implemented in the previous sub-section. The BER was 
evaluated accounting for 32-bit PUF output words. Fig. 3.52 summarizes the adopted procedure 
for estimating the BER as function of both the input−output characteristic of the inverter of Fig. 
3.43(b) and the 𝑉& distribution.  
 

 
Fig. 3.52. Flipping probability as function of both input−output characteristic of the inverter of Fig.3.43(b) and 𝑉* 

distribution. 

From this figure, only the 𝑉& samples that fall in the undefined input region of the inverter were 
considered as unstable with different probability depending on the proximity to the logic threshold 
of the inverter (i.e., 𝑉G, which is the maximum-gain point). For example, if the 𝑉& voltage is very 
close to the inverter logic threshold (the red dot in Fig. 3.52) its flipping probability is close to 
0.5 which means that under different evaluations it could give both ‘0’ and ‘1’ with the same 
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probability. On the other hand, the orange dot represents a slightly unstable bit which means that 
under different evaluations in most cases that bit will give ‘1’ as output and hence it could be 
easily filtered with a majority voting approach. Finally, the green dot represents a stable sample 
and hence noisy does not affect the output bit generation. In addition, the static power per bitcell 
was computed considering the effect of power gating within the PUF array, as enabled by the 
inverter design in Fig. 3.47(b)-(c). More specifically, the estimated power consumption takes into 
account that the output inverter is enabled only in one bitcell row at a time, whereas in the rest of 
bitcells its static power contribution is suppressed. Fig. 3.53 shows the comparison in terms of 
BER under different PVT conditions. 
 

 
Fig. 3.53. Summary comparison between the two circuits of Fig. 3.47(b)-(c) in terms of bit error rate (BER) under 

different PVT conditions. Data refers to 32-bit PUF words within an 8×32 bitcell array. 

From this figure, the observed trend is expectedly similar to that of the unstable bits in Fig. 
3.51(c). Indeed, the two circuits reach similar BER at the TT corner and GK conditions, i.e., 
0.23% and 0.26% respectively for the bitcell of Fig. 3.47(b) and (c). On the other hand, the new 
design, which includes the body effect, exhibits slightly higher BER than its counterpart when 
considering process variations, e.g., 0.66% vs. 0.54% when averaging over process corners at GK 
conditions. On the other hand, when averaging across different process corners and voltages at 
T= 25 °C the BER increases from 0.51% up to 0.59%. Finally, when averaging under temperature 
variations and different process corners at 𝑉""= 1.8 V the BER increases from 0.57% up to 0.67%.   
Fig. 3.54 shows the comparison in terms of static power per bitcell across PVT. It was computed 
considering the effect of power gating within the PUF array, as enabled by the inverter design in 
Fig. 3.47(b)-(c). More specifically, the estimated power consumption takes into account that the 
output inverter is enabled only in one bitcell row at a time, whereas in the rest of bitcells its static 
power contribution is suppressed. From this figure, we can observe slightly higher power 
consumption in the new design, which includes the body effect, compared to its counterpart. 
Indeed, the two circuits show similar power consumption at the TT corner and GK conditions, 
i.e., 98.4 nW and 103.5 nW, respectively for the bitcell of Fig. 3.47(b) and (c). On the other hand, 
the new design, exhibits slightly higher power consumption than that of Fig. 3.47(b) when 
considering process variations, e.g., 200.0 nW vs. 175.2 nW when averaging over process corners 
at GK conditions. On the other hand, when averaging across different process corners and 
voltages at T= 25 °C the power consumption increases from 51 nW up to 58.2 nW. Finally, when 
averaging under temperature variations and different process corners at 𝑉""= 1.8 V the power 
consumption increases from 183.3 nW up to 205.6 nW. This can be mainly ascribed to the higher 
percentage of unstable ‘noisy’ bits. Indeed, the latter correspond to the cases of intermediate 𝑉& 
voltages generated by the bitcell core, which result into a noticeable increase in the dominant 
power contribution associated with the output inverter. 
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Fig. 3.54. Summary comparison between the two circuits of Fig. 3.47(b)-(c) in terms of static power consumption per 

bitcell under different PVT conditions. BER data refers to an 8×32 bitcell array with power gating. 

Moreover, it is important to point out how the power gating helps for obtaining around the same 
power consumption of that reported in the previous sub-section thus counteracting the increase of 
the supply current due to the area-efficient inverter.  
 
3.4.3 Comparison with prior works 
 
Finally, Table III summarizes the results of the two simulated PUF circuits. The table also reports 
measurement results of relevant prior art CMOS PUFs, including the 4T voltage divider-based 
implementation originally proposed in [13]. When compared to the latter, the two circuits 
analyzed in this work shows ~2× higher percentage of unstable bits and BER. However, such 
better stability of the solution in [13] is achieved at the cost of significantly larger bitcell area 
(~7,200F2), i.e., 2.1× and 3.4× higher than the design of Fig. 3.47(b) and (c), respectively. This 
because the output inverter in [13] was designed using longer channel devices (i.e., 𝐿 = 2.5 µm) 
to ensure high gain and high robustness against process variations, as well as to keep its power 
consumption low in absence of power gating. When compared to other prior art solutions reported 
in Table III, the bitcell area of the circuit of Fig. 3.47(a) (Fig. 3.47(c)) is 3.9-6.9× (2.4-4.3×) higher 
than [30], [46]-[37], similar (1.7× lower) than [43], and 2.7× (4.4×) lower than [46]. 
 

 
 

Moreover, the performance of the two circuits in terms of native unstable bits and BER as 
estimated by simulations is quite competitive with respect to other designs. For instance, the 
percentage of unstable bits achieved by the circuit of Fig. 3.47(b) (Fig. 3.47(c)) is 1.5-23.5× (1.4-
22.7×) lower than prior art, with the exception of [13] as discussed above. Moreover, the estimated 
static power per bitcell of the two analyzed circuits is in the same order of magnitude compared 
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to that in [50] with power gating, ~30× lower than [43], and higher than [46] by more than one 
order of magnitude. 
 

3.5 More stacked solutions 
 
With the aim of further improving the overall stability, different circuital versions have been 
considered. In particular, comparison between simulations and measurements partially confirmed 
the effectiveness of reducing the percentage of samples that fall in the unstable region of the 
output inverter for improving the resiliency to the noise conditions. Despite the high gain provided 
by the 4T-core circuit, a small percentage (e.g., around 1%) of 𝑉& samples still fall in the unstable 
region and hence result instable at the output of the inverter, due to on-chip noise. In this chapter 
we considered more complex sub-circuit architectures for increasing the overall gain on M1-M2 
mismatch. A general message from the 4T-core analysis is that when adding one more stacked 
transistor in each sub-circuit the gain provided by the circuit increase of a factor 1/𝜆" which 
allows making the 𝑉& voltages well-readable, especially when the M1-M2 mismatch is small. 
This also reduces the current absorbed by the output inverter thus resulting in both stability and 
energy improvements. However, the main drawback is that each added transistor results in a larger 
increase of the bitcell footprint due to the layout constraints and the need of proper sizing the 
additional transistors for guarantying a correct operation.  
 
3.5.1 Design guidelines of 6T-core and 8T-core 
 
Fig. 3.55(a)-(c) illustrate the PUF design concept along with the schematic and layout of the 
proposed 6T-core based and 8T-core based solutions and the transistor sizing. 
 

 
Fig. 3.55. (a) Bitcell design concept along with schematic and layout (b) 6T-core based bitcell and (c) 8T-core based 

bitcell.  
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Compared to the 4T-core based solution, 6T and 8T cores include one and two, respectively, 
negative-𝑉#$  transistors in each sub-circuit for further amplify the M1-M2 mismatch. Following 
the same guidelines described for the 4T-core, the added transistors must be sized larger for 
ensuring an adequate voltage drops on each transistor. Indeed, as shown in Fig. 3.55, M5-M8 
were sized with the same channel length of M3 and M4 but with larger channel width. More 
precisely, M5 and M6 were sized with L= 0.5 µm and W= 2.0 µm while M7 and M8 with L= 0.5 
µm and W = 2.5 µm.  From an analytical point of view, following the same assumptions and 
procedures made for the 4T-core circuit, the 𝑉& equations for the 6T-core and 8T-core solutions 
are given by 
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Where, considering the adopted sizing the dominant variability is that of M1 and M2. This allows 
us neglecting the M3-M8 mismatch and hence writing (3.27) and (3.28) as follow 
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where in absence of mismatch (e.g., 𝑉WX>,. − 𝑉WX>,! = 0) the 𝑉& voltages are equal to the mid-
supply point. When mismatch occurs, the top and bottom circuits push the 𝑉& voltage as far from 
𝑉""/2 as low is the equivalent DIBL of the stack which is much lower compared to that provided 
by the 4T-core circuit. As result both 6T and 8T circuits provide well readable 𝑉& voltages even 
with small mismatch. Fig. 3.56(a) and (b) report the scatter plot between the 𝑉& voltage as function 
of the M1-M2 mismatch for both 6T-core and 8T-core circuits and the distribution of the gain of 
the circuits. Data came from 5k-run Monte Carlo simulations at GK conditions (i.e., 𝑉""= 1.8 V 
and T= 25°C). Fig. 3.56(a) illustrates the 𝑉&	sensitivity of both circuits to the M1-M2 mismatch, 
from which it is notable the ability of the circuit of generating always well readable 𝑉& voltages 
even in small mismatch conditions.  
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Fig. 3.56. Comparison at GK conditions (i.e., VDD = 1.8 V and T = 25°C) between 6T-core and 8T-core circuits in 

terms of (a)VX voltage as function of the M1-M2 mismatch, and (b) gain distribution. Data came from 5k-run Monte 
Carlo simulations. 

This is confirmed by Fig. 3.56(b) which shows the statistical distributions of the gain of circuits 
of Fig. 3.55(b) and (c). From this figure the mean gain value is of 121.7k and 15.5M for 6T-core 
and 8T-core circuit, respectively. For better appreciating the circuit behavior, Fig. 3.57(a)-(d) 
provide the voltage repartition in the 6T and 8T voltage dividers in the cases of small mismatch. 
More precisely, Fig. 3.57(a) and (b) illustrate the voltage drops across each transistor in the 
voltage divider in the case of weak logic ‘0’ (e.g., |𝑉WX>,.| slightly higher than |𝑉WX>,!|) for the 
6T-core and 8T-core circuits, respectively, whereas Fig. 3.57(c) and (d) illustrate the voltage 
drops in the case of weak logic ‘1’ (e.g., |𝑉WX>,!| slightly higher than |𝑉WX>,.|).  
 

 
Fig. 3.57. Voltage drops across the transistors in the (a) and (c) 6T-core voltage divider and (b) and (d) 8T-core 

voltage divider, normalized to the 𝑉&& for weak M1-M2 mismatch. (a) and (b) weak logic ‘0’, (c) and (d) weak logic 
‘1’. 
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Fig. 3.57 carries out two important features: (i) the transistors in the stack effectively translate 
small mismatch in large 𝑉& deviation from the mid-supply point; and (ii) the more stacked 
transistors (e.g., M5-M8) do not affect the correct operation at very low voltages. Indeed, if proper 
sized, when decreasing the 𝑉"" below 0.6 V their voltage drops gradually approach to zero. This 
can be ascribed to their large conductivity compared to the other in the stack. For example, as 
shown in Fig. 3.57(d) in the 8T-core circuit for 𝑉"" values below 0.5 V, the voltage drops across 
M5 and M6 is not large enough for reducing the M7 and M8 conductivity enough to require large 
𝑉#" for delivering the same current. This means that these circuits can always guarantee a correct 
operation under voltage variation regardless of the number of transistors in each sub-circuit. 
Indeed, at very low voltage the more stacked transistors act as short circuits due to their higher 
conductivity. This allows improving the overall performance at higher 𝑉"" compared to the 4T-
core, while preserving its resiliency at very low voltage operations.  
 
3.5.2 Simulations and measurements of 6T-core and 8T-core  
 
As result, Fig. 3.58 (a)-(d) provide both the measured 𝑉& and 𝐼:76' trends as function of 𝑉"" 
variations for both 6T-core and 8T-core circuits across 20 dice.  
 

 
Fig. 3.58. Measured 𝑉* voltage normalized to 𝑉&& of (a) 6T-core (i.e., 𝑉*,6') and (b) 8T-core (i.e., 𝑉*,7') circuits 
under voltage variations at T= 25 °C across 20 samples. Absorbed current from (c) 6T-core (i.e., 𝐼6') and (d) 8T-

core (i.e., 𝐼7') circuits under voltage variations at T= 25 °C across 20 samples. 

Fig.3.58 (a) and (b) provide the normalized 𝑉& trend as function of the voltage variations for 6T-
core and 8T-core circuits, respectively. These figures highlight the ability of the proposed 
solutions of pushing the 𝑉& voltages far from the mid-supply point, regardless of the considered 
voltage, even in small mismatch conditions. From Fig. 3.57, when considering a supply voltage 
of 100 mV the negative-𝑉#$  transistors act as short circuits, thus indicating that the output voltage 
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is only function of M1 and M2. In this regard, such voltage (i.e., 𝑉&,CW) shows a deviation from 
𝑉""/2 which is proportional to the M1-M2 mismatch (i.e., 𝑉& − 𝑉""/2 is proportional to 
∆𝑉WX>/2𝜆".,!). This means that at very low supply voltage the 𝑉& voltages which are quite close 
to the mid-supply point indicate the circuit is operating in condition of small mismatch (i.e., 
𝑉WX>,. ≈ 𝑉WX>,!). As result, Fig. 3.58(a) shows two 𝑉& samples which are quite close to the mid 
supply point at 𝑉""= 0.1 V, thus potentially unstable bits under voltage and temperature 
variations. However, the same figure proves the effectiveness of the proposed solution of 
shielding the M1-M2 mismatch from the voltage variations.  Fig. 3.58(c) and (d) provide the 
supply current of both 6T-core and 8T-core circuits as function of the voltage variations. From 
these figures, above a certain voltage the absorbed current becomes insensitive to the voltage 
variations, thus proving the effectiveness of the proposed solutions in reducing the equivalent 
DIBL of the stack. Indeed, from Fig. 3.58(c) and (d), both the averaged 6T-core and 8T-core 
supply currents (dissipated power) decrease from 25.6 pA (46.08 pW) to 25.57 pA (10.23 pW) 
and from 23.288 pA (i.e., 41.92 pW) to 23.285 pA (i.e., 9.32 pW), respectively, when reducing 
the 𝑉"" from 1.8 V down to 0.4 V. On the other hand, Fig. 3.59(a)-(d) provide both the measured 
𝑉& and 𝐼:76' trends as function of temperature variations for both 6T-core and 8T-core circuits 
across 20 dice. 
 

 
Fig. 3.59. Measured 𝑉* voltage normalized to 𝑉&& of (a) 6T-core (i.e., 𝑉*,6') and (b) 8T-core (i.e., 𝑉*,7') circuits 

under temperature variations at 𝑉&&= 1.8 V across 20 samples. Absorbed current from (c) 6T-core (i.e., 𝐼6') and (d) 
8T-core (i.e., 𝐼7') circuits under temperature variations at 𝑉&&= 1.8 V across 20 samples. 

Fig. 3.59(a) and (b) provide the measured 𝑉& voltage normalized to 𝑉"" for both 6T-core and 8T-
core circuits under temperature variations. Fig.3.59(a) shows that two bits flipped under 
temperature variations. Indeed, they correspond to the samples whose 𝑉& voltage was very close 
to the mid-supply point at 𝑉""= 0.1 V mentioned in the above analysis. This proves that these 
solutions can counteract the effect of the mismatch in terms of the DIBL coefficients (i.e., 𝜆",. 
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and 𝜆",!), but the output voltage can still exhibit an instable behavior under temperature variations 
due to the mismatch in terms of the temperature coefficient (i.e., 𝑘W,.	and 𝑘W,!). Anyway, all the 
𝑉& voltages which do not flip remain quite close to the two edges (i.e., 𝑉"" and ground) under 
temperature variations thus potentially reducing the percentage of noisy bits during the readout 
phase. On the other hand, Fig. 3.59(c) and (d) report the measured 6T-core and 8T-core supply 
currents under temperature variations. From these figures, both currents exhibit an exponential 
relationship with the temperature variations due to the deep sub-threshold operations. Indeed, 
from Fig. 3.59(c) and (d), both the averaged 6T-core and 8T-core supply currents (dissipated 
power) increase from 25.6 pA (46.08 pW) to 547.7 pA (985.9 pW) and from 23.288 pA (i.e., 
41.92 pW) to 506.8 pA (i.e., 912.24 pW), respectively, when increasing the temperature from 
25°C up to 100°C.  
 
3.5.3 Simulation results of the 6T-core and 8T-core based bitcells 
 
These two solutions along with the 4T-core based bitcell were simulated through extensive Monte 
Carlo simulations across different PVT corners. Where, for safe comparison, the considered 4T-
core based bitcell is that of Fig. 3.47(a). Fig. 3.60(a)-(c) illustrate the 4T, 6T, and 8T bitcells, 
respectively, along with the adopted sizing and the respective layout.  
 

 
Fig. 3.60. Schematic and Layout of the (a) 4T-core based, (b) 6T-core based, and (c) 8T-core based PUF bitcell. 

This figure carries out that the main drawback of increasing the stack of each sub-circuit within 
the bitcell core is the increase of the bitcell footprint. Indeed, compared to the 4T-core based 
solution, the 6T-core and 8T-core based bitcells degrade the occupied area of 50.41% and 
103.31%, respectively. Fig. 3.61(a)-(c) provide the statistical distribution of the 𝑉& voltage of the 
4T-core, 6T-core, and 8T-core solutions, respectively from 5k-run Monte Carlo simulations at 
GK conditions (i.e., 𝑉""= 1.8 V and T= 25 °C) at TT corner.  From this figure is notable how 
passing from the 4T-core to the 6T- and 8T-core solutions allows decreasing the percentage of 
potentially noisy bits (i.e., the percentage of bits that fall in the unstable input region of the 
subsequent inverter) at GK conditions from 1.14% down to 0.08% and 0%, respectively. 
 



 116 

 
Fig. 3.61. Statistical distribution of the 𝑉* voltage of the (a) 4T-cor, (b) 6T-core, and (c) 8T-core from 5k-run Monte 

Carlo simulations at GK conditions (i.e., 𝑉&&= 1.8 V and T = 25°C) at TT corner.  

Fig. 3.62 (a)-(f) provide simulated trends of the unstable bits for the 4T-core, 6T-core, and 8T-
core based solutions, respectively under both voltage and temperature variations at TT corner. 
This figure also illustrates the trend of both noisy and flipped bits under voltage, Fig. 3.62 (a)-(c), 
and temperature, Fig. 3.62(d)-(f), variations. Noisy bits correspond to 𝑉& voltages falling in the 
neighborhood of 𝑉""/2, thus resulting into potentially unstable bits at the output of the 
subsequent inverter. More precisely, the bits that fall in the undefined input region of the inverter, 
defined as 𝑉X − 𝑉 a + 2𝑉W. The term 2𝑉W was introduced to take more effectively into account 
the effect of on-chip noise at different operating conditions. On the other, flipped bits refer to the 
number of bits that permanently flip at different environmental conditions. 
 

 
Fig. 3.62. Percentage of simulated unstable bits for the (a) and (d) 4T-core based, (b) and (e) 6T-core based, and (c) 

and (f) 8T-core based solutions from 5k-run Monte Carlo simulations at TT corner under (a)-(c) 𝑉&& variations at 
T= 25 °C and (d)-(f) temperature variations at 𝑉&&= 1.8 V. 
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Fig. 3.62 (a) and (d) report the stability trend of the 4T-core based bitcell of Fig. 3.60(a) under 
both voltage and temperature variations, respectively. From Fig. 3.62(a), the overall instability 
under voltage variations is dominated by noisy bits. Indeed, the percentage of noisy bits decreases 
from 1.14% down to 0.58% when decreasing the 𝑉"" from 1.8 V down to 0.4 V whereas the 
percentage of flipped bits increases up to 0.06% under the same 𝑉"" variations. From Fig. 3.62(d) 
the instability under temperature variations is mainly due to the increase of noisy bits. Indeed, the 
percentage of noisy bits increases from 1.14% up to 1.44% when increasing the temperature from 
25 °C up to 100 °C whereas the percentage of flipped bits increases up to 0.18% under the same 
temperature variations. Fig. 3.62(b) and (e) provide the stability trend of the 6T-core based bitcell 
of Fig. 3.60(b) under both voltage and temperature variations. From Fig. 3.62(b) the stability 
under voltage variations is improved, compared to the 4T-core solutions. Indeed, the percentage 
of noisy bits increases from 0.06% up to 0.18% when decreasing the 𝑉"" down to 0.4 V, whereas 
the percentage of flipped bits increases up to 0.04% under the same 𝑉"" variations. From Fig. 
3.62(e) the instability under temperature variations is mainly due to the increase of flipped bits. 
Indeed, the percentage of noisy bits remains quite constant under temperature variations, whereas 
the flipped bits increase up to 0.06% when increasing the temperature up to 100 °C. Finally, Fig. 
3.62(c) and (f) report the trend of the unstable bits of the 8T-core based bitcell of Fig. 3.60(c) as 
function of both voltage and temperature variations, respectively. From Fig. 3.62(c) the 
percentage of unstable bits is 0% with 𝑉"" ranging from 0.6 V to 1.8 V while increases up to 
0.46% when decreasing the 𝑉"" down to 0.4 V due to the increase of noisy bits. Fig. 3.62(f) 
provides the instability trend as function of the temperature variations. From this figure, the 
percentage of unstable bits increases up to 0.14% when increasing the temperature up to 100 °C 
due to the increase of flipped bits. Extensive Monte Carlo simulations were performed to assess 
the stability of the three designed PUF bitcells across process corners (TT, SS, FF, SF and FS), 
voltages (𝑉"" ranging from 1.8 V down to 0.4 V) and temperatures (ranging from 0 °C up to 100 
°C). Fig. 3.63(a)-(f) provide the percentage of unstable bits (i.e., the sum of noisy and flipped 
bits) under voltage and temperature variations across different process corners for the three 
bitcells illustrated in Fig. 3.60(a)-(c). Fig. 3.63(a) and (d) report the trend of unstable bits under 
voltage and temperature variations, respectively, of the 4T-core based bitcell. From Fig. 3.63(a) 
the overall instability trend across different process corners is quite similar to that achieved at TT 
corner. However, the worst corners are FF and SF due to the higher pMOS conductivity. Indeed, 
at FF (SF) corner the percentage of unstable bits is 3.52% (3.12%) at 𝑉""= 1.8 V and 2.80% 
(3.94%) at 𝑉""= 0.4 V. From Fig. 3.63(d) the overall instability increases when varying the 
temperature from its value at GK conditions (e.g., 25 °C). Anyway, similar to the voltage 
variations, the worst corners are FF and SF corners. Indeed, at FF (SF) corner the percentage of 
unstable bits increases up to 3.7% (3.26%) at T= 100 °C. Fig. 3.63(b) and (e) report the trend of 
unstable bits under voltage and temperature variations, respectively, of the 6T-core based bitcell. 
From Fig. 3.63(b) the overall instability under voltage variations is much lower compared to that 
of Fig. 3.63(a). Like the 4T-core solution, the worst corners are FF and SF where the percentages 
of unstable bits are 0.42% and 0.24%, respectively, at 𝑉""= 1.8 V. On the other hand, at  𝑉""= 
0.4 V the worst corners are SF and FS, due to the inverter behavior at these corners, where the 
percentages of unstable bits are 3.02% and 2.52%, respectively. From Fig. 3.63(e) the overall 
instability increases under temperature variations, especially in FF and SF corner, where the 
percentages of unstable bits are 1.06% and 0.76%, respectively, at T= 100 °C. 
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Fig. 3.63. Percentage of unstable bits (‘noisy’+ ’flipped’) at different process corners across (a)-(c) voltages (at T = 
25 °C) and (d)-(f) temperatures (at 𝑉&&= 1.8 V) from 5k-run Monte Carlo simulations. (a) and (d) refer to the bitcell 

of Fig. 3.60 (a), (b) and (e) refer to the bitcell of Fig. 3.60(b), (c) and (f) refer to the bitcell of Fig. 3.60(c). 

Finally, Fig. 3.63(c) and (f) report the overall instability under voltage and temperature variations, 
respectively, of the 8T-core based bitcell. From Fig. 3.63(c) the high gain provided by the core 
circuit ensure a nearly-zero instability regardless of the process variations with 𝑉"" ranging from 
0.6 V to 1.8 V. The instability increases when 𝑉"" approaches to 0.4 V, especially at SF and FS 
corners, where the percentages of unstable bits are 4.02% and 2.42%, respectively. From Fig. 
3.63(f), the overall instability trend is quite similar to that of Fig. 3.63(e). Indeed, the instability 
increases when varying the temperature from the golden value (e.g., T= 25 °C), especially at FF 
and SF corners where the percentages of unstable bits are 0.92% and 0.72%, respectively, at T= 
100 °C.  
 

 
Fig. 3.64. Percentage of unstable bits averaged over process corners across (a) voltages and (b) temperatures for the 

three circuits of Fig. 3.60(a)-(c). 
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Furthermore, the benefits of the additional transistors on the overall instability at different PVT 
corners can be better appreciated in Fig. 3.64(a) and (b), which report the percentage of unstable 
bits averaged over process corners, under voltage and temperature variations. More precisely, Fig. 
3.64(a) provides a summary comparison of the overall instability of the three solutions in Fig. 
3.60(a)-(c). This figure highlights the benefits of adopting a more stacked solution, especially for 
𝑉"" ranging from 0.6 V to 1.8 V. Indeed, at GK conditions (i.e., 𝑉""= 1.8 V and T= 25 °C) the 
percentage of unstable bits decreases from 1.88% down to 0.15% when moving from a 4T-core 
to a 6T-core based solution down to 0% when moving toward an 8T-based solution. However, 
for 𝑉"" approaching to 0.4 V the instability showed by the three solutions of Fig. 3.60(a)-(c) is 
quite close to each other. This can be ascribed to the higher conductivity of the additional 
transistors which causes them acting as short circuits at very low supply voltages, as shown in 
Fig. 3.57(a)-(d). Indeed at 𝑉""= 0.4 V the percentage of unstable bits decrease from 2.1% down 
to 1.62% when moving from a 4T-core based to an 8T-core based solution and down to 1.35% 
when using a 6T-core based solution. Fig. 3.64(b) report the comparison of the overall instability 
of the three solutions in Fig. 3.60(a)-(c).  From this figure, the instability trend of the three 
solutions is quite similar to each other. More precisely, 6T-core and 8T-core based solutions show 
a very close instability thanks to the suppression of noisy bits. Indeed, when moving from the 4T-
core toward more stacked solutions the overall instability at 0 °C and 100 °C decreases from 
1.87% down to ~0.26% and from 2.22% down to ~0.41%, respectively. For taking into account 
the effectiveness of the power gated inverter, the static power consumption was estimated 
considering an 8×32 bitcell array as implemented in the previous sub-sections. More specifically, 
the estimated power consumption takes into account that the output inverter is enabled only in 
one bitcell row at a time, whereas in the rest of bitcells its static power contribution is suppressed. 
Fig. 3.65(a)-(f) provide the average supply current (i.e., the sum of the current absorbed by the 
core circuit and that absorbed by the output inverter) at PVT corners for the three bitcells of Fig. 
3.60(a)-(c). Data come from 5k-run Monte Carlo simulations. Fig. 3.65(a) and (d) illustrate the 
trend of the supply current under voltage and temperature variations, respectively, of the 4T-core 
based solution of Fig. 3.60(a). From Fig. 3.65(a) the supply current exhibits an exponential 
relationship with the supply voltage. Moreover, the worst corner is the FF, due to the lower 𝑉& 
spread, where the supply current (dissipated power) at 𝑉""= 1.8 V and 0.4 V increases, 
respectively, from 54.7 nA (98.46 nW) up to 258 nA (464.4 nW) and from 229 pA (91.6 pW) up 
to 2.39 nA (956 pW). On the other hand, the best corner is the SS, due to the higher 𝑉& spread, 
where the supply current (dissipated power) at 𝑉""= 1.8 V and 0.4 V decreases, respectively, 
from 54.7 nA (98.46 nW) down to 22.1 nA (39.78 nW) and from 229 pA (91.6 pW) down to 25.8 
pA (10.32 pW). From Fig. 3.65(d) the supply current shows a nearly constant behavior under 
temperature variations. Like Fig. 3.65(a) the worst corner is the FF where the supply current 
(dissipated power) at T= 100 °C increases from 78.2 nA (140.76 nW) up to 265 nA (477 nW). On 
the other hand, the best corner is the SS where the supply current (dissipated power) at T= 100 
°C decreases from 78.2 nA (140.76 nW) down to 33 nA (59.4 nW). Fig. 3.65(b) and (e) illustrate 
the trend of the supply current under voltage and temperature variations, respectively, of the 6T-
core based solution of Fig. 3.60(b). From Fig. 3.65(a) the supply current exhibits a less 
pronounced exponential relationship with the supply voltage. 
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Fig.  3.65. Simulated supply current at different process corners across (a)-(c) voltages (at T = 25 °C) and (d)-(f) 

temperatures (at 𝑉&&= 1.8 V) from 5k-run Monte Carlo simulations. (a) and (d) refer to the bitcell of Fig. 3.60 (a), 
(b) and (e) refer to the bitcell of Fig. 3.60(b), (c) and (f) refer to the bitcell of Fig. 3.60(c). 

The behavior against process variations is quite similar to that showed by the 4T-core solution. 
Indeed, the worst corner is the FF, due to the lower 𝑉& spread, where the supply current (dissipated 
power) at 𝑉""= 1.8 V and 0.4 V increases, respectively, from 2.75 nA (4.95 nW) up to 36.2 nA 
(65.16 nW) and from 213 pA (85.2 pW) up to 1.98 nA (792 pW). On the other hand, the best 
corner is the SS, due to the higher 𝑉& spread, where the supply current (dissipated power) at 𝑉""= 
1.8 V and 0.4 V decreases, respectively, from 54.7 nA (98.46 nW) down to 22.1 nA (39.78 nW) 
and from 213 pA (85.2 pW) down to 24.9 pA (9.96 pW). From Fig. 3.65(e) the supply current 
shows a nearly constant behavior under temperature variations. The worst corner is the FF where 
the supply current (dissipated power) at T= 100 °C increases from 7.85 nA (14.13 nW) up to 57.2 
nA (102.96 nW). On the other hand, the best corner is the SS where the supply current (dissipated 
power) at T= 100 °C decreases from 7.85 nA (14.13 nW) down to 1.94 nA (3.49 nW). Finally, 
Fig. 3.65(c) and (f) report the trend of the supply current under both voltage and temperature 
variations, respectively, of the 8T-core solution of Fig. 3.60(c). From Fig. 3.65(c) the supply 
current exhibits a nearly constant trend under voltage variations. Moreover, the worst corner is 
the FF where the supply current (dissipated power) at 𝑉""= 1.8 V and 0.4 V increases, 
respectively, from 340 pA (612 pW) up to 5.92 nA (10.66 nW) and from 228 pA (91.2 pW) up to 
2.11 nA (844 pW). On the other hand, the best corner is the SS, due to the higher 𝑉& spread, where 
the supply current (dissipated power) at 𝑉""= 1.8 V and 0.4 V decreases, respectively, from 340 
pA (612 pW) down to 51.9 pA (93.42 pW) and from 228 pA (91.2 pW) down to 26.6 pA (10.64 
pW). From Fig. 3.65(f) the supply current shows a nearly constant behavior under temperature 
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variations. The worst corner is the FF where the supply current (dissipated power) at T= 100 °C 
increases from 6.55 nA (11.79 nW) up to 38.7 nA (69.66 nW). On the other hand, the best corner 
is the SS where the supply current (dissipated power) at T= 100 °C decreases from 6.55 nA (11.79 
nW) down to 1.26 nA (2.27 nW). The benefits of the additional transistors can be better 
appreciated in Fig. 3.66(a) and (b) which provide the static power consumption per bitcell 
averaged across different process corners under both voltage and temperature variations. Data 
were extracted from 5k-run Monte Carlo simulations. Fig. 3.66(a) reports the trend of the static 
power consumption as function of the voltage variations. This figure highlights the effect of using 
more stacked solutions, especially at high supply voltages. Indeed, at 𝑉""= 1.8 V when moving 
toward more stacked solutions the static power per bitcell decreases from 175 nW, for the 4T-
core, down to 18.9 nW, for the 6T-core, and 3.19 nW, for the 8T-core. On the other hand, at 𝑉""= 
0.4 V the static power consumption of all the three solution of Fig. 3.60 approaches to around 250 
pW. This can be ascribed to the lower efficiency of the additional transistors at very low voltage 
operations as stated above. Fig. 3.66(b) illustrates the trend of the static power consumption under 
temperature variations which proves the effectiveness of the more stacked solutions. Indeed, at 
T= 0°C passing from a 4T-core based to a 6T-core and 8T-core based solutions decreases the 
static power from 179 nW down to 24.6 nW and 4.16 nW, respectively.  
 

 
Fig.  3.66. Static power per bitcell averaged over process corners across (a) voltages and (b) temperatures for the 

three circuits of Fig. 3.60(a)-(c). 

On the other hand, at T= 100 °C the static power of 6T-core and 8T-core based solutions is quite 
similar due to the increase of the overall stability of the 8T solution, as reported in Fig. 3.64(b). 
Anyway, moving from a 4T-core based toward a more stacked solution (e.g., 6T or 8T) decreases 
the static power consumption from 204 nW down to around 30 nW.  
 

3.6 Conclusion 
 
In this chapter, we have introduced a novel class of static monostable PUFs based on a sub-
threshold voltage divider. The proposed PUF bitcell consists of a sub-threshold voltage divider 
between two nominally identical sub-circuits as core block along with an output inverter for 
binarizing the response. More in detail, the mismatch causes one sub-circuit being stronger or 
weaker than the other thus pushing the output voltage as far from the mid-supply point as low is 
the voltage sensitivity of the two sub-circuits.  
This chapter explores different circuital variant for implementing the sub-circuits with the aim of 
reducing the native instability. Extensive simulations and analysis on 2T-core, 4T-core, 6T-core, 
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and 8T-core in 180-nm CMOS technology demonstrate that moving toward more stacked 
solutions potentially allows suppressing the instability at GK conditions and under voltage 
variations thus also dramatically reducing the static power consumption per bitcell. This can be 
achieved at the cost of larger bitcell footprint. 
The 4T-core based solution was fabricated in 180-nm CMOS technology with an 8×32-bit array 
fashion and characterized across 𝑉"" ranging from 0.4 – 1.8 V and temperature ranging from 10 
– 80 °C. Measurement results showed a uniqueness of 0.493 along with a uniformity of 0.518. 
The randomness was assessed by a low spatial ACF and by passing all applicable statistical NIST 
tests. Stability analysis reported a native percentage of unstable bits (BER) of 0.61% (0.13%) at 
GK conditions along with a sensitivity to voltage and temperature variations of 0.63%/V 
(0.53%/V) and 0.016%/°C (0.017%/V), respectively thus proving the effectiveness of the 
proposed solutions.  
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Chapter 4  
PUF implementation in 2D technology 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.1 Introduction 
 
Two dimensional (2D) materials are nowadays gaining great interest as emerging beyond-CMOS 
technology. Indeed, their outstanding electrical and mechanical properties make them suitable for 
transistor electronics [99]-[111]. Moreover, their layered structure makes them suitable for 
realizing field-effect transistors (FETs) with atomically thin channels. This potentially enables to 
further scale down the device dimensions while reducing the short channel effects as well as 
ensuring low field-effect mobility degradation even at low-voltage operations. Indeed, these 
structures are characterized by strong in-plane bonds and weak covalent perpendicular bonds. The 
latter allows of exfoliating single atomic layers which can be used as transistor channel for next 
generation electronics. This results in a higher concentration of carrier density in smaller channel 
area which reduce the bandgap sensitivity to the channel thickness variations as well as improves 
the electrostatic of the device. Indeed, thanks to the very thin channels, carriers are confined to 
less than 1 nm of thickness thus improving the gate electrostatic as well as reducing the short 
channel effects. Moreover, the weak covalent bonds dramatically reduce the dangling bonds 
which reduce interface traps, thus improving the device reliability. Ideally, since these materials 
are used in a FD SOI fashion, they should show some property for being used for electronics 
purposes, such as: 

§ High enough bandgap for ensuring device OFF state, especially for digital applications. 
§ High mobility for guarantying faster ON-OFF transitions. 

 
 

§ M. Vatalaro, R. De Rose, M. Lanuzza, G. Iannaccone, and F. Crupi, 
“Assessment of 2D-FET Based Digital and Analog Circuits on Paper,” 
Solid-State Electronics, vol. 185, 2021.  
 

§ M. Vatalaro, R. De Rose, M. Lanuzza, P. Magnone, S. Conti, G. 
Iannaccone, and F. Crupi, “Assessment of Paper Based MoS2 FET for 
Physically Unclonable Functions,” Solid-State Electronics, vol. 194, 
2022. 

 

The main contents are extracted from 
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§ High thermal conductivity, for dissipating heat faster thus counteracting the FD SOI 
issues. 

§ Compatibility with Si-CMOS processes. 
§ Low contact resistances for avoiding bottlenecks. 
§ Symmetric channel-oxide interface (i.e., similar energy gaps for both electrons and 

holes) for reducing parasitic currents. 
§ Low density of defects in the oxide for preserving the FET performance. 

Graphene was the first man-made 2D material, which offers interesting electrical and optical 
properties combined with good mechanical flexibility. Unfortunately, the absence of an energy 
bandgap hinders its functionality for digital applications [3]. Among the various 2D 
semiconducting materials, transition metal dichalcogenides (TMDCs) are premiere candidates for 
being used as channels for FETs owing to their bandgap tunability [106]. In particular, 
molybdenum disulfide (MoS2) is gaining great interest thanks to its large availability in its natural 
form and simplicity in producing high-quality 2D crystals along with good tunable electrical 
properties and mechanical flexibility [108]-[111]. The latter property makes them particularly 
suitable for realizing electronic device on flexible substrates like paper [111]-[114]. Despite paper 
is still a challenging substrate due to the lack of reliable manufacturing techniques in [111] authors 
fabricated a paper-based MoS2 nFET with noticeable transistors performance. This opens the 
route for next-generation flexible electronics targeting several applications from IoT to hardware 
security fields (e.g., wearable electronics and smart labels for anti-counterfeiting purposes). 
During my PhD, I tried to mimic CMOS static designs previous proposed in literature, exploiting 
experimental measurements from the paper-based MoS2 fabricated by University of Pisa [111].  
 
4.1.1 Chapter organization 
 
This chapter is organized as follow. Section 4.2 introduces the paper based MoS2 FET describing 
the fabrication process and the electrical characterization. Section 4.3 illustrates the adopted LUT 
based Verilog-A model. Section 4.4 provides PUF circuit schematics along with the simulation 
results. Finally, Section 4.5 concludes this chapter.  
 

4.2 Fabricated device 

 
4.2.1 Fabrication process 
 
In [111], authors combined chemical vapor deposition (CVD) and inkjet printing through a 
“channel array” approach. The former was used for the growth of high-quality MoS2 channel on 
sapphire substrate. The inkjet printing approach allows designing and fabricating customizable 
devices and circuits exploiting 2DMs-based inks. These two techniques were combined through 
a “channel array” technique which consists of transferring strips of CVD-grown MoS2 onto paper 
substrate where the other parts of the devices and circuits were customized by the inkjet printing 
technique. More precisely, source, drain, and gate contacts as well as gate dielectric and 
connections were fabricated by using specific inks. This approach allows keeping a certain degree 
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of flexibility and versatility with the high-quality CVD-grown MoS2 channel is already placed. 
Fig. 4.1 illustrates the sketch of the fabricated MoS2 device on paper substrate. 
 

 
Fig. 4.1. Sketch of fabricated MoS2 FETs on paper substrate [13]. 

From this figure, hexagonal boron-nitride (hBN) was used as insulating and printed on the MoS2 
channel to act as gate dielectric while silver was used as drain, gate, and source contacts. More 
precisely, silver contacts allow reducing the contact resistance, thus creating a low-resistance 
MoS2-silver interface at both drain and source sides. 
 
4.2.2 Electrical characterization 
 
Fig. 4.2(a) and (b) illustrate the drain current, 𝐼", versus drain voltage, 𝑉"#, and versus gate 
voltage, 𝑉$#, characteristics, respectively. 
 

 
Fig. 4.2. Experimental (a) 𝐼& − 𝑉&5 characteristics at different 𝑉85 for a paper-based MoS2 with nominal sizing (i.e., 
L= 80 µm and W= 275 µm) and (b) 𝐼& − 𝑉85 characteristics at 𝑉&5= 𝑉&& for a set of 27 paper-based MoS2 nFETs 

from the same manufacturing lot.  

In particular, Fig. 4.2(a) shows the 𝐼" vs 𝑉"# at different 𝑉$# for a paper-based MoS2 with nominal 
size (i.e., with channel length, L, of 80 µm and channel width, W, of 275 µm). On the other hand, 
Fig. 4.2(b) reports the 𝐼" vs 𝑉$# at 𝑉"#= 𝑉"" for a set of 27 paper-based MoS2 devices from the 
same manufacturing lot.  Fig. 4.3(a) and (b) report the 𝐼" vs 𝑉"# in low drain voltage region and 
the distribution of the 𝐼",%;/𝐼",%qq ratio (e.g., extracted from the 27 𝐼" vs 𝑉"# characteristics of 
Fig. 4.2(b)), respectively. Fig. 4.3(a) illustrates the ohmic behavior of the 𝐼" vs 𝑉"# characteristics 
in low-drain voltage region, thus proving the effectiveness of the used silver contacts. Indeed, the 
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linearity parameter, which describes the relation 𝐼" ∝ 𝑉"#
H , showed in the log-log plot of this figure 

is found to be 1.1 on average. 
 

 
Fig. 4.3. (a) Log-log curves of the 𝐼& vs 𝑉&5 in low drain voltage region and (b) distribution of the ratio between 

𝐼&,.9/𝐼&,.:: extracted from 𝐼& vs 𝑉85 characteristics of 27 devices of Fig. 4.2(b). 

This indicates a good contact between the CVD MoS2 and the inkjet-printed silver electrodes 
[111]. Fig. 4.3(b) report the 𝐼",%;/𝐼",%qq distributions of the 27 𝐼" vs 𝑉$# characteristics reported 
in Fig. 4.2(b). From this distribution the average value is ~1.2× 10d which demonstrates a good 
device electrostatic. For each tested device was extracted the threshold voltage (𝑉WX) and the 
field-effect mobility (𝜇qr) from the linear fitting of the square root of the 𝐼" (i.e., �𝐼") vs 𝑉$# 
curve in saturation regime (i.e., 𝑉"# > 𝑉$# − 𝑉WX) [111], [115] and [116]. Fig. 4.4 illustrates the 
𝑉WX and 𝜇qr extraction procedure for a representative device. 
 

 
Fig. 4.4. Extraction of the threshold voltage (𝑉'() and field-effect mobility (𝜇:;) from 6𝐼& vs 𝑉85 curve at 𝑉&5= 𝑉&& 

for a representative device. 

More precisely, the 𝑉WX was extrapolated as the x-axis intercept of the fitting straight line passing 
through the maximum transconductance point, whereas the 𝜇qr was estimated considering the 
current equation in saturation region which is given by 
 

𝐼" =
1
2
𝜇qr𝐶%&

𝑊
𝐿
(𝑉$# − 𝑉WX)!						(4.1) 

 

where the oxide capacitance per unit area 𝐶%& was set to 230 nF/cm2, i.e., the average value as 
extracted from measurements on parallel plate capacitor structures [111]. From (4.1) the square 
root of the current is given by 
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�𝐼" = �𝜇qr𝐶%&
2

𝑊
𝐿
(𝑉$# − 𝑉WX)			(4.2) 

 

From (4.2) the field-effect mobility can be extracted as follow. 
 

𝜇qr = 2
𝐿
𝑊

1
𝐶%&

�
𝜕�𝐼"
𝜕𝑉$#

�
!

			(4.3) 
 

For the representative device the extracted values of 𝑉WX and 𝜇qr are 0.358 V and 11.3 cm2V-1s-

1, respectively. As a result, Fig. 4.5(a)-(b) provide the extracted statistical distributions extracted 
from the curves of Fig. 4.2(b) along with the correlation analysis, respectively. Fig. 4.5(a) shows 
the statistical distribution of the extracted threshold voltage (𝑉WX) which is well fitted by a normal 
distribution. From this figure the average 𝑉WX value is of 0.387 V with a standard deviation of 
0.357 V (e.g., with a variability of 92.25%). On the other hand, Fig. 4.5(b) reports the statistical 
distribution of the extracted field-effect mobility (𝜇qr). Differently from the threshold voltage 
distribution, this is well fitted by an exponential distribution. From this distribution the mean 
value is equal to the standard deviation (𝜇 = 𝜎) equals to 8.35 𝑐𝑚!𝑉=.𝑠=.. These two 
distributions report a very high variability showed by these paper-based devices. 
 

 
Fig. 4.5. Statistical distribution of (a) threshold voltage (𝑉'(), and (b) field-effect mobility (𝜇:;). Finally, (c) 𝜇:; −

𝑉'( scatter plot. 

Finally, Fig. 4.5(c) report the 𝜇qr − 𝑉WX scatter plot, which highlights that no correlation exists 
between these two extracted parameters. 
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4.3 Simulation framework 
 
To perform and assess the paper-based MoS2 FET performance for being used for PUF 
applications a simulation framework was built in order to perform circuit simulations within 
cadence virtuoso. Fig. 4.6 summarized the implemented simulation framework.  
 

 
Fig. 4.6. The adopted simulation framework. 

From this figure, a LUT-based Verilog-A model was built and then imported in cadence virtuoso 
environment for enabling circuit simulations. In particular, experimental data were exploited to 
setup a LUT-based model of a 3-terminal device [116]-[117]. More precisely, the experimental 
𝐼" versus 𝑉"# curves showed in Fig. 4.2(a) were used for generating a look up table (LUT) with 
the nominal 𝐼" vs 𝑉"# characteristic (i.e., referring to a device with nominal sizing with 80 µm as 
channel length and 275 µm as channel width). Moreover, to enable tuning of transistor strength, 
the developed model includes a sizing parameter (i.e., 𝑘G) representing a multiplying factor for 
the effective width (i.e., 𝑊'(( = 𝑊27^ × 𝑘G, with 𝑊27^ = 275	µ𝑚) and hence for the current 
as summarized in Fig. 4.7(a). The model also takes into account the effect of process variations 
in terms of 𝑉WX and 𝜇qr variability according to the distributions reported in Fig. 4.5(a) and (b). 
Moreover, the effect of different sizing (i.e., different 𝑘G) on both 𝑉WX and 𝜇qr variability is 
considered according to the well-known Pelgrom’s law [24]. From Fig. 4.7(b), the threshold 
voltage variability was modeled through a normal distribution whose probability distribution is 
given by 
 

𝑃𝐷𝐹(𝑥, 𝜇_FG , 𝜎_FG) =
1

𝜎 ∙ 2𝜋
𝑒
=.!s

Y=tRFG
uRFG

v
J

					(4.4) 
 

Where 𝜇_FG represents the threshold voltage main value equals to that reported in Fig. 4.5(a) (i.e., 

0.387 V), whereas the standard deviation 𝜎_FG is equal to 𝜎27^,_FG/�𝑘G with 𝜎27^,_FG equals 
to 0.357 V as reported in Fig. 4.5(a). This allows scaling the threshold voltage standard deviation 
as 𝜎_FG ∝ 1/�𝑊'((𝐿. In this way, in the nominal case (i.e., 𝑘G= 1) the threshold voltage standard 
deviation is equal to its nominal value of 0.357 V (i.e., 𝜎_FG = 𝜎27^,_FG = 0.357 V) as reported 
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in Fig. 4.7(b). From [24] the field-effect mobility (𝜇qr) variability is expected to scale as 
𝜎tST/𝜇tST ∝ 1/�𝑊'((𝐿. Therefore, assuming the mean value of the field-effect mobility 

independent of sizing, its standard deviation also scales as 𝜎tST ∝ 1/�𝑊'((𝐿, i.e., 𝜎tST ∝

𝜎27^,tST/�𝑘G with 𝜎27^,tST being the standard deviation nominal value reported in Fig. 4.5(b) 
(i.e., 8.35 𝑐𝑚!𝑉=.𝑠=., which corresponds at 𝑘G= 1). 
 

 
Fig. 4.7. (a) Sketch of the LUT-based Verilog-A model used for the 3-terminal device representing the paper-based 
MoS2 nFET. (b) Modeling of the threshold voltage (𝑉'() variability through a normal distribution and (c) modeling 

of the field-effect mobility (𝜇:;) variability using an Erlang distribution. 

From Fig. 4.7(c), for enabling 𝜇qr scaling with the transistor sizing, Erlang distribution was used 
whose probability distribution is given by 
 

𝑃𝐷𝐹(𝑥, 𝑘G , 𝜃) =
𝑥/D=.𝑒=

Y
w

𝜃/D(𝑘G − 1)!
						(4.5) 

 

where 𝑘G and 𝜃 are respectively the shape and the scale parameters, which determine 𝜇tST =

𝑘G𝜃 and 𝜎tST = �𝑘G𝜃. From (4.5), when 𝑘G= 1 we obtain an exponential distribution (i.e., 
𝜎tST = 𝜇tST = 	8.35	𝑐𝑚!𝑉=.𝑠=.), thus corresponding to the fitting distribution extracted from 
experimental data of Fig. 4.2(b), as showed in Fig. 4.7(c). On the other hand, when increasing 𝑘G 
(i.e., 𝑘G > 1) while assuming the mean value, 𝜇tST, independent from the transistor sizing and 
hence 𝑘G, the scale parameter scales as 𝜃 = 𝜇tST/𝑘G = 𝜎tST/𝑘G. Accordingly, the field-effect 

mobility standard deviation scales as 𝜎tST = 𝜎tST/�𝑘G, in agreement with what discussed above 
and showed in Fig. 4.7(c). As result, when performing Monte Carlo simulations, the developed 
Verilog-A code translates a random deviation of 𝑉WX and 𝜇qr from their nominal values into 
corresponding 𝑉$# and 𝐼" shifts, respectively, on the tabulated current-voltage characteristics. It 
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is also worth pointing out that random samples of 𝑉WX and 𝜇qr are generated assuming no 
statistical correlation, as evidenced by statistical measurement showed in Fig. 4.5(a)-(c). 
 

4.4 PUF circuit benchmarks 
 
The model described above was built for enabling PUF circuit simulations. In particular, different 
already proposed PUF solutions were tested using the experimental measurements of these paper-
based MoS2 devices. For safe comparison, each tested PUF circuit was tested with the same bitcell 
fashion sketched in Fig. 4.8. From this figure, the bitcell consists of a core block, which translates 
the process variations into a random 𝑉& voltage, along with an output buffer for ensuring high 
enough impedance at 𝑉& node as well as for generating the output bit. The latter, in particular, 
was implemented using two resistor transistor logic (RTL) inverter showed in the bottom right 
side of Fig. 4.8.  
 

 
Fig.4.8. Conceptual diagram of simulated PUF bitcell with the schematic of the output buffer. 

 
4.4.1 RTL Inverter design 
 
The adoption of an output buffer instead of a single inverter is mainly due to the low gain showed 
by the RTL inverter, where the resistor R can be effectively implemented by inkjet-printed 
graphene. Finally, the output 𝑉x voltage, thus represents the output bit of the bitcell. The use of 
the RTL logic inevitably degrades the performance of the inverter when compared to the 
conventional CMOS solutions. Indeed, a proper inverter sizing is required for reducing the 
sensitivity to the noisy conditions. Fig. 4.9(a)-(d) summarize the simulation results obtained for 
the RTL inverter at different resistor (R) and multiplying factor (𝑘G) values without considering 
the process variations [16].  
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Fig. 4.9. Simulation results of the RTL inverter at 𝑉&&= 2 V and T= 25 °C: (a) unstable input region (𝑉0( − 𝑉01), (b) 

output gain, (c) logic threshold (𝑉2), and (d) maximum low output voltage (𝑉.1). 

Fig. 4.9(a) report the color map of the unstable input region (i.e., 𝑉X − 𝑉 a) as function of the 
resistor value (i.e., R) and the effective transistor channel width (i.e., 𝑊'(( = 𝑘G ×𝑊27^ with 
𝑊27^ = 275 µm). From this figure the amplitude of this region decreases when increasing both 
resistor value and multiplying factor. Fig. 4.9(b) illustrates the gain trend as function of the 
inverter sizing. This trend is strictly related to the map of the unstable region. Indeed, higher gain 
will result in a narrower unstable input region since the values of 𝑉X and 𝑉 a comes closer to the 
inverter logic threshold (ideally the mid-supply point). Indeed, when increasing both R and 𝑘G 
values the gain (unstable region) also increases (decreases). This can be ascribed to the fact that 
M1 translates input voltage variations (i.e., ∆𝑉;) into drain current variations (i.e., 𝑔^∆𝑉;) and 
hence into output voltage variations (i.e., −𝑔^𝑅∆𝑉;). This means that, for a given ∆𝑉; higher 
values of R and 𝑘G result in a higher ∆𝑉%bW. From Fig. 4.9(c), the logic threshold (i.e., 𝑉G) 
decreases when increasing the inverter sizing. This is mainly due to the fact that the increase of 
both resistor and multiplying factor values increases the strength ratio between the pull-down 
network (PDN) and the pull-up network (PUN) thus resulting in a HIGH-LOW transition before 
the mid-supply point (𝑉""/2). Similarly, from Fig. 4.9(d) the maximum low output voltage (i.e., 
𝑉%a) decreases when increasing both R and 𝑘G. This can be also ascribed to the higher PDN 
strength compared to the PUN which results in a lower 𝑉%a (e.g., for a given output voltage the 
PDN requires lower voltage drop compared to the PUN). For our purposes the output inverter was 
sized with R= 0.5 MΩ and 𝑘G= 4 for achieving a logic threshold equals to the mid-supply point 
for guarantying a proper randomness at the output of the PUF bitcell, as pointed out by Fig. 4.9.  
Fig. 4.10 reports the input-output transfer characteristic of the inverter along with the voltage gain 
for the chosen sizing at nominal conditions (i.e.,𝑉""= 2 V and T= 25 °C). From this figure the 
adoption of R= 0.5 MΩ and 𝑘G= 4 allows achieving a logic threshold (i.e., the input voltage for 
which 𝑉; = 𝑉%bW) equals to 1 V. 



 132 

 
Fig. 4.10. Input-output transfer characteristic and voltage gain for R = 0.5 𝑀𝛺 and 𝑘2= 4 at 𝑉&&= 2 V and T= 25 

°C. 

However, this is achieved at the cost of higher maximum low output voltage (𝑉%a= 0.4 V), and 
hence narrower voltage swing (i.e., 𝑉%X − 𝑉%a= 1.38 V), which results in a low noise margin (i.e., 
𝑁𝑀a = 𝑉 a − 𝑉%a) of 0.23 V with a high noise margin (i.e., 𝑁𝑀X = 𝑉%X − 𝑉X) of 0.49 V. 
Moreover, the chosen sizing results in a larger input unstable region (𝑉X − 𝑉 a= 660 mV) and 
hence in a low voltage gain (i.e., 3.48) [16]. 
 
4.4.2 Analyzed PUF solutions  
 
Concerning the bitcell cores, Fig. 4.11(a)-(d) illustrate four different static monostable designs 
considered in this thesis along with the transistor/resistor sizing. More precisely, Fig. 4.11(a) 
mimics the concept proposed in [49], where two back-to-back current mirrors translate transistors 
mismatch into voltage variations. Due to the lack of paper-based MoS2 pFET, the p-version of 
the current mirror was replaced by a pair of resistors. These resistors were sized for achieving a 
𝑉& voltage equals to the mid-supply point at nominal conditions (i.e., when disabling the 
transistors mismatch). As reported in Fig. 4.11(a), for ensuring an adequate randomness (i.e., the 
same probability of having a bit ‘0’ or ‘1’ at the output) the adopted resistors should be equal to 
500 𝑀Ω. On the other hand, minimum transistor sizing (i.e., with the multiplying factors, 𝑘G, 
equal to the minimum value of 1) was used for maximizing the transistor mismatch and hence the 
𝑉& voltage spread. Fig. 4.11(b) refers to the solution proposed in [56], where the PUF response is 
generated by amplifying the threshold voltage difference between two inverting logic gates, i.e., 
in this case two RTL NAND gates with an input enable signal 𝑉r;. As in the previous circuit, the 
transistors sizing in equal to the minimum one (i.e., 𝑘G= 1) for maximizing the transistors 
variability. The PUN was composed by a resistor whose value was chosen for having 𝑉""/2 as 
output at nominal conditions (i.e., when disabling the process variations). As reported in Fig. 
4.11(b) 6.8 𝑀Ω  resistor ensure an adequate randomness at the output. 
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Fig. 4.11. Schematic of the implemented PUF bitcell cores along with the transistor/resistor sizing: (a) current 

mirror based, (b) NAND2 based, (c) 2T voltage divider, and (d) 4T voltage divider. 

Fig. 4.11(c) refers to the solution proposed in [97], composed by the 2T sub-threshold voltage 
divider described in the sub-section 3.1. Differently, from the circuit described in sub-section 3.1 
a nFET-based version was proposed here due to the lack of pFETs. More precisely, the core circuit 
consists of a voltage divider between two zero-𝑉$# nFETs where due to the mismatch the 𝑉& 
voltage differs from 𝑉""/2 as low is the DIBL effect of the two FETs. Indeed, the DIBL effect 
plays a key role on the mismatch amplification thus resulting in trade-off between long channel 
devices which ensure lower DIBL effect as well as lower variability and long channel devices 
which ensure higher DIBL effect but at the same time higher variability. Here, not being able to 
act on the channel length of the device within the adopted modeling, the two nFETs were 
minimum sized (i.e., 𝑘G= 1) for increasing the variability. Similar to what said in the previous 
chapter, the sub-threshold operation ensures higher variability, due to the exponential relationship 
between the current and the threshold voltage, as well as lower power consumption. Moreover, 
the use of only pFET allows avoiding the adoption of the resistors. As result, in absence of 
mismatch, the 𝑉& voltage is equal to the mid-supply point (𝑉""/2) while when the mismatch 
occurs M1 and M2 translates process variations into 𝑉& deviations from the mid-supply point. 
Finally, Fig. 4.11(d) refers to the solution proposed in this thesis [13] which consists of a 4T sub-
threshold voltage divider between two nominally identical sub-circuits. More precisely the 
circuits implement the nFET-version of the solution described in chapter 3 which includes two 
zero-𝑉$# nFETs (i.e., M1 and M2) which act as main mismatch source and two negative-𝑉$# 
nFETs (i.e., M3 and M4) which act as mismatch booster. Similar to the previous solution, the 
nFET-only implementation avoids of using the resistors, whereas concerning the transistor sizing, 
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the guidelines described in the previous chapter were used. Indeed, M1 and M2 were sized with 
minimum sizing (i.e., 𝑘G= 1) for maximizing their variability and hence their strength difference, 
whereas larger sizing was used (i.e., 𝑘G= 30) for M3 and M4 for ensuring an adequate voltage 
drop across M1 and M2 and hence for maximizing the effect of transistors mismatch on the 𝑉& 
voltage variability. As result, M1 and M2 translate the transistor mismatch into a voltage 
difference between their voltage drops (i.e., 𝑉"#,. − 𝑉"#,!) and M3 and M4 translate such voltage 
difference into a high 𝑉& deviation from the mid-supply point.  
 
4.4.3 Simulation results 
 
The circuits described above were tested at nominal conditions (i.e., 𝑉""= 2.0 V and T= 25 °C) 
from 5k-run Monte Carlo simulations without including the variability of the resistors.  Fig. 4.12 
(a)-(h) report the statistical distributions of the 𝑉& and 𝑉x voltages for each mimicked bitcell under 
process variations. 
 

 
Fig. 4.12. Statistical distributions of the voltages 𝑉* and 𝑉< as provided by the bitcell core under process variations 

from 5k-run Monte Carlo simulations at nominal conditions (i.e., 𝑉&&= 2.0 V and T = 25 °C): (a) current mirror 
based bitcell, (b) NAND2 based bitcell, (c) 2T sub-threshold based bitcell, and (d) 4T sub-threshold based bitcell. 

The 𝑉&	histograms of Fig. 4.12 also report the estimated breakdown among logic ‘0’, logic ’1’ 
and potential unstable bits, defined as the 𝑉& voltage samples that fall in the unstable region of 
the subsequent inverter, defined as the difference between the minimum high and maximum low 
input voltages (i.e., 𝑉X − 𝑉 a) extracted from the nominal input-output characteristic of the 
inverter showed in Fig. 4.10, thus resulting into uncertain bits under time-varying sources of 
variation such as voltage, temperature and noise. Fig. 4.12(a) and (b) show the 𝑉& and 𝑉x 
distributions of the current mirror based solution of Fig. 4.11(a). Such design provides a 𝑉& 
distribution with high deviation from the mid-supply point as demonstrated by 7.1% of potential 
unstable bits. However, the use of resistors slightly affects the randomness, thus resulting in an 
unbalanced percentage of logic ‘1’ and ‘0’ at the output (i.e., 50.2% and 42.7%, respectively). 
This is also appreciable by observing the 𝑉x distribution of Fig. 4.12(b). Fig.12(c) and (d) provide 
the 𝑉& and 𝑉x distributions of the NAND2 based solution. In particular, from Fig. 4.12(c) the 
percentage of potential unstable bits is of 18.3% thus highlighting that the gain provided by the 
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two NAND gates is not large enough for pushing the 𝑉& samples far from 𝑉""/2. Moreover, also 
here the use of resistors for compensating the lack of pFETs slightly affect the randomness thus 
resulting in an unbalanced percentage of logic ‘1’ and ‘0’ (i.e., 42.4% and 39.3%, respectively). 
Moreover, the low voltage gain provided by the subsequent buffer results in a certain percentage 
of non-well-defined bits (i.e., bits that are close to the mid-supply point even after two conversion 
stages) as shown in Fig. 4.12(d). Fig. 4.12(e) and (f) report the 𝑉& and 𝑉x distributions referring 
to the 2T sub-threshold voltage divider of Fig. 4.11(c). From 4.12(e), despite the high variability 
showed by the device the 𝑉& distribution highlights a high percentage of potential unstable bits 
(e.g., 18.0%) thus indicating that these devices show a high DIBL effect. However, the 
randomness was ensured by the adoption of two nominally identical sub-circuits which guarantees 
a balanced percentage of logic ‘1’ and ‘0’ (i.e., which are 42% and 40%, respectively). This can 
be also observed in the 𝑉x distribution of Fig. 4.12(f). Finally, Fig. 4.12(g) and (h) report the 𝑉& 
and 𝑉x distributions for the 4T sub-threshold voltage divider of Fig. 4.11(d). From Fig. 4.12(g), 
similarly to what seen with the 2T core solution, the adoption of two nominally identical sub-
circuits ensures a good randomness. Indeed, the percentages of logic ‘1’ and ‘0’ are 47.5% and 
47.1%, respectively. Moreover, the addition of the reverse biased FETs (i.e., M3 and M4) leads 
to higher 𝑉& voltage spread, thus resulting in a dramatic decrease of the potential unstable bits 
(i.e., 5.4%). This can be better appreciated in Fig. 4.12(h) where, despite the low voltage gain 
provided by the output buffer, the most part of 𝑉x samples fall close to the two edges (i.e., 𝑉"" or 
0.2 V). It is important to stress that the deviation from the mid-supply point of the average values 
showed in the 𝑉x distributions of Fig. 4.12 is related to the fact that the adopted RTL buffer shows 
a logic ‘0’ higher than 0 V as you can observe in Fig. 4.10. Finally, Table IV compares the 
obtained results for the simulated PUF solutions. 
 

 
 

More precisely, the Table compares some common PUF metrics, such as the percentage of 
unstable bits (i.e., the percentage of 𝑉& samples that fall in the unstable region of the inverter, 
𝑉X − 𝑉 a), the probability of generating a bit ‘1’ (i.e., 𝑃6(1)) at the output of the bitcell (i.e., the 
percentage of 𝑉& samples above than the inverter logic threshold, 𝑉G) which directly estimates 
the randomness, the number of adopted resistors and FETs (including that used for implementing 
the RTL buffer), the total area occupation only referred to transistors (i.e., neglecting the 
contribution associated with resistors) approximately evaluated as 𝑊'(( × 𝐿 for each FET, and 
the static power consumption associated with the core circuit. According to data discussed above 
the 4T voltage divider-based cell shows a lowest percentage of unstable bits equals to 5.4%. 
Indeed, this circuit shows an improvement of 1.3−3.4 × as compared to other solutions, while 
also ensuring a randomness close to the ideal value of 0.5. Moreover, the 4T core circuit also 
shows the lowest static power consumption equals to 0.91 nW. This circuit shows an improvement 
of 2.7−629.2 × as compared to other solutions. This is achieved at the cost of larger bitcell area. 
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Indeed, the value of 1.54 𝑚𝑚! is 5.8−7 × higher than the other solutions due to the need of 
having large M3 and M4 FETs within the core circuit as discussed above. 
 

4.5 Conclusion 
 
In this chapter we have investigated static PUF solutions using novel paper based MoS2 devices. 
Circuit simulations were performed by using a LUT-based Verilog-A model to describe the 
characteristics of 2D-FETs into Cadence Virtuoso environment.  
The developed model was calibrated with experimental measurements of MoS2 FETs fabricated 
on paper substrate combining chemical vapor deposition and inkjet printing approach using a 
channel array technique.  
Data from 27 devices from the same manufacturing lot show interesting performance along with 
a high variability. Indeed, the extracted distributions of both threshold voltage and field-effect 
mobility show a mean value of 0.387 V and 8.35 𝑐𝑚!/(𝑉 ∙ 𝑠) with a standard deviation of 0.357 
V and 8.35 𝑐𝑚!/(𝑉 ∙ 𝑠), respectively. These data were exploited for accounting the effect of 
process variability within the model.  
Four PUF bitcell implementations were analyzed, which use different topologies for the core 
block. Among the investigated PUF circuits, the solution based on the 4T voltage divider showed 
the lowest percentage of unstable bits at the cost of larger bitcell area. Anyway, simulation results 
demonstrate that the large variability exhibited by these paper-based devices can be effectively 
exploited for implementing cryptographic primitives such as PUFs. This makes this emerging 
technology suitable for applications of flexible electronics targeting the field of hardware security 
(e.g., anti-counterfeiting smart labels). 
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Chapter 5  
PUF-based smart tag 
 
 
 
 
 
 
 
 
 

5.1 Introduction 
 
The increase of the number of connected devices and hence of the ubiquitous objects to the 
Internet, rapidly pushes the demand of preserving the information down to the edge nodes. While 
improving our life, the advent of the IoT scenario brings several challenges to face. Indeed, along 
with the number of connected devices, the number of potential security threats is also increasing 
in the same manner. Among the various threat topologies, counterfeiting is becoming a serious 
problem which affects producers and customers all over the world [118]. Moreover, globalization 
and e-commerce heavily amplified this problem generating economic problems for companies. 
In the last years, the counterfeiting issue is requiring ad-hoc strategies for being counteracted 
since it becomes crucial in some critical domains such as military, food, and medicine where the 
counterfeited parts can endanger the human health. Indeed, some counterfeited products could 
show poor quality and not meet the minimum safety and security standards [118]. Reverse 
engineering techniques make possible to create identical copies which are sold as authentic in 
order to deceive the final customer and/or regulation authorities. Moreover, different parties are 
involved during the IC fabrication thus making the counterfeiting problem ever more crucial. 
Generally, for counteracting this issue it is necessary to integrate platforms capable of recording 
every step among the involved companies along the entire supply chain. From one side, these 
platforms allow of providing to the involved actors precise information on what third companies 
are doing along the chain to make products while also ensuring that recorded transactions are 
truthful and not tempered. However, the integration of these platforms is not an easy task and 
could represent a single point of failure or a performance bottleneck. 
 
5.1.1 Previous blockchain based approaches 
 
Blockchain [119] is an emerging technology which can effectively represent a solution for this 
class of threats. In short, blockchain is defined as a digital register whose entries are grouped into 
blocks, concatenated in chronological order, and whose integrity is guaranteed by the use of 
cryptographic algorithms. Many groups combine blockchain solutions along with near-field 
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communication (NFC) [120] and radio-frequency identification (RFID) [121] tags for preventing 
counterfeits in the post supply chain. However, RFID-based approaches suffer from cloning 
attacks thus making this solution not suitable for anti-counterfeiting purposes. A possible solution 
consists of combining the blockchain-based supply chain along with the physically unclonable 
functions (PUFs) as anti-counterfeiting element, thus resolving the issues related to the RFID-
based approach.  
 
5.1.2 Chapter organization 
 
The chapter is organized as follow. Section 5.2 describes the proposed smart tag architecture and 
its operative principle. Section 5.3 provides a description of the TRNG module. Section 5.4 
describes the ECC component. Section 5.5 illustrate the I/O functionality. Section 5.6 provides a 
security analysis. Finally, Section 5.7 concludes this chapter.  
 

5.2 Smart tag architecture 
 
Here, a PUF-based smart tag, as solution for anti-counterfeiting applications, will be described. 
As described in the previous chapters, silicon PUFs are devices which exploit random process 
variations for generating a unique ID for each device like a digital fingerprint. The use of these 
devices as digital ID has recently attracted great attention due to their inherent interesting 
cryptographic-oriented properties such as uniqueness, randomness, unclonability and 
unpredictability. Moreover, leveraging on process variations PUFs represent low-cost and more 
secure solution compared to the conventional NVM-based approach. Since identification tags are 
considered resource-constrained devices, PUFs are considered promising solutions for being used 
as security primitives. However, the PUF reproducibility can be affected by noise and/or different 
environmental conditions thus requiring fault tolerance techniques such as the fuzzy extractor.  
However, these techniques could represent a bottleneck in the production process and offers an 
attack vector to an adversary who can use the recovery data to reduce the complexity in guessing 
the secret key. Moreover, authentication protocols should be reliable at each attack topology, for 
example, the memory usage must be minimized since it represents a vulnerability point of the 
system. Indeed, the authentication protocol must limit the exchange of secret information with 
other entities for preventing the analysis of tag communication which could leads to the disclosure 
of that secrets. In few words, the authentication protocols must be designed for avoiding that 
secret data need to be stored by other entities. Another point is that the use of true random number 
generator (TRNG) instead of the pseudo random number generator (PRNG) increase the security 
due to their vulnerable algorithmic nature. Moreover, considering the applications for which there 
are intended it is important to make the tag computations energy efficient. Here, we propose a 
PUF-based, memory-less, authentication-oriented integrated circuit for identifications tag which 
implements an elliptic curve cryptography (ECC)-based, one-way authentication protocol which 
includes: (i) the highly stable monostable PUF circuit described in chapter 3, (ii) an ECC-based 
one-way authentication protocol which exploits the PUF for performing secure authentication 
task and avoid of storing secret data at the verifier side, (iii) a memory-less, authentication 
oriented tag architecture which features that the private and public keys are generated by a true 
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source of randomness and the private key is not stored in any-memory and hence generated 
dynamically when required. Moreover, the produced output is an ECDSA digital signature used 
as digital fingerprint for the IoT device. Fig. 5.1 illustrates the high-level tag architecture.  
 

 
Fig. 5.1. High-level tag architecture. 

From Fig. 5.1 the proposed tag architecture consists of three ad-hoc designed components 
including a TRNG module, ECC module and an Input/Output interface and does not include 
memory elements. The authentication protocol works as follow: the verifier submits a message m 
of 256 bits (i.e., the hash of a challenging input) to the tag; the tag dynamically generates the 
private key (i.e., 𝑃𝑟𝐾) and a nonce (i.e., 𝑘) by means of its embedded deterministic TRNG 
component and uses them for generating a digital signature, by means of the ECDSA algorithm, 
for m (i.e.,  (𝑚)Q6B) and the public key (i.e., 𝑃𝑢𝐾); finally the pair composed by the signed 
message ((𝑚)Q6B) and public key (i.e., 𝑃𝑢𝐾), < (𝑚)Q6B, 𝑃𝑢𝐾>, is given back to the verifier 
which authenticates the tag by simply verifying the signature using its public key. Fig. 5.2 offers 
a low-level view of the proposed tag architecture. 
 

 
Fig. 5.2. Low-level tag architecture. 

From Fig. 5.2, the TRNG module is composed by the static monostable PUF described in chapter 
3 along with a challenge trigger (CT), the temporal majority voting (TMV) component and the 
filter. On the other hand, the ECC module consists of the public key generator and the elliptic 
curve digital signature algorithm (ECDSA). 
 

5.3 TRNG module 

 
Within the TRNG module, the PUF circuit generates a random private key and a nonce when 
stimulated by an input challenge, when they are required for the authentication. The challenge is 
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selected by the challenge trigger which dynamically switches between different input according 
to the required task (i.e., private key or nonce). The temporal majority voting implements a 
temporal averaging technique cancelling out the unstable bits. It implements an error masking 
mechanism used to achieve the required response stability. Finally, a filter ensures that the 
generated output number (i.e., the private key and nonce) meet the ECDSA requirement of falling 
into the range [1, n-1] where n is the order of the elliptic curve. More precisely, these components 
interact as follow: when the device receives a message 𝑚 through the I/O component, the CT 
module enables a hardwired challenge of 256-bit to be given as input of the PUF component. This 
challenge is generated q times so that the PUF generates q responses to be temporal filtered by 
the TMV. The cleaned response R is given to the filter component for checking if it satisfies the 
ECDSA requirements. If not, the previous steps are repeated until the generated response satisfies 
the ECDSA requirements. Finally, the nonce 𝑘 is generated following the same procedure used 
for generating the private key with the only difference that the CT module stimulates the PUF 
instance using 𝑚 instead of C.  
 
5.3.1 PUF module 

 
The PUF module consists of the circuit published in [13] and described in Sub-Chapter 3.2. Fig. 
5.3(a)-(c) illustrate the bitcell design concept along with the statistical distributions of the output 
voltages of both bitcell core (i.e., 𝑉&) and inverter (i.e., 𝑉x).   
 

 
Fig. 5.3. (a) Block-level and (b) transistor-level views of the proposed bitcell. (c) Statistical distributions of 𝑉* and 

𝑉< voltages from 5k-run Monte Carlo simulations at GK conditions (i.e., 𝑉&&= 1.8 V and T= 25 °C). 
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Briefly, the proposed PUF consists of a 4T sub-threshold voltage divider between two nominally 
identical sub-circuit (i.e., top circuit, TC, and bottom circuit, BC, with nominally TC	≡ BC), as 
showed in Fig. 5.3(b). Each sub-circuit is composed by one zero-𝑉#$  transistor which acts as main 
variability source (i.e., M1 for the TC and M2 for the BC) and one negative-𝑉#$  transistor which 
acts as variability booster (i.e., M3 for the TC and M4 for the BC). As result, in absence of 
mismatch the 𝑉& voltage is equal to the mid-supply point (i.e., 𝑉""/2). When mismatch occurs, 
M1 and M2 translate their mismatch into a difference between their voltage drops (i.e., 𝑉#",. −
𝑉#",!). Then, M3 and M4 translate such voltage difference in a 𝑉& deviation from the mid-supply 
point. The PUF circuit was designed in 180-nm CMOS technology. Fig. 5.3(c) provides the 
statistical 𝑉& distribution generated by the bitcell core from 5k-run Monte Carlo simulation at GK 
conditions (i.e., 𝑉""= 1.8 V and T= 25 °C). The figure also reports the statistical 𝑉x distribution 
generated by the output inverter. From this figure is notable how the most part of 𝑉& samples are 
pushed very close to the two edges (i.e., 𝑉"" and ground) with only a small percentage of samples 
that fall close to the mid-supply point and hence potentially unstable at the output of the inverter 
due to time-varying variation sources (e.g., temperature, voltage, and noise). Fig. 5.4 illustrates 
the architecture of the 256-bit PUF module along with the readout circuitry. 
 

 
Fig. 5.4. Architecture of the PUF array. 

From Fig. 5.4, The 256-bit array was organized in four 8	× 8 sub-blocks along with additional 
circuitry for readout. The bitcell consists of the circuit showed in Fig. 5.3(b), whose output node 
is connected to a pass-transistor for electrically isolating the bitcells belonging to the same 
column, as well as to select one row within the four 8	× 8 sub-blocks. In particular, the row 
selection is managed through a 3-to-8 input decoder according to the ADDR_ROW signal. Then 
an 8-to-1 output multiplexer carries out one output within the eight belonging to the same row for 
each sub-block according to the ADDR_COL signal. This results in an overall throughput of 4 
bits per read. Fig. 5.5(a)-(d) report the measurements of the 8	× 32 PUF array at GK and different 
environmental conditions. 
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Fig. 5.5. Measurement of the 8×32 PUF array across seven test chips. (a) Logical speckle diagram and (b) 
breakdown among logic ‘1’, logic ‘0’, and unstable bits at GK conditions (i.e., 𝑉&&= 1.8 V and T= 25 °C). 

Percentage of unstable bits (i.e., flipped + noisy) under (c) voltage variations at T= 25 °C and (d) temperature 
variations at 𝑉&&= 1.8 V. 

Fig. 5.5(a) provides the logical speckle diagram of the seven test chips at GK conditions (i.e., 
𝑉""= 1.8 V and T= 25 °C). Fig. 5.5(b) report the breakdown between bit ‘1’, bit ‘0’, and unstable 
bits. The latter refers to the percentage of bits that flip at least once under 500 read evaluations. 
From this figure, at GK conditions the percentage of unstable bits is 0.61% which results to 0.13% 
of BER, thus proving the effectiveness of the proposed solution. Fig. 5.5(c) and (d) report the 
stability trend under voltage and temperature variations, respectively. From Fig. 5.5(c) the 
percentage of unstable bits (BER) increases from 0.61% (0.13%) up to 1.495% (0.87%) when 
decreasing the 𝑉"" down to 0.4 V. From Fig. 5.5(d) the percentage of unstable bits increases when 
varying the temperature. In particular, the unstable bits increase from 0.61% (0.13%) up to 1.56% 
(1.13%) when increasing the temperature up to 80 °C. However, the overall instability under 
voltage variation is dominated by noisy bits while flipped bits increase up to 0.195% at 𝑉""= 0.4 
V. On the other hand, the instability under temperature variations is dominated by flipped bits, 
especially under large variations. Indeed, the percentage of flipped bits increase up to 1.04% at 
T= 80 °C. Finally, Fig. 5.6(a)-(c) provide the measured PUF metrics at both GK and different 
environmental conditions across seven dice from 10,000 random CRPs. Fig. 5.6(a) reports the 
statistical distribution of the normalized inter-PUF HD at GK conditions (i.e., 𝑉""= 1.8 V and T= 
25 °C). From this figure the measured uniqueness of 0.493 is quite close to the ideal value of 0.5. 
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Fig. 5.6(b) provides the statistical distribution of the normalized intra-PUF HD at GK and 
different environmental conditions. 
 

 
Fig. 5.6. Measured PUF metrics measured across seven dice from 10k random CRPs: (a) normalized inter-PUF HD 
at GK conditions (i.e., 𝑉&&= 1.8 V and T= 25 °C), (b) normalized intra-PUF HD at GK and different environmental 

(i.e., temperature and voltage) conditions, and (c) normalized number of bit ‘1’ at GK conditions. Data were 
obtained using 32-bit PUF words. 

From this figure the PUF instance at GK conditions the reproducibility of 0.9984 is quite close to 
the ideal value of 1, which leads to an identifiability (i.e., the ratio between inter and intra PUF) 
of 308×, thus proving the PUF ability of being distinguished from other PUF instances even under 
noisy conditions. From the same figure under voltage (temperature) variations the reproducibility 
of 0.995 (0.9935) remains very close to the ideal value of 1, thus leading to an identifiability of 
99× (76×) and demonstrating the PUF ability of being distinguishable from the other instances 
even under voltage and temperature variations. Finally, Fig. 5.6(c) provides the probability of 
having bit ‘1’ in the PUF response at GK conditions. From this figure the mean probability of 
0.518, which is quite close to the ideal value of 0.5, at which corresponds a Shannon entropy of 
0.9991 assesses the PUF uniformity. The latter is a fundamental metrics for ensuring an adequate 
degree of randomness. Moreover, randomness was more rigorously assessed by performing 
statistical NIST tests [25], which were passed by all measured dice. 
 
5.3.2 Temporal majority voting module 
 
Ideally, a PUF instance should have a reproducibility of 1, which means that the circuit should 
deliver the same response, for a given challenge, even under noisy or different environmental 
(i.e., voltage and temperature, VT) conditions. However, as shown above, the implemented PUF 
instance shows a small percentage of bits affected by on-chip noise VT variations thus indicating 
the need of using some stability enhancement technique. Anyway, the small percentage of noisy 
bits can be filtered out by using a temporal majority voting (TMV) module. This module collects 
𝑞 PUF responses, for a given challenge, and selects the response which outnumbers the others by 
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more than 50%. For example, considering 𝑞 PUF words of 256-bit length of each bit the most 
frequent one will be chosen, i.e., the bit with an occurrence of  y

!
 +1. It follows that the probability 

of choosing a distorted response is the BER raised to the i-th power, for all possible ways to 
choose an unordered subset of i responses from the set of q responses, and for all possible 𝑖 ∈

¢y
!
+ 1, 𝑞£. This results in a probability 𝑃y of choosing a stable PUF response for a given q, given 

by 
 

𝑃y = 1 − ¤
𝑞

𝑞
2 + 1

¥ ∙ 𝐵𝐸𝑅
y
!<.		(5.1) 

 

From (5.1), for achieving a 𝑃y close to 1, it is sufficient to have low q and low BER. Indeed, at 
GK conditions, for q values of 3 and 7 the values of 𝑃y are 0.999995 and 0.9999999999, 
respectively, which are very close to the ideal value of 1. 
 
5.3.3 Filter module 
 
As described before, not all the 256-bit PUF responses are valid for implementing ECDSA-based 
cryptography. Indeed, both the private key (𝑃6𝐾) and the nonce (𝑘) must fall in the range [1, 𝑛-
1], where 𝑛 indicates the order of elliptic curve. Indeed, both 𝑃6𝐾 and 𝑘 are generated from a truly 
random entropy source, but independently from each other, thus meaning that each 256-bit PUF 
response can assume values in the range of [0, 2!kC-1]. Fig. 5.7 illustrates the architecture of the 
filter. The filter module receives a 256-bit string from the TMV module (i.e., the PUF response 
R) and sends it to the ECC module if it satisfies the ECC requirement (i.e., if it falls in the range 
between [1, n-1]). Otherwise, it starts the loop where different challenges will be sent to the PUF 
instance for generating different responses until one of them satisfies the ECC requirements. The 
same procedure is used for generating the nonce k. 
 

 
Fig. 5.7. The filter module architecture. 

As shown in Fig. 5.7 a de-multiplexer switches between two different lines according to the 
required output (i.e., sel = 0 or 1 for sending the private key, 𝑃𝑟𝐾, or the nonce, 𝑘, respectively). 
The selector signal is determined by a toggle circuit (T) which nominally sets the selector signal 
to 0 except when the nonce is required. Moreover, the selector signal is also sent to the challenge 
trigger (CT) for challenging the PUF with the message 𝑚 instead of that used for generating the 
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private key. It is important to stress that these generated numbers are deterministic, thus meaning 
that the same number of cycles is required for generating both the private key and nonce at each 
evaluation.  
 
5.3.4 Challenge trigger module 
 
The challenge trigger (CT) module controls the PUF input. Moreover, it sends at least two 
different challenges to the PUF module, one for generating the private key (i.e., 𝑃𝑟𝐾), when 
stimulated by one input message, and another function of the input message for generating the 
nonce (i.e., 𝑃𝑟𝐾). However, the CT module may submit further challenges if the current PUF 
response does not meet the ECC requirement described before. Fig. 5.8 illustrates the architecture 
of the challenge trigger (CT) module.  
 

 
Fig. 5.8. Architecture of the challenge trigger module. 

As shown in Fig. 5.8, the output of the CT is selected by a cascade of three 2-to-1 multiplexers. 
In particular, the first MUX (i.e., MUX_1) lets the hardwired challenge C to be fed into the PUF 
when sel_1 = 1, where this signal is set to ‘1’ when the toggle circuit is stimulated by a message. 
The second MUX (i.e., MUX_2) chooses between the input challenge (i.e., when sel is equal to 
‘0’) and the message (i.e., when sel is equal to ‘1’) where the selection signal is driven by the 
filter module upon the generation of the private key. Finally, the third MUX (i.e., MUX_3) 
chooses between the output of the second MUX (i.e., when sel_3 is equal to ‘0’) and the “out-of-
range” PUF response R (i.e., when sel_3 is equal to ‘1’) when it does not satisfy the ECC 
requirement (i.e., of falling in the range of [1, n-1]). Once the filter identifies a proper challenge, 
the PUF evaluation is repeated q-times for enabling the temporal majority voting mechanism.  
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5.4 ECC component 

 
As explained before, the ECC components includes the public key generator and the elliptic curve 
digital signature algorithm (ECDSA). The former generates the public key from the private one 
through the elliptic curve point multiplication (ECPM) for which 𝑃𝑢𝐾 = 𝑃𝑟𝐾 × 𝐺, where G is 
the base point of the elliptic curve. On the other hand, the ECDSA generates the signed message 
(i.e., (𝑚)Q6B by using the input message (i.e., 𝑚), the private key (i.e., 𝑃𝑟𝐾), and a nonce (i.e., 
𝑘). More specifically, the signed message is a pair of curve coordinates obtained by signing 𝑚 
with 𝑃𝑟𝐾. In this component the most expensive operation is the ECPM. Indeed, when 
implementing this operation in hardware is very important to consider some crucial points such 
as: (i) using as few registers as possible so that even if an attacker gets access to the tag he cannot 
extract sensitive information about the secret key; (ii) making the hardware solution resilience to 
side power attacks from which an attacker can extract sensitive information by observing the 
power consumption of the circuit. Our work was not focused on designing these components. 
However, one of the architectures proposed in [122]-[124] can be effectively used for 
implementing this part. Concerning the elliptic curve cryptography, among the infinite number of 
elliptic curves, only few of them are implemented in such algorithms. For example, Koblitz curves 
can be used for this architecture due to their fast and light computations which make them suitable 
for being implemented on smart devices.  
 

5.5 I/O component 
 
The I/O component has two main tasks. The first one is to enable the exchange of data with other 
objects (i.e., it receives a message as input and provides the signature of that message along with 
the public key). The second task is to provide the supply power to the passive tag. In particular, 
this identification tag is supposed to be intended for conferring identity to a physical or digital 
object. In the first case the I/O component enables a wireless communication while when the 
targeted object is digital, the tag is connected to the device through a wired communication bus. 
When considering a physical object, the identification procedure is ensured by dialoguing with 
an external reader through non-contact automatic identification technology such as RFID or NFC 
modules. In our case we adopted an NFC module since it is supported by several smartphones 
and IoT manufactures. In this way, when two devices which embed an NFC module are connected 
close to each other (i.e., around few centimeters), they establish a peer-to-peer connection which 
allows bidirectional communications.  
 

5.6 Security analysis 
 
This sub-chapter discusses the reliability of the system described above to the external attacks. 
More precisely, the attacks which can be performed during a prover-verifier interaction.  
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5.6.1 Memory leakage attacks 
 
The first class belongs to memory leakage related attacks and refers to physical attacks. Since the 
tags are not tamper resistant, one attacker could physically access to the memory and extractive 
sensitive information by performing, for example, cold both attacks. This class of attacks is crucial 
when the secret key is stored in a NVM manner so that an attacker could extract secret data and 
performs actions like backward traceability (i.e., the knowledge of the internal state could help to 
identify past and future interactions) and cloning attacks (i.e., an attacker could clone the secret 
key and impersonate the tag itself). Anyway, the proposed tag architecture is resilience to these 
attack topologies, due to the use of PUF instead of conventional NVM-based approach, which 
ensures that the secret key is dynamically generated when required and not stored in NVMs. 
 
5.6.2 Interception attacks 
 
Interception attacks represent another class of possible attacks and refer to the interception of the 
communication messages between the prover and the verifier. This class of attacks could lead to 
actions like de-synchronization attacks (i.e., an attacker desynchronizes the update phase between 
the tag and server blocking the flow of messages) and man-in-the-middle attacks (i.e., an attacker 
put himself between the prover and verifier thus intercepting and/or modifying the exchanged 
messages). The latter could be particularly crucial when, during the communication phase, prover, 
and verifier exchange secret data with each other. However, in the adopted protocol only public 
information are sent during the authentication session. 
 
5.6.3 Machine learning attacks 
 
Another class topology is composed by machine learning attacks where an attacker collects a 
certain number of CRPs and tries to use them for building a mathematical model able to predict 
the PUF response for a given challenge. Anyway, the proposed tag architecture is inherently 
resilient to these attacks since the secret key is never outsourced. Moreover, the PUF itself cannot 
be mathematically predicted since each bit in the PUF array is generated independently from each 
other. 
 
5.6.4 Replay attacks 
 
Replay attacks refer to impersonating attacks where an attacker tries to impersonate the prover 
identity by reusing past messages obtained with eavesdropping attacks. This class of attacks can 
be counteracted by changing the message twice including a timestamp in the messages sent to the 
tags.  
 
5.6.5 Spoofing attacks 
 
Similar to the replay attacks, spoofing attacks lead to impersonate the tag identity. At first, an 
attacker can impersonate the verifier by sending the verifier by submitting a message to the tag 
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so that when the legitimate verifier queries the tag, the attacker can use the attacker sends the 
obtained response to the verifier. These attacks succeed only if the attacker sends the same 
message of the verifier to the tag. However, this happens only when the verifier generates 
messages by means of flawed PRNG which is not our case.  
 
5.6.6 Insider attacks 
 
Insider threats refer to attacks in which a malicious user breaks into the server and steal the 
information stored in it. However, the proposed tag is inherently robust to these attacks since no 
secret data are stored in the verifier side. Indeed, the public key without the private one is useless 
for the purpose of impersonating their real owners. 
 
5.6.7 ECDSA attacks 
 
Another class of attacks refers to that on the ECDSA algorithm. Moreover, this algorithm requires 
the private key, the message, and nonce. The nonce generation is crucial, since attackers would 
be able to infer the tag’s private key in different way such as: (i) exploiting potential TRNG 
backdoors for inferring the nonce generation; (ii) collecting and comparing different <
𝑚, (𝑚)Q6B > pairs when they are generated using the same nonce; (iii) if the same j nonce are 
generated by j different tags, an attacker can simply solves a system of j linearly independent 
equations for inferring the private key. This attack topology is well-counteracted by the proposed 
tags since the use of PUF as TRNG element instead of a PRNG inherently ensures that different 
PUF instances show different behavior, thus indicating that the probability of generating the same 
nonce, for a given, challenge is close to zero. Moreover, since the PUF is challenged with the 
message for generating the nonce, its deterministic and unique behavior ensures that there is no 
possibility of having the same nonce with different messages. 
 
5.6.8 Traceability attacks 
 
Finally, Traceability attacks refer to the possibility of an attacker of tracing the tags locations, 
thus violating tags’ owner privacy. However, our authentication protocol permits a tag to be 
authenticated by whoever capable of sending an input message to trigger its internal circuits and 
then obtain a response, which makes the tag prone to the traceability attack. The simplicity is 
achieved at the cost of lower privacy. Traceability can be avoided by means of a mutual 
authentication protocol (i.e., the tag can exchange private information upon the verifier 
authentication only). Unfortunately, a mutual authentication protocol requires tags to feature more 
complex characteristics, such as the use of a memory to store legitimate verifiers’ data, and a 
control unit to execute a communication protocol. Our tag architecture, thus, must be employed 
where privacy does not represent an issue.  
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5.7 Conclusion 
 
This chapter provides an application scenario for the proposed PUF cell. More precisely, the 
circuit described in Chapter 3 is employed for designing a smart tag architecture. It is composed 
by a set of digital components and designed for enabling reliable authentication task to be 
performed without the use of any memory and control unit. The authentication protocol is 
implemented by a set of cascade hardwired functions enabled by an external stimulus. As output 
a signed data as a proof of identity is delivered. The highly stable PUF, used for the generation of 
both private key and nonce, along with the memory less architecture and the implemented 
protocol, which does not store any secret data with/to the verifier, guaranty high reliability to 
external attacks during the prover-verifier interaction.  
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Chapter 6  
Conclusion and future work 
 
This thesis presents a novel class of static monostable PUF bitcell for hardware security 
applications. The adoption of a monostable circuit ensures that the output is always delivered 
even when the on-chip noise occasionally flips the output bit. Moreover, embedding the 
conversion block in the bitcell also ensures higher reliability and better uniqueness compared to 
solutions in which the comparator is shared within the column or the whole array. The proposed 
solution has been later implemented with emerging paper based MoS2 FET along with other 
relevant PUF circuits for assessing the effectiveness of this emerging technology to be used for 
hardware security purposes. Finally, the proposed PUF architecture was employed for 
implementing a smart tag. This chapter summarizes the main achieved results also suggesting 
possible future developments.  
 

6.1 Voltage divider based PUFs 
 
In a more general point of view the proposed bitcell consists of a sub-threshold voltage divider 
between two nominally identical sub-circuits as core block along with an output inverter for the 
bit generation. The core block transforms the process variations into a voltage signal whereas the 
output inverter translates such voltage into a binary response. The adoption of a voltage divider 
between two nominally identical sub-circuits ensures an adequate degree of randomness 
regardless of the PVT conditions and good reliability to the VT variations, since they nominally 
have the same VT sensitivity. In this thesis, different circuital variants have been explored with 
the aim of improving the PUF stability while keeping the area degradation low.  
The first explored solution consists of a voltage divider between two zero-𝑉#$  pMOS where the 
mismatch between the two transistors is translated into a voltage deviation from the mid-supply 
point as far as low is the DIBL effect of the devices. Measurements of 20 samples demonstrated 
that the randomness is always ensured regardless of the VT conditions. However, due to both 
deep sub-threshold operations and mismatch in the voltage (e.g., DIBL effect) and temperature 
(e.g., 𝑉WX temperature coefficient) sensitivities, the solution showed some unstable bits under VT 
variations. For this reason, different circuital variants were proposed. The first consists of 
including a negative-𝑉#$  transistor for each sub-circuit with the aim improving the bitcell 
resiliency to the VT variations. Indeed, the addition of these transistors amplifies the transistor 
differences as well as shields such mismatch against the voltage variations. Measurements results 
across seven dice in 180-nm CMOS technology demonstrate the effectiveness of the proposed 
solution showing an overall native (i.e., without using stability enhancement techniques) 
instability at GK conditions (i.e., 𝑉""= 1.8 V and T= 25 °C) of 0.61 % with a BER of 0.13% 
which is strong competitive, compared to the prior art solutions. Moreover, the circuit showed a 
low instability sensitivity to VT variations. Indeed, the percentage of unstable bits (BER) 
increases up to 1.495% (0.87%) when decreasing the 𝑉"" down to 0.4 V, and increases up to 
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1.56% (1.13%) when increasing the temperature up to 80 °C. Anyway, the instability under 
voltage variations is dominated by noisy bits (i.e., bits can flip at least once during different 
evaluations) which can be easily corrected by using majority voting techniques. On the other 
hand, the instability under temperature variations is dominated by flipping bits (i.e., bits that 
permanently flip under temperature variations) thus requiring more complex techniques for 
correcting reducing the KER. These results were achieved with a relatively large bitcell footprint 
compared to other solutions. Anyway, reducing the native instability is as important as improving 
the area-efficiency since the large amount of area and energy required by the error correction 
circuits. Area overhead can be improved by relaxing the inverter design as well as connecting the 
body effect of each transistor in the sub-circuit to each other. Simulation results demonstrates that 
around 38% of area saving can be achieved at the cost of a slightly increase of both overall 
instability and power consumption.  On the other hand, native stability can be improved by 
considering more stacked solutions. More precisely, one or two negative-𝑉#$  can be included in 
each sub-circuit for improving the overall gain of the circuit and the shielding effect on the M1-
M2 mismatch against the voltage variations. Simulation results demonstrates the possibility of 
achieving a near-zero instability across a wide range of voltages at the cost of larger bitcell area.  
 

6.2 PUF circuit implementation in 2D electronics 
 
The proposed solution along with other relevant works were implemented with paper based MoS2 
FETs. More precisely, experimental measured 𝐼" vs 𝑉"# at different 𝑉$# were employed for 
building a LUT-based Verilog-A model which was then imported into Cadence Virtuoso 
environment for enabling circuit simulations. The model also included information on the process 
variability extracted from the 𝐼" vs 𝑉$# at 𝑉"#= 𝑉"" of 27 nFETs from the same manufacturing 
lot. Simulation results demonstrate the possibility of using these emerging devices as building 
block for next-generation flexible electronics targeting hardware security applications. 
 

6.3 PUF-based smart tag 
 
The proposed PUF circuit was also involved for designing smart tag for anti-counterfeiting 
applications. The tag architecture includes a TRNG module for the generation of both private key 
and nonce (i.e., number used once) along with an ECC module for the public key generation and 
the digital signature of the message. The authentication protocol is implemented by a set of 
cascade hardwired functions enabled by an external stimulus. As output a signed data as a proof 
of identity is delivered. The highly stable PUF along with the proposed memory less architecture 
ensure high reliability to external software and hardware attacks. 
 

6.4 Future work 
 
The advent of the IoT scenario pushes the demand for having more and more secure systems. 
PUFs represent emerging cryptographic primitives whose scientific interest is bound to grow in 
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the next years. Nowadays, the proposed solutions show very interesting features along with 
several challenges. Indeed, the non-zero instability causes of using error correction or stability 
enhancement techniques which are not always feasible for IoT devices which operate with 
constrained cost and energy. As result, there are many possible future targets. 
 
6.4.1 Technological level 
 
The achieved results are also technology dependent. For this reason, testing and optimizing the 
proposed solutions in different technological nodes is one of the next targets. Moreover, in view 
of the growing scientific interest, another target is to design different PUF solutions with different 
technologies and with reconfigurable platforms, such as the FPGAs. 
 
6.4.2 Circuit level 
 
The proposed PUF solution show high native stability and low sensitivity to the VT variations. 
However, as described above, the overall voltage instability is dominated by noisy bits which 
could be easily corrected adopting a TMV. On the other hand, temperature instability is dominated 
by flipping bits which requires error correction schemes for reducing the BER. More stacked 
solution can be employed for suppressing the voltage sensitivity. However, they cannot be used 
for improving the stability under temperature variations. Since the zero-instability is required for 
making a PUF suitable for cryptographic applications one of the next targets is to suppress the 
temperature sensitivity. A possible solution could be, for example, making this cell configurable 
so that during the testing time we can choose the more stable M1-M2 pairs thus avoiding or at 
least reducing the overall instability under temperature variations. 
 
6.4.3 Application level 
 
At the application level, these circuits can be employed for different applications, as described in 
Chapter 2, such as cryptographic key generation, low-cost authentication, hardware assisted 
cryptographic protocols, etc. In Chapter 5 a smart tag for anti-counterfeiting applications was 
described. However, some applications are strictly related to the PUF performance. For example, 
the proposed PUF solution shows very low sensitivity to the voltage variations in terms of 
unstable bits, which means that errors induced by these variations can be easily corrected by using 
TMV techniques. On the other hand, the instability under temperature variations is dominated by 
flipping bits which cannot be corrected by using TMV approach. However, the relative high 
sensitivity to the temperature variations along with a low sensitivity to the voltage variations can 
be exploited for implementing a remote secure temperature sensor.  
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