UNVERNTADELLACALATIRIA
—
=14

UNIVERSITA’ DELLA CALABRIA

DIPARTIMENTO DI ECONOMIA, STATISTICA E FINANZA

Scuola di Dottorato

IN SCIENZE ECONOMICHE E AZIENDALI

Indirizzo

ECONOMIA APPLICATA

CICLO
XXVII

TITOLO TESI

ESSAYS IN REGIONAL ECONOMICS
ASSESSING COHESION POLICY EFFECTIVENESS AND MEASURING WELL-BEING
FOR EUROPEAN REGIONS

Settore Scientifico Disciplinare SECS-P06 ECONOMIA APPLICATA

Direttore: Ch.mo Prof. Patrizia Ordine
i .
Firma _1\ I A s
7
Supervisore: Ch.mo Prof. Rosanna Nistico

Firma é(‘gé—: ngé

Dottorando: Dott.ssa,Antonella Rita Ferrara




TABLE OF CONTENTS

INTRODUCTION 1

ESSAY 1

ASSESSING COHESION POLICY EFFECTIVENESS ON EUROPEAN NUTS 2: COUNTERFACTUAL EVALUATION
ON TRANSPORT ACCESSIBILITY AND RESEARCH AND INNOVATION USING A REGRESSION DISCONTINUITY

DESIGN APPROACH 6
1.1 INTRODUCTION 6
1.2 THEORETICAL FRAMEWORK 1
1.2.1 Case studies 1
1.2.2 Model simulations 2
1.2.3 Econometric models 3
Classical regression framework 3
Treatment effect framework 7
1.3 EUROPEAN REGIONAL PoLicY 9
1.4 METHODOLOGY 12
1.5 DATASET CONSTRUCTION 15
1.6 THE VARIABLES 16
1.6.1 Per-capita GDP 17
1.6.2 Patent Applications 17
1.6.3 Potential road accessibility 18
1.7 RESULTS 20
1.7.1 Per-capita GDP 21
Whole sample 21
Restricted sample GDP 1 22
Restricted sample GDP 2 22
1.7.2 Research Technological Development and Innovation 23
Whole sample 24
Restricted Sample 1 (R1) 25
Restricted sample 2 (R2) 26
1.7.3 Transport Infrastructures 28
Restricted sample TR1 29
1.8 CONCLUSIONS 30
1.9 FURTHER EXTENSIONS 31
References 33
1.10 APPENDICES 40
1.10.1 Preliminary operations 40
1.10.2 Figures 41
1.10.3 Tables 71



ESSAY 2

CONVERGENCE DYNAMICS IN EUROPEAN REGIONAL WELL-BEING 94
2.1 INTRODUCTION 94
2.2 WELL-BEING MEASUREMENT ON THE AGENDA OF INTERNATIONAL INSTITUTIONS 95
2.3 WELL-BEING MEASUREMENT IN THE ECONOMIC LITERATURE 97
2.4 REGIONAL CONVERGENCE IN WELL-BEING 98
2.5 METHODOLOGY 100
2.6 DATA AND VARIABLES 104
2.6.1 Health and social conditions 105
2.6.2 Material conditions 105
2.6.3 Education and Training 105
2.6.4 Knowledge Economy 106
2.6.5 Local Attractiveness 106
2.6.6 Labour Market Equality 107
2.7 RESULTS 107
2.7.1 A well-being Index across European Regions 107
2.7.2 Ataxonomy of European regions in EWB 108
Step 1: Hierarchical Cluster Analysis 108
Step 2: Non-Hierarchical Cluster Analysis 109
2.7.3 Assessing convergence in European Well-Being 111
2.8 CONCLUSIONS 112
References 115
2.9 APPENDICES 122
2.9.1 Figures 122
2.9.2 Tables 132
ESSAY 3

MEASURING WELL-BEING IN A MULTIDIMENSIONAL PERSPECTIVE: A MULTIVARIATE STATISTICAL

APPLICATION TO ITALIAN REGIONS 144
3.1 INTRODUCTION 144
3.2 RELATED LITERATURE 147
3.3 DATA AND METHODS 148
3.4 RESULTS: SYNTHETIC INDICATORS OF THE DIFFERENT DIMENSIONS OF WELL-BEING (STEP 1) 151
3.4.1 Culture and free time 151
3.4.2 Education 152
3.4.3 Employment 153
3.4.4 Environment 155
3.4.5 Essential public services 156
3.4.6 Health 157
3.4.7 Material living conditions 158
3.4.8 Personal security 159



3.4.9 Research and innovation

3.4.10 Social Relations

3.5 RESULTS: WELL-BEING IN ITALIAN REGIONS (STEP 2)
3.6 WELL-BEING DISPERSION ACROSS REGIONS
3.7 CONCLUSIONS

References

3.8 APPENDICES

3.8.1 Figures

3.8.2 Tables

CONCLUSIONS

References

SOMMARIO

160
161
162
163
165
167
174
174
178
203
208
209



| NTRODUCTION 8

This thesis is composed of three essays in regiec@homics. The three papers study European
regions’ economic and social progress from twoedéht perspectives. The first analyses the impact
of EU Cohesion Policy in improving specific aredsEmropean regions’ economies. The second
ground of analysis is the measurement and dynaohia®ll-being at the NUTS 2 level. Both issues
—the effectiveness of Cohesion Policy and the nreasent of well-being — are high on the agendas
of policy makers, international institutions anchéemic debate. In line with the recent debate, in
each essay economic and social progress are atsesmadering not only the productive sphere,
but also a wider range of factors, which, indeed,faund to affect regional development.

Cohesion Policy is the European Regional Policy sehaims are defined by Article 174 of the
Treaty on the Functioning of the European Uniom tirder to promote its overall harmonious
development, the Union shall develop and pursuagdt®ons leading to the strengthening of its
economic, social and territorial cohesion.” The dagan Union supports the economic and social
development of regions through Cohesion Policy wh#hultimate goal of improving citizens’ well-
being especially in the least developed areas éB&009). The new policy concept is defined
around a place-based development approach; the Qta@®this the “new paradigm of regional
policy”. Its objective is to reduce persistenéfficiency(underutilisation of resources resulting in
income below potential in both the short and lomg) rand persistersocial exclusior{primarily, an
excessive number of people below a given stanaatdrins of income and other features of well-
being).

The effectiveness of Cohesion Policy remains onghef most significant and highly debated
aspects of EU policy. This is due to the lack oigiale results, especially in the current context o
crisis and austerity. Despite the increasinglygdangmbers of empirical studies on the impact of EU
Regional Policy, no unanimous results have beechezh One of the most controversial issues is
the measurement of policy impact uniquely in teohthe growth of per-capita GDP. Some recent
and widely cited publications maintain that regiopar-capita income convergence does not
adequately capture the aim of Cohesion Policy @&@09; Barca and McCann 2011). Per-capita
income convergence is neither a necessary norf@isaf condition for achieving the efficiency
and social inclusion objectives of Cohesion Pohleyl should not be used as a policy target. The
reduction of the capacity underutilisation of aioegcan take place while the income gap with other
regions increases or vice versa. Analogously, imseof the social inclusion objective, a reduction
in the income gap in a region compared to othexompatible with a rise in social exclusion as
measured by the number of people with low inconBzgda 2009). Consequently, changes in the
income dimension say little about what is happemingther aspects of well-being.

§ | wish to thank Prof. Rosanna Nistico and ProfiliPtMcCann for their helpful comments on an earligaft of the
work.

Some of the thesis results were discussed andregsian occasion of the following conferences: R®#itish & Irish
Section-43rd Annual Conference - Aberystwyth, Walekdth to 21st August, 2014; 54th ERSA CongreRegional
development & globalisation: Best practices" -Safdtersburg- 26th to 29th August 2014; XXXV Confe
scientifica annuale AISRe “Uscire dalla crisi. @jtComunita e Specializzazione Intelligenti” Paddva13 September
2014; 55th RSA Trento- Societa Italiana degli Eqoisti- 23-25 Ottobre 2014.



Thus, differing from the existing literature (Beck910, 2012; Hagen and Mohl 2009; Pellegeini
al. 2013), in Essay 1 we try to assess the effectigenéSohesion Policy considering, other than
the growth of per-capita GDP, the following spexffelds of intervention: Research, Technological
Development and Innovation, and Transport Infrastne.

We use thesharpRegression Discontinuity Design, a non-experimaehnique that allows us to
create a counterfactual scenario for policy evauatThistlethwaite and Campbell 1960). We
consider specific outcome variables for each fadléhtervention: patent applications for Research
and Innovation and potential road accessibility Toansport Infrastructure (Stelder 2014). The
sample refers to the NUTS 2 regions of the EU WBhmember states. The data used comes from
an original dataset with comparable informationih& European regional level, including also the
certified expenditure for specific interventionsurOmethodology consists of estimation of the
effects both with a parametric (polynomial regressestimated with OLS) and non-parametric
approach (local linear regression) and testingrésellts obtained through a variety of robustness
checks suggested by the literature. In addition, @ifferently from the standard checks, we also
carry out a robustness control related to diffesamhple compositions and different time intervals.
In particular, we consider per-capita GDP over aogeof fifteen years (from 1995 to 2010) and
over two sub-periods (1995-2003 and 2003-2010), tastithe sample for the effect of possible
outliers. We then consider the impact of transier®TDI and Technical Assistance on the growth
rate in patent applications per million inhabitanthe whole period studied for the outcome
variable is 1999-2010, but we look also at threk-periods: 1999-2007, 2002-2010 and 2002-
2007, and we consider three different sample cortipos. Finally, we look into the presence of
discontinuity in the growth rate of potential roadcessibility as an outcome of expenditure in
transport infrastructures, considering two samplapositions.

Our findings differ for each of the outcome varegbkonsidered. A positive impact of the policy is
found for patent applications and potential roackasibility, though it is less marked for the latte
On the other hand, no significant results were inbth when considering the per-capita GDP
growth rate — with some exceptions in the long rlinese findings confirm the importance of
investigating the effects of policy interventionsaby means of specific outcome indicators, as
suggested by Barca and McCann (2011).

As for the effectiveness of European Regional Rplice issue of the measurement of well-being
has gained momentum among researchers, policy malied international organisations.
Traditionally, economists have analysed well-bdtygmainly focusing on production indicators.
Nowadays however, it is widely accepted that thegpess of countries should not be measured by
looking just at growth in terms of GDP. To obtairfudl picture of countries’ performances, we
must look at multidimensional measures of econoamd social progress. This multidimensional
line of research has grown in popularity also fellag publication of the Report by the
Commission for the Measurement of Economic Perfogeaand Social Progress (Stiglgr al.
2009) and a number of initiatives promoted by pgesiis international organisations. Since 1990,
UNDP has published the yearly Human DevelopmenoRegalculating the Human Development
Index (HDI); in 2013 OECD started several initigsvfor the definition of quality of life measures,
and the European Union is currently organising enlmer of meetings and programmes named
“Beyond GDP” with the aim of developing “indicatdizat are as clear and appealing as GDP, but
more inclusive of environmental and social aspeétprogress” (European Commission 2014).

1



Developing better measures of well-being and prgyre a common international goal that involves
national governments in several countries (Fraitedy, the Netherlands, Ireland, Germany, the
USA and Canada). There is widespread agreemenivtlabeing is a multidimensional concept
that cannot be captured by a single dimension.nh@ecan particular represents just one of the
different dimensions affecting well-being and itldato achieve many other aspects of people’s
quality of life (Monfort 2009). This was underlinedso by Barroso during the opening speech of
the “Beyond GDP Communication” conference (200@)which he argued that there is a strong
shared need to adopt suitable indicators for meagyrogress in a multidimensional framework.
What has emerged from the current debate is noGBé® is a poor indicator; on the contrary, it is
the best-recognised measure of economic performavidely used in economic forecasting and
allowing to make cross-country and over-time congoas. Rather, despite its largely
acknowledged informative power, GDP is not an amgumeasure of well-being (Kuznets 1934;
Tobin and Nordhaus 1973; Costaretaal. 2009; Dunford and Perrons 2012; to name some). The
common goal, shared also by the Stiglitz-Sen-FgbG@®mmission is thus to flank GDP with other
indicators of economic performance and social egGDP and beyond).

Our aim is to contribute to the empirical liter&usn the measurement of social and economic
progress by calculating a synthetic indicator ofiAbeing at the European regional level in Essay 2
of this thesis, and by focusing on the regionda/lin Essay 3.

In the second essay we consider a database ofriebles and construct six composite indicators
that reflect different well-being dimensions: pesplhealth and social conditions; education and
life-long learning; household material conditionknowledge economy; local environment
attractiveness in terms of infrastructure endowmanid tourist inflows; age and gender equality in
labour market conditions. Sub-indicators are themlwned in an overall synthetic index of well-
being for 216 NUTS 2 of the European Union (27 mensgiates). For the aggregation weights we
decide to adopt the Equal Weight (EW) approach |@ear and Modena 2012; Marchanét al
2006; OECD 2013). Besides the definition of a cosmeowell-being indicator, our study has two
further goals: the definition of a taxonomy of Epean regions in terms of well-being, and an
analysis in terms of convergence. In other wordd]-taeing in European regions is analysed both
in a synchronic and in a diachronic perspectivegoog an eleven-year period from 2000 to 2010.
It is then compared with levels and trends of i@ Gross Domestic Product (GDP). To obtain a
taxonomy of European regions, we carry out a ctuatelysis in terms of well-being levels.
Further, we assess dispersion across regiemt®rfvergence) and rank mobility-¢onvergence)
over the same period both in terms of well-beindei and per-capita GDP among European
regions. When investigating the presence-abnvergence, we refer to three inequality measures
(coefficient of variation, Theil and Gini indicesijhereas fory-convergence, we look at intra-
distributional mobility in the regional ranking bgeans of the Kendall index (Siegel 1956). The
cluster analysis reveals that regional gaps arssare not only between countries but also within
the same country; whilst the convergence analygklights that although regions converge in
some dimensions of well-being; this is not enougletiange their relative position in the regional
ranking.

The third essay of this thesis focuses on ltalegians and makes use of the data provided by a
recent project carried out by the Italian Natiommatitute of Statistics (ISTAT) in conjunction with
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the National Council for Economy and Labour (CNELhis project produced a database covering
12 dimensions of “Equitable and Sustainable WelkhBé(hereafter BES) consisting of a set of 134
outcome indicators. They also provide a report mclv well-being in Italy is examined from a
multi-dimensional perspective following the reconmdations of the “Stiglitz Commission”, but
without attempting the final step of aggregating tlata into a synthetic measure of well-being. We
select 57 variables at the regional level for tleeiqu 2004-2010, grouped in ten dimensions of
well-being: Culture and Free Time, Education, Empient, Environment, Essential Public
Services, Health, Material Living Conditions, PeralbbSecurity, Research and Innovation, Social
Relations. Afterwards, these sub-indicators areth®gised in the Regional Well-Being Index
(RWBI) and this is then compared with per-capitafGDhe construction of all partial indicators as
well as of the overall well-being index requirece ttmplementation of 77 principal component
analyses. In the second part of the work, we ingat well-being dispersion across regions and the
regional rank mobility over the period 2004-2010 Wsing two non-parametric techniques (
convergence ang-convergence), applied to both the partial and aVendicators previously
calculated. We also compare the dynamics of regiami-being with those of the traditional
indicator of economic performance: per-capita GDP.

The contribution of our work is both conceptual anethodological. First, it expands the spectrum
of domains and variables through which much ofdhwpirical literature has measured well-being
in ltalian regions so far. Second, by selectingrievant dimensions of well-being on the basis of
the BES project results, we minimise the arbitr@ssin the choice of variables, recurrent in stidie
on the construction of synthetic indicators. Thiwdilst the BES report did not attempt the final
step of aggregating the data into a synthetic nreasti well-being, this is instead a specific
objective of our paper. To the best of our knowkedipis is the first study that uses a two-step
principal component analysis to calculate singlmdm sub-indices in the first step, and the overall
well-being indicator in the second step, using $he-indices as the new variables. Finally, by
analysing convergence for both single-domain irgliaed the overall well-being indicator, we
capture the dynamics of well-being and assess @sanghe quality of life domains at the regional
level over time.

We find that the regional well-being divide in {taé at least as significant as the economic divide
suggesting the importance of redirecting the footigublic policies and academic debates to
quality of life-related aspects of economic andaqarogress.
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Essay 1
ASSESSINGCOHESION POLICY EFFECTIVENESS ON EUROPEAN NUTS 2:
COUNTERFACTUAL EVALUATION ON TRANSPORT ACCESSIBILITY AND RESEARCH
AND INNOVATION USING A REGRESSION DISCONTINUITY DESIGN APPROACH

[Abstract]

Traditionally, European Cohesion Policy effectivenbas been evaluated in the economic literature
in terms of its impacts on the per capita growtie & GDP. However, no unanimous results have
been reached so far. In this essay, the effecuodffiean Regional Policy are evaluated at the EU 15
NUTS 2 level by considering, alongside GDP growiin specific fields of intervention, namely
“Research, Technological Development and Innovat{@irDI), and “Transport Infrastructure”
(TI). Our econometric approach involves the useaafon-parametric Regression Discontinuity
Design technique to a uniquely-disaggregated CoheBolicy dataset broken down according to
the specific objectives of each stream of fundiftge analysis considers different time intervals and
different regional sub-samples. The statisticaiyngicant results obtained show a positive impact
of Cohesion Policy on the Objective 1 regions’ pesg, when the two specific fields of
intervention are considered.

Keywords: EU Cohesion Policy, Regional growth, Regression Disioaity Design, Research and
Innovation, Transport Infrastructure
JEL classification: 018. 047. C21. R11

1.1Introduction *

The aim of this work is to assess the effectivenals&uropean Cohesion Policy during the
programming period 2000-20b& improving both research and innovation actigtand transport
accessibility, alongside its impact on the grovéterof per-capita GDP.

Previous contributions to the assessment of EU §lohd”olicy were focused mainly on the growth
rate of the Gross Domestic Product (Becker 201@22BHagen and Mohl 2009; Manzella and
Mendez 2009, Pellegrini et al. 2013), leaving itgpact on other specific fields of intervention
unexplored. In recent years, however, a number toflies has stressed the importance of
considering the multidimensional nature of both igloprogress and economic development,
broadening the scope of analysis to more thanthestproduction sphere (Acemoglu et al. 2005;
CMEPSP 2009; Fitoussi 2013; Sen 1999, 2006; Higlital. 2009; Tabellini 2010; UNDP 2013).
This strand of research is in line with the Europé#ion Treaty statement that: “in order to
promote its overall harmonious development, theobsihall develop and pursue its actions leading
to the strengthening of its economic, social amdtteial cohesion” (art. 174 of the Treaty on the
functioning of the European Union, ex art. 158 TEC)

T This essay was carried out during my visiting aeske period at the University of Groningen-Facufy Spatial
Sciences-Department of Economic Geography.

! More precisely, the programming period 2000-200¢éhe focus of the analysis, but we aim to accaisd for the
time-delayed effects of the policy; thus we consiléonger time interval for the outcome variabMereover, in order
to have a greater stability of the sample, we amrsihe eligibility status of the regions for b@itogramming periods
(1994-1999 and 2000-2006).
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Following this view of analysis, in this study weseuan original dataset with comparable

information at the European regional level to iniggge a wider range of impacts of European

Regional Policy than those considered in the litesaso far.

With this aim in mind, we apply a Regression Didaauity Design, a non-experimental method for

comparing the performance of different groups dfeslsations. The article is structured as follows.

Section 2 presents a survey of previous studiethereffects of EU Regional Policies. Section 3

briefly discusses the contents and goals of Eurmgeegional Policy. Section 4 illustrates the

study’s methodology and in section 5, the conswacbf the dataset is described. Section 6
presents the results of the analysis by comparergs in the regions affected by the EU Regional
Policy with trends in other regions. Section 7 dsses the conclusions; and lastly possible future
extensions of the research are mentioned in se8tion

1.2 Theoretical framework

The effectiveness of EU Regional Policy was esfligcvaluated in terms of convergence in per
capita growth rate of GDP amongst regions. TheaigBDP as a synthetic indicator of regional
performance and of policy effectiveness has theathge of being a standard measure available for
all countries, thus facilitating spatial and tengdaromparisons of the results. However, GDP does
not account for dimensions of social and economaggess that are not strictly related to the
production activity (Fleurbaey 2009, Bleys 2012).

The Report of the Stiglitz, Sen, Fitoussi Commiss{@009) emphasises the necessity of going
“beyond GDP” for “measuring economic performancd aacial progress”. Following this point of
view, our work takes a multidimensional approachtiie evaluation of the effects of the EU
Regional Policy in the NUTS 2 regions of the EumpdJnion, looking at specific outcome
variables concerning a wider range of progress d#oas than that of production.

Several studies have investigated the impact oke€ioh Policy on economic growth. However, the
heterogeneity of the data, the variety of methogickl approaches used and the low quality of
regional data on Structural Funds have not alloteeteach unanimous results, leaving open the
debate on the effectiveness of Regional Policy @dagnd Mohl 2008). In terms of the impacts of
the policy, there are now more than fifty studiealgsing the effects of European regional policy
on EU regions, of which between approximately tWiods and three quarters of these papers find
either positive effects or positive but mixed effeon the recipient regions while the remaining
guarter find either negligible or even negativeeef§ (McCann 2015). For a summary of the main
findings, see Table 1.

Following Ederveen et al. (2002), we classify thesalies into three groups based on the type of
evaluative approach adopted: case studies, madelations and econometric models. We further
expand the survey with a number of more recentribrtions and a more detailed clustering of the
econometric studies.

1.2.1 Case studies

The case studies literature evaluates single pgrojects, with varying emphasis on the way in
which the funds are actually spent, on their impawtlocal authority practices, or on their
macroeconomic implications (Ederveen et al. 20B2humber of case studies assesses the impact
of Cohesion Policy on the growth of gross per-apagional production and employment. In most
of the cases, they find some kind of limitatiorthe effectiveness of Cohesion Policy, though they
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do not present quantitative estimates of the palioypact. The great majority of these studies in
fact contains a detailed description of the socior@mic situation in the regions analysed as well
as of the projects to be financed by Cohesion suippat the evaluation itself boils down an
enumeration of the project’s output (kilometresadds constructed, number of jobs created and so
on). Some studies adopt this approach focusingimglesprogrammes and single areas. Among
these, the most cited are Huggings (1998) on thgdibke 2 programmes in industrial South
Wales, Daucé (1998), who focused on the most degdesiral area in Burgundy, and Lolos (1998)
who analysed the macroeconomic and structuralipslio Greece and Portugal.

Further, many researchers argue that considerig thve numeric impact of the policies is
insufficient and have tried to include single potgein regional economic models in order to
capture also the spillover effects (European Corsiams 1999). Others have tried to get an idea of
the impact of Cohesion Funds from reviewing varioase studies of different projects referring to
specific areas (Das Neves 1994). Bachtler and T4¥R96) consider the evaluation of projects and
the EU official surveys, though they do not estiena quantitative impact. The practical
experiences of Cohesion support are brought togéththe work of Bachtler and Turok (1997)
with case studies on the United Kingdom, Germanlye Netherlands, Austria, Finland and
Sweden. These studies highlight the difficulty ohi@ving coherence in these tadg hocdefined
projects, even in the presence of reforms aimingléfine regional plans and a common EU
framework; they also stress the difficulties in leading policy effects which are considered by the
majority of these studies presumably modest.

1.2.2 Model simulations

Model simulations complement the traditional caselies in three main ways. First, they evaluate
the contribution of Cohesion Policy on a macroeeoicaground, considering the results in terms of
regional productivity or employment levels. Secortiey model the general equilibrium
consequences of Cohesion Policy and sometimestigaasthe occurrence of externalities. Third,
they provide the counterfactual, analysing how orgiwould have fared without the Cohesion
support.

The first attempts at evaluating Cohesion suppdmough model simulations used EU
macroeconomic models, and in particular the HERMlel, developed to analyse supply side
shocks in the 1970s and 1980s. This model revpakdive impact of Cohesion Policies, however,
it has only been applied to Ireland (Bradley 19Bgadley, Fitz Gerald and Kearney 1992). The
HERMIN model on the other hand (Bradley, O’'Donn@&heridan, and Whelan 1995; Bradley,
Modesto, and Sosvilla-Rivero 1995; Bradley 200@s been applied to Ireland (Bradley, Whelan,
and Wright 1995), Spain (Herce and Sosvilla-RivE®985) and Portugal (Modesto and Neves 1994;
Modesto and Neves 1995). All these studies findositiye impact of Cohesion support with a
significant role in the reduction of regional diggias, which would not have been the same in the
absence of the Policy. Further, the European Casion (1999a, 1999b, 2001a) reports on the
results of other simulations obtained using HERMi&Nwell as QUEST, a model that focuses on
the demand side (R6ger 1996).

Another strand of research refers to model sinaatiother than the European Commission
models. Gaspar and Pereira (1992) develop a tworseadogenous growth model of private,
public and human capital accumulation for Portwgad they find that the current structural changes
have a marked impact on economic growth as thetribate to generating a convergence process.
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A different modelling approach is used by Goybed &ertoldi (1994), who consider models that
range from a neo-Keynesian to a dynamic generalliegum with endogenous growth; they
conclude that Objective 1 regions on average grastef than EU member states. Greece is the
focus of analysis in the works of Lolos, Suwa-Emann, and Zonzilos (1995) and Lolos and
Zonzilos (1994), who use a general equilibrium nhodheir results are mixed in terms of both the
sign and intensity of the Policy’s impact. Moreertstudies by Pereira (1997, 1999), Gaspar and
Pereira (1995) and Pereira and Gaspar (1999) usadogenous growth model to assess the impact
of the Cohesion support on the GDP growth of Greketand and Portugal for the period 1989-93.
The results show a substantial impact on economuwtty in these economies and a significant
contribution to convergence. They also highlighe ttmportance of continuing the transfer
programme since the relative long-run position leése countries would still be far from EU
standards.

The overall conclusion from the simulation exersige that Cohesion support significantly

contributes to regional growth and employment. Weakness of this approach is however, the
indirect measurement of the Policy’'s effect, which highly dependent on the hypotheses
underlying the model used in the analysis.

In conclusion, model simulations illustrate the iB0¢ potential effects, which are found to be

positive, but they fail to account for a numberimiportant factors that may reduce the actual
effectiveness of Cohesion support, such as crowdiurgeffects, inefficient allocation and rent-

seeking behaviour.

1.2.3 Econometric models

Among the contributions that adopt econometric mesh we can identify two different
approaches: the classical regression frameworkrenr@wth equation models are estimated (Barro
1991, 1997; Barro and Sala-i-Martin 1992; Sala-iHiha1994), and the more recent literature
based on the treatment effect technique. In batnds of research, however, no unambiguous
results have been reached and it is possible tade@ further classification of these studies dase
on the effects they observe.

Classical regression framework

In the classical econometric regression approdaretis a controversial evidence of the policy
effects. Based on the results obtained, we idetitifge groups of works: the first group gives an
optimistic policy evaluation, finding a positive dastatistically significant impact (de la Fuemte
al. 1995; Cappelleret al 2003; Rodriguez-Pos# al. 2004; Beugelsdijk and Eijffinger 2005; Falk
and Sinabell 2008); the second group obtains mnesdlts, finding that policy effectiveness is
dependent on the presence of specific conditiongy¢@rver-Penalver 2004; Antunes and Soukiazis
2005; Percoco 2005; Ederveeh al 2006; Bah, 2008; Esposti and Bussoletti 2008; IMaid
Hagen 2008, 2010; Bouvet 2010; Rodriguez-Pose Nmehk 2013); finally, the third group
includes works that have a pessimistic vision efgblicy, showing either negative or redistributive
effects (Fagerberg and Verspagen 1996; BoldrinGambva 2001; Garcia-Mila and McGuire 2001;
de Freitaset al 2003; Dall’Erba and Le Gallo 2008; Aiello and Bup012; Wostner and Slander
2009).



Amongst the works highlighting the policy’s success find the research of de la Fuente et al.
(1995), where a growth model that includes pubfpi@l and human capital is estimated. The
authors show evidence that public investments frastructure and education have a significant
impact on growth in the Spanish regions in thequkfi980-1990. They thus conclude that adequate
regional policies can encourage both growth andvexaence. A positive and statistically
significant impact of EU Regional Policy on the imwl growth is found also in Cappellen et al.
(2003). In addition, they show that the effectssirenger in more developed environments, calling
for policy interventions to improve the competencdsthe receiving contexts (for example by
facilitating structural changes, or by increasihg investment capacity in R&D in the poorer
regions). In their empirical analysis, the authemBdate the hypothesis that regional growth is the
outcome of three groups of factors: the exploitatsd knowledge developed elsewhere (diffusion
of knowledge); the creation of new knowledge in tiegion (innovation) and the presence of
“‘complementary factors” that affect the capacity éaploiting the potential of knowledge created
elsewhere. This research design entails two maabl@ms: the definition of an indicator of
innovation, and the measurement of “complementacyofs”. As a proxy for innovation, they use
the intensity of research and development (emplye&&D in firms as a percentage of the total
employment); whereas among the complementary asahey consider: transport infrastructure,
population density, industrial structure, long-teamemployment. The estimation results confirm
that the impact of the contributions (public finaxg) is strictly dependent on the receptiveness of
the receiving environment.

Rodriguez-Pose and Fratesi’'s (2004) evaluatiomefeffects of Regional Policies is also positive.
They consider the impact of the Structural FundshenObjective 1 regions. Their results confirm a
key role of the development funds allocated to ilaggegions in Europe: their positive impact on
regional economies keeps regional disparities rataiele, meaning that they avoid the expansion of
regional gaps. However, transfers have failed toes® their goal of reducing the gap between the
European core and its periphery.

Beugelsdijk and Eijffinger (2005) deal with two massues: first, they verify convergence across
European member states over the period 1995-2@@bndly, they analyse the problems of moral
hazard and substitution effect. As regards the fesue, they show that Structural Funds have a
positive impact on convergence, as there is a tafrithckward countries catching up with richer
ones. In terms of the second issue, they considerkinds of problems. The first one is the
possibility that opportunistic behaviour may occsince eligibility for the Funds is dependent on
the presence of a certain GDP threshold, policyarsakould decide to use the funds inefficiently in
order to get more funds in the future (moral hagakdcrowding out effect (or substitution effect),
on the other hand, might prevail if the transferseived are invested in projects for which theestat
have already allocated national resources: statdsstitute the national resources with Structural
Fund transfers with the consequence of no additiotnpact. To consider the moral hazard and
substitution effect, the authors estimate two d#ifieé convergence equations, one for “clean”
countries and another one for “corrupt” countiid@e influence of corruption on the funds’ impact
on economic growth is evaluated with an interactterm. Results do not show a weaker
relationship of Structural Funds to growth for there corrupt countries.

2 A corruption index related to perceptions of tlegte of corruption as seen by business peopkeamnialysts and the
general public and ranging from 10 (highly cleamPt(highly corrupt), is included in the regresseguations.
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In the work of Falk and Sinabell (2008), a spati@bnometric approach is used to investigate the
growth effects of EU Structural Funds for Objectiveegions at the NUTS 3 level. They estimate
the regional growth of per-capita GDP as a funcbbria) the initial level of per-capita GDP (in
PPT), (b) the share for each sector (primary oorseéary), (c) Objective 1 area eligibility and (d)
population density. In addition, in order to inugate the sources of the growth differential betwee
Objective 1 and other regions, they apply the Bim@axaca decomposition, finding that the
growth differential between Objective 1 regions atiter regions is solely due to differences in the
characteristics and not to differences in the doiefits.

Another group of studies finds evidence that thieatifveness of European Regional Policy is
dependent on the specific context’s features. Fwge-Penalver (2004) model the impact of the
Objective 1 policy, adopting a “hybrid” growth mdddat links the growth rate of per-capita
income to (a) its initial level, (b) the Structufalinds transfers, the catching-up variable and the
initial level of Total Factors Productivity (TFPThe model is estimated by means of OLS using a
panel data approach with fixed effects (only Obyeci regions are considered). The results show a
positive effect of the Structural Funds on the qagpita growth rate of income in Objective 1
regions. However, these results change when the gmgramming periods are considered
separately: the impact is still positive during fivet programming period but almost null in the
second.

Antunes and Soukiazis (2005) aim to determine wdrethere are differences in the convergence
process between the coastal and the inland regib®®rtugal. They examine the relevance of
Structural Funds as conditioning factors in the veogence process and to what extent they
contribute to regional per-capita income growthe Tdnalysis considers the NUTS 3 regions of
Portugal by using a panel data approach. Resuits shat Structural Funds help regions to grow
faster but their marginal impact is small. They davsignificant positive effect only in the coastal
area, helping its regions to grow faster.

Percoco’s research (2005) focuses on six Italiazzdgiorno regions and analyses the impact of
the Structural Funds by means of a supply-side medth a Cobb-Douglas function. He finds a
high volatility in the level of growth rates indutéy Structural Fund expendituréhe work of
Endeerven et al. (2006) also belongs to this stedmdsearch. They investigate the effectiveness of
Structural Funds through a panel analysis for 13cBuhtries. They demonstrate that, on average,
the funds are only effective, in the countries witte “right” institutions. In the conclusions, the
authors stress the necessity of improving instihal quality as an essential step for triggering a
catching-up process.

Bahr (2008) analyses EU Regional Policy effectigsndy focusing on the different federal
structure of its member states (EU13) for sevee-figar periods, from 1960-1965 to 1990-1995. A
pooled cross-sectional regression econometric medeked for the estimation of the different
degrees of sub-national autonomy (decentralisagom)ng member states on the effectiveness of
Structural Funds expenditure. The results sugdest $tructural Funds are more effective in
promoting growth when decentralisation is higher.

3 The authors distinguish between three broad grefipsstitutional quality variables. First, theyr®ider variables
related to the outcome of government policy (imflatand government savings); second there are blasiathat
synthesise social cohesion (trust, norms of cidoperation, the degree of ethnolinguistic fractlizadion); third, a
group of indicators that measure institutional gualirectly (corruption perception index or instibnal quality index).
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Esposti and Bussoletti (2008) investigate the impddObjective 1 Structural Funds expenditure
using a database of 206 EU 15 regions in a timexvat ranging from 1989 to 2000. They assume
that structural payments condition the “natural’neergence process of the poorer European
regions towards the richer ones. Therefore, théymage an augmented conditional regional
convergence model to assess whether growth comegectually occurs. Considering they consist
mainly of investment expenditure, Structural Funaie included in the regional growth
convergence model as a variable, affecting thesimvent rate. A limited but positive impact of
Objective 1 Funds was found for the EU as a whaoleereas a negligible or negative effect is
registered in some specific cases.

Mohl and Hagen (2008, 2010) seek to evaluate tbetreffects of EU Structural funds at both the
NUTS 1 and NUTS 2 levels over the period 2000-200fey use a panel estimation controlling for
endogeneity, serial and spatial correlations andrbogkedasticity. They find that the total EU aid
(including Objectives 2 and 3) has no statisticallynificant or even negative impact on regional
growth; whereas Objective 1 payments have a pesdivd statistically significant impact on the
regional GDP growth rate. Bouvet (2009) analyses ithpact of the EU Regional Policy on
inequalities, as the reduction of interregionaloime inequalities is a leading aim of EU cohesion
policy. His findings confirm the persistence of lt-country inequality, calling for a reform to
existing EU Regional Policies. More specificallye honcludes that structural policies should be
elaborated at the regional level and not at theomal level and that funds should be further
concentrated onto poorer regions.

An econometric model is adopted to evaluate thecefof Structural Fund expenditure on the
growth of regional per-capita GDP in Rodriguez-Pase Novak (2013). They refer to the last
programming periods for which full sets of data awailable (1994-1999 and 2000-2006), using
factor endowments, institutional quality and idit@nditions as conditioning variables. They also
take into account the learning mechanism resuftimg evaluation of the policy. The results reveal
an increase in policy effectiveness in successaregs.

In the third group are those studies that obseovealicy impact or redistributive effects. Fagerber
and Verspagen (1996) analyse growth in 70 regionsik EU member states) in the post-war
period. Their findings show no impact of the Fundsconvergence in terms of per-capita GDP, but
that Europe seems to grow with at least three riffie speeds for dynamism, productivity and
unemployment. No evidence of convergence (or deecg) was also found in the work of Boldrin
and Canova (2001) on the EU15 regions between a88Ghe mid ‘90s. Their results do not allow
to definitively assert the effects of StructuralnBa on growth; however, they show the
redistributive function of Regional Policies to beconsequence of political equilibria inside the
European Union.

A clear negative effect is instead observed by @aviila and McGuire (2001). They evaluate the
impact of EU grants on the economic performancéhefSpanish regions, using a difference-in-
difference model. Results highlight that the pelschave not been effective in stimulating private
investment or improving the overall economies o tjrant-recipient (and poorer) regions. De
Freitas et al. (2003) link Objective 1 status te $ipeed of convergence among regions in the period
1990-2001, in order to account for the effectshaf 1989 Structural Funds reform. They estimate
Barro equations and control for the quality of aadl institutions. The authors explicitly investiga
whether “Objective 1” status on average improves iite of convergence. Their findings give
evidence of conditional convergence among regibuasthey show that Objective 1 eligibility does
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not have a statistically significant role in foster convergence. On the contrary, it emerges that
region specific factors are important in explainregional disparities.

Dall’Erba and Le Gallo (2008) evaluate the impdcBtructural Funds on convergence across 145
European regions in the period 1989-1999. Theynedé a neoclassical model of growth (Barro
and Sala-1-Martin, 1995), accounting for locatiottegnalities and for a possible endogeneity of the
funds. Fund endogeneity might occur as Objectiedidibility is fixed with the 75 percent rule (the
region must have a per-capita GDP lower than 75%hefEuropean average in the three years
previous to the start of the programme); as a apregce, regions receive an amount that is
proportional to their development gap. Their estioraresults show that significant convergence
does occur, but funds have no role in determiningCohesion Policy effectiveness is also
investigated in the work of Aiello and Pupo (20123t evaluates the impact of Structural Funds on
the growth of Italian regions from 1980 to 2007.r Foe period 1994-2007, they consider the
amount of expenditure actually spent and not omynmitted; moreover, they consider some
institutional aspects in the definition of the fuimapact. They use a convergence equation (growth
model) with panel data in which the Structural Faiade an explanatory variable. The results show
that, although the distribution of the funds is @@nt with greater resource allocation to the llaggi
regions, there are different performances in theagament of the funds among the Italian regions.
They conclude that Structural Funds have a mairsiridutive effect and do not affect the pattern
of growth of Italian regions in the long-run.

Wostner and Slander (2009) demonstrate that thegah Policy increases structural expenditure
of the receiving countries, but their effectivenesalso related to other conditions, such as micro
efficiency in the management of the funds and tbHects on private investments.

Treatment effect framework

Over the past few years, several studies have aeapublic policies with counterfactual methods.
These studies adopt non-experimental methodoldgised on the idea that eligibility for a specific
policy Objective can be considered as a treatmike the treatments received by patients in
medicine). It is thus possible to identify two éifént groups of regions with comparable
characteristics - “treated” and “untreated” regierend evaluate the causal effect of the treatment.
As mentioned before, no unanimous results have bebreved. Policy success is confirmed in
Beckeret al. (2010, 2012) and Pellegriet al. (2013); whereas Becker et al. (2013) and Gagliardi
and Percoco (2013) observe a conditional effechv€rsely, a positive but not strongly significant
effect is highlighted in Hagen and Mohl (2008) andegative effect is observed in Accettetal.
(2014).

The analysis of Becker et al. (2010) seeks to ewalthe causal effect between the Objective 1
status and the growth rate of per-capita GDP fer ttkated regions, using a fuzzy Regression
Discontinuity Design (RDD) approach for the evaioiatof the programmes. The results point to a
positive effect of the funds on the per-capita Gid&wth rate. However, the result is less optimistic
if the employment rate is considered; this mightdlated to the fact that the creation of new jobs
requires a longer period of time than the duratdra programming period (5-7 years). As a
robustness check, they repeat the analysis atadtitfeerritorial levels (NUTS 2 and 3), for three
sub-periods, taking into account the possible preseof location externalities. In Becket al.
(2012), the analysis considers only the NUTS 3amgin the programming periods 1994-1999 and
2000-2006 by means of a Generalised PropensityeSesirmation. The authors aim to understand
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whether the transferred funds foster growth in@gective 1 regions. A dose-response function is
estimated; it connects the annual average perec&RP growth rate with the intensity of the
treatment received, in order to find the optimasel®f the treatment. The results show that EU
transfers sustain a more rapid growth, but in 38qy@ of the regions considered the intensity ef th
transfers is higher than the optimal level andrthegluction would not produce any loss in terms of
growth. In a recent work by Pellegriet al. (2013), the effects of regional policy are evaldate
through asharp RDD approach, using an original dataset for theopet994-2006. The results
show the presence of a weak positive impact ofthepean regional policy on regional growth.
The robustness of the results is investigated Ipjyam both a parametric and a non-parametric
approach with different kernels.

In Beckeret al. (2013), attention is focused on the heterogenegtiyvben units. They consider
Structural Funds transfers to Objective 1 NUTS @laes in three programming periods (1989-93,
1994-99 and 2000-06) and use a RDD approach witierdgeneous treatment (HLATE).
Heterogeneity in the reaction to the treatment asl@tied through the consideration of a different
absorptive capacity of the regions, expressed asetion of the endowment of human capital
(percentage of workers with at least secondaryatthrg and/or the quality of regional government
(by means of a composite indicator which synthaespagblic services, education, health services
and respect for the laws). The results confirm tdttransfers produce a positive effect on the
growth rate of per-capita GDP and on the growtle @it investments only for regions with a
sufficient endowment of human capital and “good wghd institutions, that is to say, higher
absorptive capacity.

Gagliardi and Percoco (2013) assess the effectpgené EU Cohesion Policy on Objective 1
regions performance by adopting a Regression Disuaty Design (RDD) in the context of a
Local Average Treatment Effect (LATE) regressionfféing from the previous literature, they
introduce spatial heterogeneity amongst the urfitnalysis. The results show that EU Cohesion
Policy has been effective in fostering developmeniagging areas in Europe. However, its
effectiveness remains controversial: policy impacstrongly heterogeneous within each NUTS 2
region. Rural areas close to the main urban aggiae® are those that benefited the most; further,
they have driven the positive results observedHerfull sample.

In order to avoid the problem of misspecificatidntlee functional form, Hagen and Mohl (2008)
carry out an analysis using the Generalised PragyeBsore (GPS). They estimate a dose-response
function (Hirano and Imbens 2004) over a samplé2# regions belonging to the NUTS 1 and 2
levels of the EU 15 in the period 1995-2005. Thanmessumption for the application of this
method is the Stable Unit Treatment Value Assunmp{®UTVA) that considers the distribution of
output for each region as independent from thenpiatestate of the treatment in another region,
conditional to the observed covariates. Though ithig very strong assumption, it avoids the
presence of spatial correlation. The authors caimvestigate the presence of externalities, but the
adopt the “weak unconfoundedness” hypothesis, wipickits a treatment for each region as
independent from the potential outcome. The reshitsv a positive but not statistically significant
impact of Structural Funds transfers on the avegageith rate of the regions. Therefore, the dose
of payment received is not important for the deteation of the policy’s effects on growth.
Accetturoet al. (2014) look at the impact of the transfers on llemial capital endowments by
using a regression discontinuity design for EU Ofiye 1 Structural Funds. They find evidence
that transfers reduce local endowments of trust emaperation and they conclude that it is
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necessary to focus more deeply on the pre-regsiiitereceiving the aid. In particular, the authors
argue that effectiveness of local public goodsaiesucial role in the right use of the transfers.

A new regression discontinuity technique has beewneldped recently in other fields of
geographically-related research dealing with tiseiesof education (Black 1999), labour markets
(Dell 2010), real estate markets (Dachkisal. 2011), firm size (Giacomelli and Menon 2012) and
firm incentives (Einio and Overman 2012). Theserappghes are commonly known as ‘spatial
Regression Discontinuity Design’ or ‘spatial RDRhd they consider the geographical location as
the key forcing variable. In these cases, theodiscuity which is to be exploited by the
econometric technique is given by the administeator geographical boundaries and the sub-
samples to be examined are the spatial units bereside of the geographical boundary. In the case
of EU Regional Policy evaluation, in some countti®s regions falling into the Objective 1 and in
the non-Objective 1 groups, respectively, can b#pbi identified by looking at the geographical
boundaries. However, this is not true for all coiest with the consequence that the effect of the
policy for the treated regions that have a goodfoperance but are located far from the
geographical boundaries may be rather underestimate

1.3European Regional Policy

The theoretical background of the EU Regional Rakcbased on the new growth theories and the
New Economic Geography. The European Regional Yokiso known as Cohesion Policy,
represents one of the main axis of European intiegralt covers a substantial share of the entire
EU budget that is 36 percent of the Union budgetmeunting to around € 347 billion in the
programming period 2007-2013. These resources ameaply aimed at “reducing disparities
between the levels of development of the variougores and the backwardness of the least
favoured regions” (Art. 174 of the Treaty on then€tioning of the EU). European regions are still
characterized by wide differences in per-capita GBRJ in levels of well-being, with
underutilisation of economic and human resourcethénlagging regions. The sub-national gaps
also produce depressive effects on the performahicelividual member states.

European Cohesion Policy started out in 1975 wlidn European Regional Development Fund
(ERDF) that supported infrastructural developmend productive investment for the creation of
employment, especially for firms. The importanceGghesion Policy grew over the years, and
thanks to the creation of additional funds, it cdamenake up one third of the Union budget.

The year 1989 was of crucial importance to thenitedn of Regional Policy design: the First
Delors Report introduced important changes as dsghoth the financial side, with increased
resources, and the governance aspects, with tregudtion of the principles of complementarity,
additionality, partnership, concentration and pamgming. The aims of the Policy’s structural
interventions were of two kinds: horizontal objges, which involved the Union as a whole, and
vertical objectives, which explicitly addressed baard areas. Before 1989, the European budget
was defined on a yearly basis and Regional Poliag woncentrated in the ERDF. The main
beneficiaries were Italy, the United Kingdom, Frarend Greece. After the endorsement of the
Single European Act in 1987, the Regional Policys waorganised into multi-year programming
periods -the first one covered the 1989-1993 periamad the aim of the policy became primarily the
pursuit of cohesion and the reduction of wellbedigparities across European regions. The First
Delors Report pointed also to the risk that higgeropean economic integration could trigger a
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mechanism of concentration of economies of scalejyctive factors specialisation, high-quality
infrastructure and skilled workforce in a uniquentralised area, leaving the less developed,
peripheral regions outs of this process with a equent negative impact on the integration process
(Pupo, 2004).

On T November 1993, the European Union Treaty enteméal force along with the modified
Treaty of Foundation of European Community (EC TyeaAs concerns Regional Policy and
Cohesion, the Treaty introduced a new instrumdat,Gohesion Fund, and a new institution, the
Regional Committee, as well as the principle ofssdilarity. In December 1992, the European
Council defined new financial perspectives for pgegiod 1994-99, allocating 168 billion of ECU
to the Structural Funds and Cohesion Fund, an atrdmuble the budget for the previous year and
making up one third of the community budget. Aimtogeduce disparities and foster cohesion, the
European Community introduced a number of new fir@n instruments to facilitate
implementation of the new policy programmes. Amarigs most relevant instruments were: the
European Social Fund (ESF), the European AgricalltGuidance and Guarantee Fund (EAGGF),
the Financial Instrument for Fisheries Guidance=@) and the Cohesion Fund. The European
Social Fund, which along with ERDF, EAGGF and FIRnstituted the Structural Funds,
promoted improved access conditions and fosterealsimclusion and human capital (education
and training). The EAGGF instead concerned thenfimay of the Common Agricultural Policy
(CAP). The FIFG contributed to reaching the objediof the Common Fisheries Policy (CFP),
supporting structural action in the fisheries secio the field of aquaculture and in the
transformation and commercialisation of their pratduln order to accelerate economic, social and
territorial convergence, in 1994 the European Umstablished the Cohesion Fund. This fund was
allocated to countries with an average per-capi® G®wer than 90% the community average. The
Cohesion Fund was meant to finance infrastructprajects in the environment and transport
sectors. Transfers belonging to this fund wereesiltp specific conditions, such as the condition
that member states with a public deficit highemtt38# of GDP, could not get any new project
approved until the deficit fell under that threshol

Programming period 2000-2006 introduced new poloyntent and new implementation
procedures. Civil society participation in EU pgligovernance grew, whereas programme
management and evaluation became more decentraliedreorganization of the policy entailed
the reduction of the Objectives to a number ofdhaed a greater concentration in terms of finance,
geographical areas and areas of intervention. ypliorities were defined as the Structural Funds
objectives: Objective 1, Objective 2 and Objecti8e Objective 1 aimed to promote the
development and structural adaptation of the tedseeloped regions; it consisted of almost 70%
of total allocations of Structural Funds for thexipd 2000-2006 (it was 68% in 1994-1999), which
amounted to around € 136 billion. Recipients ¢ Kind of aid were identified by the Commission
through the “GDP criteria”: aid was devolved ontyregions with a per-capita GDP lower than
75% the community average. Objective 2 addresse@tbnomic and social reconversion of areas
with structural difficulties, such as economic cgpendeclining rural areas and depressed areas.
Objective 3 aimed to modernise systems of traimimg to promote employment outside the regions
eligible for Objective 1. This Objective, in padilar, supported the European employment strategy
for active policies against unemployment and soeddlusion. Structural Funds also financed
community initiatives in the following sectors:
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a) cross-border, transnational and interregionabpecation, that aim to promote the
harmonious, balanced and sustainable developmené@ommunity (INTERREG);
b) economic and social revitalisation of the citydaareas adjacent to the crises, for the
promotion of urban sustainable development (URBAN);

c) rural development (LEADER);

d) transnational cooperation, to foster new fornisstvuggle against discrimination and

inequality in the labour market (EQUAL).
In programming period 2007-2013, the classificabbthe Objectives changed. Objectives 1, 2, 3,
respectively became Convergence, Competitivenesd @&omoperation. In particular, the
Convergence Objective involved the less developethber states and regions (ex Objective 1),
the Competitiveness Objective concerned regionmger included in the Convergence Objective
and aimed to increase their competitiveness, #tteaess and employment, fostering social and
economic change. Finally, the Cooperation Objeciffected regions that have land and maritime
borders and the areas of transnational cooperat®m&im was to foster activity that encourages
territorial development and interregional coop@rmatiThe number of cohesion financial instruments
was reduced from six to three: two Structural Fu(€ERDF, ESF) and the Cohesion Fund. The
specific aids, before being included in the EAGGH &IFG were grouped in the European
Agricultural Fund for Rural Development (EAFRD) amdiropean Fisheries Fund (EFF). The
previous system of fund management was thus sieglthrough the introduction of a two-step
process; eligibility rules were decided at the oradi level with greater importance given to the
proportionality principle (European Commission 200&o improve cooperation between the
European Commission and the European Central Bange new instruments were introduced:
Jaspers, Jeremie and Jessica, aimed at enhanciagt@pplication of the funds.
The 2008 world financial economic crisis highligihtine need for EU policy to foster appropriate
institutional and governance reforms. EU institnsigout in place new development policies for the
promotion of growth, which were more outcome orehand built around institutional incentives
and sanctions (McCann and Ortega-Argilés 2013a)important contribution to Cohesion Policy
reform after 2013 comes from the work “An agendaaf®eformed Cohesion Policy” (Barca 2009)
also known as “Barca Report”, that looked into tdedate around the necessity of a renovation of
the European budget for removing the bureaucratctia that characterised it. In pursuit of its
territorial development strategy, the Union couligt a place-based (and not space blind) strategy
of development for the supply of public goods iderto reach social development in addition to
the economic growth of the place concerned (BakeCann and Rodriguez-Pose 2012). The
Cohesion Policy of the previous years was strorgiticised for its lack of attention to the
achievement of objectives and results, highlightimg need for a set of indicators to guide results
evaluation and monitoring (Barca and McCann 20Thg Report also emphasised the necessity of
establishing an adequate system of incentives andlies to transform Cohesion Policy into a tool
for the promotion of the development. Another impot change was the establishment of ex-ante
conditionality, relating to the clarity of objecéis, transparency of the policy’s processes and the
introduction of a penalty for the breaching of thanditionality. Compared with previous periods,
greater analytical rigour and conceptual freedommewseeded for the development of the new
policies (Garretsen, McCaret al. 2013). The changes driven by the Report will teessed in the
next programming period (2014-2020), with the “Eae02020” objectives, based on three
priorities:
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- Smart Growth: to create an economy based on keug& and innovation;
- Sustainable Growth: to promote a more resoufit@ent, greener and more competitive
economy;

- Inclusive Growth: to foster employment and eauoi social and territorial cohesion.
The Union needs to focus on the main objectivethisf Smart, Sustainable and Inclusive Growth.
These are interconnected and can be explainedebjotlowing five points: employment growth
rate; increase in investments in R&D; greenhouseegaission reduction; reduction of the number
of early school leavers and poverty reduction (feem Commission 2010).

1.4 Methodology

The empirical literature on the evaluation of RegiloPolicies relies on different methodologies and
data, and no consensus has yet been reached (e se2). In this essay, the effects of EU
Regional Policy are observed by means of a teclerio@at can isolate it from other factors that may
affect the analysis’ results: the Regression Disnaity Design (Thistelthwaite and Campbell
1960; Hahnet al. 2001) in thesharp version. This methodology considers a discontynuit the
treatment related to some observations, to obtiestimation of the Local Average Treatment
Effect (LATE), by comparing units eligible for theeatment (Objective 1 regions) with other non-
eligible ones (non-Objective 1 regions). The efiacthe treatment estimated is located in the point
of discontinuity. For the application of RDD, fobasic assumption need to be respected éted
2009):

* the treatment is not randomly assigned, but therat least one observable variable
(assignment variable or forcing variable);

» the assignment variable presents a discontimuitprrespondence of a threshold;

* the assignment variable cannot be manipulatednfagcannot modify it in order to move
from one side to the other of the threshold);

» the other variables are regular functions (withdigcontinuity in correspondence of the cut-
off point): the only reason that produces a jumphat threshold is discontinuity in the
treatment.

The fundamental hypothesis of this method is thatunits just above (or below) the threshold that
do not receive the treatment, represent a good eérromparison with those just below (or above)
the threshold that receive the treatment. Therefamg discontinuity in the conditioned expected
value of the outcome, in proximity of the cut-offipt, may be interpreted as evidence of the causal
effect of the treatment.

In our analysis, the statistical units are the NWZTi®gions of the European Union with 15 member
states (EU15) Our aim is to assess whether Obijective 1 regiexgerienced greater growth than
non-Objective 1 regions, by considering improvetarthe potential road accessibility (Stelder
2014) and in research and innovation activitiedepaapplications). However, we will assess the
presence of a discontinuity also by looking at ¢gnewth rate of per-capita GDP. Objective 1
eligibility is defined by the “75 percent rule”; @& consequence, regions with a per-capita GDP
lower than 75 percent the community average arsidered Objective 1. The forcing variable is
the regional per-capita GDP and the cut-off posithe 75 percent threshold; the treatment is

4 EU15 includes: Germany, France, ltaly, the Netrats, Belgium, Luxembourg (founding countries), Dark,
Ireland and the United Kingdom (1973), Greece (39&pain and Portugal (1986), Austria, Finland &weden
(1995).
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eligibility to the Objective 1 Fund. This situatios a good framework for the application of the
RDD: consider a NUTS 2 (A) with a per-capita GDRiadgo 74.99 percent the EU average and a
NUTS 2 (B) with a per-capita GDP equal to 75.01cpat, the first one will be eligible for
Objective 1, whereas the second will not receiwettbatment. We can assume that the two regions
have similar characteristic except for the treatmtrerefore they are more comparable than others
that are more distant from the cut-off thresholddieret al. 2010).

Consideringc as the cut-off point andi as the forcing variable, following the work of Rekini et

al. (2013), we adopt sharpversion of the RDD, since treatment assignmeas&imed to depend
only on the 75 percent rule (to support this asdionpve exclude from the sample regions that
receive aid for other reasons). We denote the pateutcomes of the regiarwith Yi(0) andYi(1),
whereYi(1) is the outcome obtained in presence of the tredtif@bjective 1 regions) andi(0) is

the outcome obtained by the non-treated regiona-@igective 1). In correspondence with the
discontinuity point, the conditioned expectancytied outcome, given the covariates, underlines the
causal effect of the treatment (Imbens and Lemi20&8):

weE[YiIX; = x] = SREYi1X; = x] (2)
If the average causal effect of the treatmentkertanto consideration the above relation becomes:
Tsrp = E[Y;(1) = Y;(0)|X; = ] (2)

In order to increase result robustness, estimatibnuse both a parametric and non-parametric
approach and the results will be verified for diffiet samples specifications, kernels and confidence
intervals. The aim is to avoid problems relatedhi® limited number of observations in proximity
with the cut-off point, which can reduce the accyraf the estimations. Moreover, the effects of
Regional Policy may be affected by other factoet #nhance or prevent growth (e.g.: geographical
location and externalities).

In the parametric regressions, the Ordinary LeagtaB (OLS) estimation with robust standard
errors is applied. For the non-parametric estinmatiee use the local linear regression method with
standard errors obtained with bootstrap (Nichol3130

The equation for a generic polynomial modehodrder is:

m m
Y=a+TD+Z,BiXi+ Zapx% £
i=1 i=1

When a parametric approach is used, the choicamdwidth is equivalent to the definition of the
polynomial order of the regressions (Lee and Lemi@009). Different specifications are
considered in order to analyse how the polynomegjrele affects the results. The best polynomial
order is chosen by looking at the Alkaike InformatiCriterion (AIC): the best model is the one
with the lowest AIC.

Following Lee and Lemieux (2009), Imbens and Lemi€008) and Pellegriret al. (2013), two
additional robustness checks are added: we velifgter in the density function &, for X=c,
there are other discontinuities (that may show Heraion in the control variable) and we
investigate the presence of other discontinuitrethe outcome variable. In order to exclude any

5 We considem=3.

8 The parametric estimation is applied only as tharrrobustness check of the results obtained thénon-parametric
method, for this reason the usual issues related this approach (heterogeneity, endogeneity andrgoare not
considered here.

13



gerrymandering (Menon 2012) type of manipulatiorina proximity of the threshold with respect
to the continuity of the density function of thedmg variable, the McCrary test is used (McCrary
2008). In our case, the assignment to the treatfnenteligibility for Objective 1 status) cannat b
easily predicted. We might think that countries nb@pave opportunistically by maintaining their
per-capita GDP below the threshold in order taaattfunds; actually, this cannot happen, because
the threshold is fixed at 75 percent of per-ca@@P community average, the value of which can
be known only after publication of all regional @aMoreover, Eurostat applies strict controls on
the procedures for estimation of regional accoultsCrary (2008) suggests that a jump in the
conditional density of the forcing variable can dmnsidered as a test of its manipulability: when
regions are sorted around the threshold, the ROMoagh is not applicable.

The McCrary test (2008) estimates the density fonabf per-capita GDP for a confidence interval
of 95 percent. In the RDD approach, the choicehefkernel is of fundamental importance: some
authors consider the Epanechnikov kernel, wherézer scholars prefer the Triangle; we opt for
more than one kernel specification: Epanechnikayssian, Rectangular and Triangle.

Another important element is the choice of bandwidthere are many rules of thumb for the
definition of the optimal bandwidth. Different bamidths produce different estimations, so it is
important to estimate more than one and at leastilthe optimal bandwidth, its double and its
half. The wider the bandwidth, the stronger thealsinuity will be, because the impact of possible
erratic observations close to the threshold becosmaaller. For the choice of the optimal
bandwidth, the index of Imbens and Kalyanarama®$2@ calculated; this index determines the
asymptotic optimal interval for the regression disnuity.

It is also important to test that there are no janmpthe treatment and outcome levels and thagroth
covariates do not have discontinuity at the cutpafint. In order to verify the first point, the et

is estimated for different thresholds and with eli#int kernels and bandwidths; for the second, we
consider the population average, using a locaalimegression with different kernels.

Our goal is to try to move attention away from #8tactly economic-productive sphere towards
some specific fields of policy intervention. The im&hallenge is the identification of possible
outcome variables and the availability of datalet NUTS 2 level. With this aim in mind, we
decided to take into account two different aspe€tsegional social and economic development in
addition to per-capita GDP: transport infrastruetand research and innovation.

We use an exclusive dataset on the certified experdof European regions between 1999 and
2007. Thanks to this data, we know which regioreeired the transfers for specific fields of
intervention (FOI). The importance of using thiadkiof data is stressed by Aiekb al. (2012), who
argue that considering both regional-level ancti$igeareas of intervention expenditure is one of
the most critical points in the study of EU poleffectiveness.

De La Fuente (2003) points to the importance osmering the amounts effectively spent and not
only those programmed or committed. Consideratibrcastified expenditure avoids all these
inconveniences. For the evaluation of the effedtshe policy, we refer to specific outcome
variables for each area: for transport infrastrietwe consider potential accessibility to road
networks (Stelder 2014); for research and innowmative consider the patent applications per
million inhabitants. The sample we refer to, forckeaof these outcome variables, is different
because we analyse only regions with certifiedstiens in the specific FOI. To test the robustness
of the results, the analysis is conducted withedéht specifications of the outcome variables
(growth rate and difference in levels). The vamasbbnd samples used in the analysis will be
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described in detail in the following section. Theewf the Regression Discontinuity Design allows
us to eliminate the problem of the choice of a gmetunctional form, which usually occurs in
classical growth equations.

1.5Dataset construction

The construction of the dataset can be divided tintee steps. Following Pellegrini et al. (2013),
the first step aims at the definition of a sampilat satisfy the hypothesis of the RDD approach and
allow us to have regions included in the same grougwo consecutive ‘programming’ periods
(1994-1999 and 2000-2006). The second and the skequk are aimed to obtaining a panel structure
for the dataset of the certified expenditure fag HUTS2 regions and the transformation of the
outcome variables. The dataset consists of EU @lome at NUTS2 level with the Objective 1
recipient regions of the transfers being those NRJTegjions with a per-capita GDP (in PPS) lower
than the 75 percent of the community average. Rer grogramming period 1994-1999, the
Commission computed the eligibility threshold o thasis of data on per-capita GDP for the
period 1988-1990 (per-capita GDP in PPS, ESA7@ra). Therefore, in constructing the forcing
variable, we considered the per-capita GDP foipréod 1988-1990.

The initial sample included 213 regions classifasdNUTS 2 (2003): 61 of these regions were
Objective 1 in the programming period 1994-199@, tbmaining 152 were not. In order to make
the sample more homogeneous over the two prograghpemniods, we excluded four NUTS 2
regions from the initial group of Objective 1. Theare regions that experienced a level of per-
capita GDP greater than 75 percent the communiyage in the period 1988-1990 (the reference
period of the Commission for establishing eligiyilto the funds) and that, however, became
eligible for the funds for political reasons: Pravainaut (BE), Corse (FR), Molise (IT), Lisboa
(PT). The other 57 regions remained eligible forjedtive 1 status also in the following
programming period 2000-2006. In order to have aentomparable and stable control group we
decided to exclude from our sample regions thatewsjective 1 in the period 2000-2006, but not
in the previous period. These were:

» five regions which were non treated in 1994-192® became eligible for Objective 1 in
2000-2006: Burgenland (AT), Ita-Suomi (FI), Soutbarkshire (UK), Cornwall and the Isles
of Scilly (UK), West Wales and the Valleys (UK);

» five non-Objective 1 regions in the period 19989, that became partially eligible in 2000-
2006: Lansi-Suomi (FI), Pohjois-Suomi (FI), NorraeMnsverige (SE), Mellersta Norrland
(SE),Ovre Norrland (SE).

Some non-Objective 1 regions also benefited fronmeSmn policy transfers because they fell
under other Objectives. Following Pellegrigi al. (2013), we took into account the per-capita
intensity of financial resources among the diffénegions, distinguishing betwedrard-financed

regions (Objective 1, treated regions) asuft-financedregions (non-treated regions). As many
sources of financing - Structural Funds, Cohesiondi- National co-financing, Private financing —
existed in both programming periods 1994-1999 &@D2006, we needed to identify a threshold
value of per capita transfer intensity. We fixedstht €1960, which is the minimum value of
certified per-capita expenditure in Objective lioag (Pellegrinet al.2013). The results show that
nine non-Objective 1 regions had a level of perieagxpenditure higher than the fixed threshold.

" For a focus on PPS see Eurostat-OECD (2006).
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In particular, we excluded from analysis the norjedtive 1 Spanish regions that received aids
from the Cohesion Fund: Pais Vasco, Comunidad Fteallavarra, La Rioja, Aragon, Comunidad
de Madrid, Catalufia, llles Balears as well as tmmiBh regions of Etela-Suomi and Aland that
benefited from other funds. Finally, we excluded thgions that did not receive transfers in all the
FOI of certified expenditures selected (BruxellRsyvincia di Trento, Prov. Brabant Wallon, Prov.
Vlaams Brabant, Bedfordshire, Hertfordshire, Easglf, Eastern Scotland, Usimaa-Helsinki).
Thus, our sample consisted of 180 NUTS 2 regioAdr@ated and 126 untreated) which remained
in the same group for both programming periods idemed in the analysis; further, they are
homogeneous groups also in terms of the amounew€apita transfers: soft-financed (untreated)
or hard-financed (treated). Our resulting samplé the requirements for the application of the
Regression Discontinuity Design in thlearpversion.
We derived data on the certified expenditure diyeftom the European Commission offices (DG-
Regional policy) and from the Italian Ministry fdéconomic Development (Department for
Development and Economic Cohesion). The data dicdbriginally have a panel structure and the
Structural Funds and Cohesion Fund were reporteédandifferent tables, so we had to transform
them before carrying out the econometric analysese (for instance tables P1 and P2 in the
Appendix). The main problem in using this databaas the lack of a region name or code, which
would allow to easily associate each value to @ifipeegion. We selected two specific FOI (level
2) for the Structural Funds: Research and Innomagiod Transport infrastruct§reas regards the
Cohesion Fund we chose the Technical Assistanged®iand Transport Project.
The panel dataset was constructed manually, olmggtive following rules:
» the total amount was fully imputed to the regiorevehthe name of the region was expressly
and univocally specified in the identification naofeéhe programme;
* programme expenditure for NUTS at a lower levelntiNUTS 2 were imputed to the
respective NUTS 2 region;
e national programme expenditure was shared betwkehearegions of the country, using
the population at the beginning of the programngiagod as a distribution critefia
* municipality programmes, natural regions and cansos expenditure was imputed to the
NUTS 2 involved in the group (when identifiable)sing the same criteria as for the
previous point;
» expenditure for which recipient regions could net identified from the name of the
programme was deleted;
» data about cross border and interregional cooperatas not considered.
The third step involved in the construction of thataset is described for each variable in the
following section.

1.6 The variables

After these preliminary transformations, the datgsesented a panel structure containing data
regarding certified expenditure by year, fund aiettfof intervention for each NUTS 2 (table P3);
the next step was the identification of the outcaaugable for each field of intervention analysed.

8 In particular: 18. Research, technological develept and innovation, RTDI; 31. Transport Infrastuse.
9 Otherwise, the first available year is used.
10 For the Association of Portuguese Municipalitiies, which there is a specific website, expenditisrattributed to
the NUTS 2 of the Association's Headquarters.
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1.6.1 Per-capita GDP

Traditionally, the economic literature considers FE5Qrowth as the outcome variable of public
transfers in studies differing from each other foodel specifications, regional levels and time
intervals considered. No unambiguous results havarsdbeen reached.

In line with this strand of literature, we startear analysis of the effectiveness of Cohesion Rolic
by using per-capita GDP growth rate as the outcean@able and the RDD approach. To assess the
evidence of a discontinuity among Objective 1 aod-@bjective 1 regions, we referred to a period
of fifteen years (from 1995 to 2010) and two diffier sub-periods: 1995-2003 and 2003-2010.
Further, we analysed the full sample and two subpdas that excluded, first, the highest and the
lowest values and then the colonial regions.

1.6.2 Patent Applications

Schwabet al. (2007) point out that innovation is essential feveloped economies, as they need
new technologies and new cutting-edge products &ntan their competitive advantage. As
Cantwell (2006) underlines, this requires an emrment which is conducive to creating
relationships between firms and the science ininasire, between producers and users of
innovation and the inter-firm level, and betweermB8 and the wider institutional environment.
Feldman (1993) suggests that the process of introduinnovations is facilitated by a firm's
location. She demonstrates that product innovatimmsl to be concentrated in states where
innovative inputs are present, in particular sde@d knowledge resources that enhance the
innovation process.

In recent smart specialisation developments relatdfl) Cohesion reform, support instruments for
innovation are more focused on socio-economic @mfaes on technological development and usage
concerning smart growth, energy and sustainablentyroand entrepreneurship promotion.
Consequently, innovation promotion is much morekdoh than in the past to questions of
transparent and appropriate governance systemsdMceénd Ortega-Argilés 2013b).

Patents are a means of legally protecting inveatagveloped by firms, institutions or individuals,
and they can thus be interpreted as indicatoravamtions (Annonget al. 2010). Patents are aimed
at ensuring property and market exclusivity on pmetected invention and are released by a
national patent office (OECD, 2009). We considepatient applications per million inhabitants
from the OECDRegpatdataset as the outcome variable for the field 8aesh and Innovation”.

As is well known, patent indicators give information the output of the R&D. When comparing
regional performance, the OECD Patent Manual (20@&ommends the use of fractional
accounting for patents, in order to: i) attributeeich region its actual contribution to inventioh;
when summed up all regions give a total of 100%eadata can be regionalised considering the
address of either the inventor or the holder. Tineemtor’'s address usually indicates where the
invention was made. The priority year is the yefafiret filing for a patent; it is the closest thet
actual date of invention, and should therefore $eduas the reference date when compiling patent
indicators aimed at reflecting technological impments (Marauet al. 2008). We considered a
fractional count by inventor and priority year patdata. ThdRegpatdatabase used includes patent
applications to the European Patent Office (EP®@}he Patent Cooperation Treaty (PCT) and to
the United States Patent and Trademark Office ((HPT

Data transformations and a summary of the mairsstéhe analysis are listed below:
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* Missing valuesfor OECD patent data, missing values are equaéto. However, when no
data was available at NUTS 2 level we used the $fatrovariable “Employment in
technology and knowledge-intensive sectors by NWT®egions and sex” (1994-2008,
NACE Rev. 1.1) for the calculation of the weighbiatries involved: Greece, Belgium,
France d'Outre-Mer, Germany, Netherlands, Englanbjch allowed us to transform
national statistics into data suitable for impwtatat the regional level. Only for Greece and
Cumbria Eurostat data was not available: in thesesthe imputed data is, respectively, the
average NUTS 1 value (NUTS 1 value/nr. of NUTS&] the mean of the other NUTS 2.

» Certified Expenditure we considered the Field of Intervention (FOI) $SRarch,
Technological Development and Innovation (RTDI)t fetructural Funds and “Technical
Assistance” (TA) for Cohesion Funds. All the regawmith a positive TA were included in
the RTDI sample.

* Periods the whole period considered in the analysis coviee years from 1999 to 2010.
However, we split the time interval of the analyisi® three sub-periods: 1999-2007; 2002-
2010; 2002-2007.

» Samplesin the first step, we considered the whole sangplé the outcome variable was
expressed as both growth rate and difference eldein a second step, we considered some
restricted samples: in the first sample (R1), weeded the regions of Martinique, Guyana,
the Autonomous Region of the Azores, Melilla andi@ewvho have zero values for some
years and always a negative growth rate; in therskcsample (R2) we dropped also
Alentejo which has the highest growth rate in theridbution in 1999-2010 and seemed to
be an outlier.

» Estimations we use parametric (OLS) and non-parametric esibms (local linear
polynomial estimation with standard errors estirdatgith bootstrap method - 500
replications).

1.6.3 Potential road accessibility

As the Territorial Agenda of the European Uniontesta “Mobility and accessibility are key
prerequisites for economic development of all regioof the EU”. Consequently, transport
infrastructure improvement is a key policy instrurh& promote regional economic development
(ESPON, 2006). Over the period 2000-2006, about 2B%tructural Funds and 50% of the
Cohesion Fund were spent on infrastructure projé€tescenzi and Rodriguez-Pose 2008). The
quality of infrastructure is essential for the ent functioning of an economy (Schwab al,
2007). Modern and efficient infrastructure endowtserontribute to both economic efficiency and
territorial equity as it allows for the maximizatiof the local economic potential and the efficient
exploitation of resources (Crescenzi and Rodrigeeze 2008). High-quality infrastructures
guarantee easy access to other regions and cayrdoetribute to better integration of peripheral
and lagging regions, and facilitate the transpérgjands, people and services. This has a strong
impact on competitiveness as it increases theiefity of regional economies (Annaeti al. 2013).
The recent literature argues that the traditiomat-benefit analysis cannot capture the effects of
infrastructures on regional development, but inecessary to consider also the effects of the
network externalities (OECD 2002). In McCann an@f8h(2004), the role of infrastructures in the
regional development process is discussed. Thelyssahe relationship between infrastructure
investment and regional development with a focughentransportation infrastructure investment.
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They conclude that the different geography-firrmgactions cluster types are of crucial importance
in the evaluation of the role played by transpavtatinfrastructure on regional development.
However, empirical works on the role of infrasturet in the development process highlight a lack
of data, especially for the road network. The EWdergly financed a project aimed at the
construction of a historical database of Europesu metworks since 1960 with a time interval of
ten years. Stelder's paper (2014) presents aafiaysis rested on this database. We thus chose the
potential road accessibility data collected in tBi$ project as the outcome variable of the cedifie
expenditure of transport infrastructures.
In Stelder’s paper, the accessibility concept isregsed with the functional form based on Reilly
(1931):

A= 3P Dy @
with A for accessibility,P for population or any other local activitip, for distance or any other
definition of transport costs, and a paramgterdicating the distance decay intensity.
In Stelder's analysis (2014), absolute accessil#iis scaled to relative accessibilay

A
aj = m (3)

For each location, accessibility may be increasinghe same ratio, which may cause additional
economic growth, but uniform in all locations, witie consequence that no one is benefiting more
than others from infrastructure improvemeént

Therefore we use the change in relative accedgihiliis derived as:

a;(t) = 29 4)

a;(t-1)
With this transformation, the usual geographicasbthat gives central locations the highest
accessibility is eliminated.
The following points summarise some crucial stefpsuo analysis:

» Exclusionssome regions were eliminated from analysis ais #adues were missing: South
Aegean, Crete, the Autonomous City of Ceuta, théoAomous City of Melilla, the
Canaries, the Autonomous Region of the AzoresAtitenomous Region of Madeira.

» Certified expenditurewe consider the FOI “Transport Infrastructurettbtor the Structural
and Cohesion Funds. All the NUTS 2 who received @uhesion Funds also received
Structural Transport Funds.

» Period for the outcome variable we cannot split the gsialinto sub-periods, because data
on POT is only available for some specific yea@bd, 1970, 1980, 1990, 2000, and 2012).
We decided to consider the growth rate for theqae?l000-2012.

» Sampleswe first considered the whole sample; then wdusbexd the Reunion Island that
has a growth rate equal to zero.

» Estimations we used parametric (OLS) and non-parametric estim (local linear
polynomial estimation with standard errors estirdatgith bootstrap method - 1000
replications).

Our goal was to verify whether the treated unitt tleceived (and spent) EU transfers for these
specific fields of intervention experienced a geeagrowth in the outcome variables of these
transfers. As mentioned before, the samples usee aferent for each specific FOI, because not
all the units received transfers for both sectdistervention.

1 For more details on transport cost functions irG\flodels, see McCann (2005).
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1.7 Results

In this section, we discuss the main results ofamalysis.

The first part contains a descriptive analysish& pattern regions show in the growth rate of the
outcome variable in relation to the transfers nee@i(in both absolute and per-capita terms). The
histograms give us a first impression of how regiogacted to the funds received. We consider the
expenditure in logarithms and the growth rate & tdutcome variable. The regions are sorted
according to the value of their forcing variableerg@entage of the per-capita GDP in PPS in
proportion to EU average).

Figure 1 shows the histograms of the overall pgitaaertified expenditure (without distinguishing
the fields of intervention), given by the StrucluFainds and Cohesion Funds (excluding private
and national funds) for the sample considered af@e. The vertical axis represents per-capita
certified expenditure of Cohesion Policy, while th@rizontal axis represents the NUTS 2 regions
sorted by the forcing variable (per-capita GDPtha period 1988-1990 in PPS, ESA 79 criteria).
The red line is the cut-off point. The clear diwisiin the levels of the expenditure between the two
groups supports our choice of a sharp RDD. Figusb@®vs the histogram of the logarithm of per-
capita certified expenditure in Research, Techno&gDevelopment and Innovation (SF) and
Technical Assistance (CF) for the period 2000-2@0@ the growth rate in patent applications
(1999-2010), while Figure 3 shows the same varidtale without considering per-capita level
expenditure. In the first case, there is greatgiorel variability in terms of certified expendieurn
both cases, there is no clear demarcation betvimetwb groups in terms of the transfers received.
Further, in both cases there is confirmation thiae€tive 1 regions exhibit a higher growth rate in
patent applications despite the transfers recebesdg almost the same for the two groups. The
level of RTDI is for both groups around the averagpenditure, whereas by considering per capita
RTDI expenditure, non-Objective 1 regions showatgevariability.

The results are quite different if the outcome afale is the growth rate of potential road
accessibility. Figures 4, 5, 6 and 7 present theograms of the logarithm of the certified
expenditure in Transport (SF and CF) for the per2@®0-2006 and the growth of Potential
accessibility (POT) to road networks in the perkiiD0-2012. In Figures 4 and 6, expenditure is
considered at the per-capita level. Figures 4 afacs on Objective 1 regions. In this case, the
sorting criteria is the POT growth rate in ascendader. The graphs show a clear higher growth
for the Portuguese and Spanish regions, althougi rieceive transfers equal to or lower than the
average. The variability in the transfers receibgdObjective 1 regions is emphasized when per-
capita expenditure is considered. There is a dwaldt in the growth rates that divides the
Portuguese and Spanish NUTS 2 from the Italianpfaarand Greek regions. This result might be
related to specific national policies and to a tpehackwardness of these regions in terms of road
infrastructure. When all the regions are taken iatzount (Figures 6 and 7), once again the
variability in the certified expenditure increaskeper-capita values are considered. In this ctmse,
higher growth rate of the Objective 1 regions sslelear than for the patent applications, b it i
still present. This result could be related to fihet that the variable POT considers only the road
networks, whereas many of the improvements to tteessibility of European regions were
probably devoted -especially in the recent yeart® -other kind of networks (air, maritime,
railways), which are not accounted by the POT WéeiaThis suggests that the amount of transfers
regions receive is not the sole factor to deterntiireegrowth rate of the outcome: the efficient use
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of the funds by regions also plays an essential witer this first graphic evidence, we now focus
separately on each field of expenditure.

1.7.1 Per-capita GDP
Whole sample

The whole sample consists of 180 NUTS 2 regionsa®4Objective 1 regions and 126 are non-
Objective 1. Table 2 shows the descriptive stasdibr the annual average growth rate of per-capita
GDP and the overall per-capita certified expenditdthe maximum growth rate is 6.67 (Salzburg)
and the minimum -0.52 (Noord-Brabant). The averadee is 1.05 (standard error 1.06).
Considering the two groups of regions, the meanevalf the growth rate is 1.01 for Objective 1
and 1.07 for non-Objective 1. The maximum and murmvalues for the whole sample are the
same as for the non-treated regions, whereas &tréated regions, the maximum value is 4.67
(Sachsen-Anhalt) and the minimum -0.32 (Norte). fBa other hand, statistics on per-capita
certified expenditure show wide differences betwé¢le® two groups. Preliminary evidence of
discontinuity can be obtained by consideringhave estimation of the difference between the
annual average growth rate of the treated and meateid regions. The result is a negative
coefficient (-0.05) for Objective 1 regions, butstnot statistically significant (p-value: 0.743his
first step does not reveal any significant differenn the GDP growth rate for the two groups. In
the period 1995-2003, the result is still nega(v8565) and not statistically significant, whereas
for the years 2003-2010, it becomes positive (.0@®Gugh not significant.

Representing the outcome variable in function efftircing variables, as Lee and Lemieux (2009)
suggest doing, the information given by thaive estimations was confirmed. Figures 8 (1995-
2010), 9 (1995-2003) and 10 (2003-2010) show thatdrrespondence with the threshold, the
growth rate of treated regions is very similartattof untreated regions.

The naiveestimation and the graphic representation do hotvsany significant discontinuity for
the annual average growth rate of per-capita GDEomespondence with the threshold between
Objective 1 and non-Obijective 1 regions.

However, a simple difference in growth rate is @oebdugh for an evaluation of the Regional Policy.
Consequently, we use a RDD approach with a lonahli regression estimation and standard errors
estimated with bootstrap (500 replications). Tal8e§1995-2010), 4 (1995-2003) and 5 (2003-
2010) show the results of these estimations withr fifferent kernels (Triangle-tri, Rectangular-
rect, Gaussian-gau and Epanechnikov-epa) and Ilargsbwvidths (optimal, half and double). For the
whole period, there is no evidence of significanégative or positive) discontinuity with any
kernels or bandwidths, except for the rectangu&an& and the optimal bandwidth, for which a
discontinuity in favour of Objective 1 regions (8.percentage points) is found and is statistically
significant at 10 percent. Further, the Rectangltanel is the only one in which the estimated
coefficients are negative, whereas for the othandls they are always positive though not
significant.

Considering the first eight years of the periode firevious result is not confirmed; in fact, no
significant coefficients are found with the Rectalag kernel, while with a half or double
bandwidth and Gaussian or Epanechnikov kernelssaiym®m and statistically significant coefficient
is found. This means that there is a discontinmitiavour of non-Objective 1 regions.
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Moving our focus to the last seven years of théogemno significant results were obtained. Table 6
presents the results of the parametric estimatfi@h$S with robust standard errors). If we choose
the best model using the AIC, we should select m6édelowever, the second lower AIC value is
that of model 5, which presents one linear term @mel quadratic term. This means we observe an
advantage of 4.8 annual percentage points in theadmverage per-capita GDP growth rate in
favour of the Objective 1 regions (the results fbuior the non-parametric estimation with
Rectangular kernel are here confirmed).

Figure 11 analyses the discontinuity trend reldyive different bandwidth dimensions, considering
a Rectangular and a Gaussian kernel. Sectpbsc, e, f confirm the absence of a discontinuity as
revealed by the non-parametric estimation; conlgréigure 11d displays the discontinuity found
with the Rectangular kernel and the optimal bantiwid

As a further control, we test the presence of disnaity in the outcome variable for different
threshold values. Table 7 shows the results oldawéh the optimal bandwidth and the
Rectangular and Gaussian kernels for the thresa@dg0, 80 and 90; no significant discontinuities
were found. To exclude the presence of manipulatinrthe density function of the forcing variable
at the threshold, we refer to the McCrary test (ko€ 2008). Figure 12 shows that the
discontinuity around the cut-off is not statistlgaignificant with a confidence interval of 95%.

In conclusion, when we consider this sample contjposand the growth rate of per-capita GDP as
an outcome variable, no stable significant discanty result emerges.

Restricted sample GDP 1

In this sample, we exclude the regions that appsanutliers, because they show the highest or
lowest values of the outcome variable: Sachsen-Wnisalzburg, Nord-Pas de Calais, Noord
Holland, Essex and Inner London. The sample novsists1of 174 units: 53 Objective 1 and 121
non-Objective 1. The idea is to get more stablaltgeshrough the exclusion of the extreme values.
The naive estimation of the difference in the outcome vdaadverage growth rate in the period
1995-2010 is still positive (0.016) and not statedty significant (p-value= 0.901), but the valse
lower than the previous sample. The result is meg#t.0116) in the period 1995-2003 and positive
(.0058) in 2003-2010, and in both cases it is mghiicant. The graphic analysis in Figures 13
(1995-2010), 14 (1995-2003) and 15 (2003-2010) iomnthat there is no clear demarcation
between the two groups in the per-capita GDP graath. In the same sample, if we look to the
local linear regression (tables 8, 9 and 10) antsicer the whole period (table 8), a statistically
significant discontinuity of 5.5 annual percentagénts is found for the optimal bandwidth and the
triangle kernel. When the sub-period 1995-2003 @& is analysed, the discontinuity with
Gaussian and Epanechnikov kernels and with half @gmgble bandwidths is also confirmed;
however, like for the previous sample, the valuevwger and almost equal to 0.2 annual percentage
points. Over the period 2003-2010 (Table 10), therao evidence of any significant difference
between the Objective 1 and the non-Objective Ligs®f regions.

It emerges that exclusion of the extreme values et significantly affect the results in terms of
discontinuity: the results obtained are similatitose of the estimations which include them.

Restricted sample GDP 2

After exclusion of the extreme values, we decidedotlow another criterion for the reduction of
the sample, excluding the colonial regions - Guagka| Martinique, Guyana, Reunion, Ceuta and
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Melilla, the Azores and Madeira - and Alentejo tkali presents a different development pattern
than other Portuguese NUTS 2.

The new sample consisted of 165 units, of whichObjective 1 and 121 non-Objective 1. The
result of thenaive estimation was again the same as the previous &iép a negative and not
statistically significant coefficient in all the rfe periods consider&d The graphic analysis
(Figures 16, 17 and 18) does not reveal big diffees in the growth rate of the outcome variable.
However, for the period 1995-2010 (Figure 16), l#feside of the graph displays a higher growth
of the outcome variable than the right side.

If we instead consider the local linear regress&stimation, the results are quite different. Unlike
the previous samples, there is no statisticallpifigant discontinuity in favour of non-Objective 1
regions in the three periods analysed (Tables 2larid 13); whereas an advantage (5.5) in the
annual average per-capita GDP growth rate in favoiurthe treated regions persists when
considering the whole period (Table 11), a triarkgtenel and the optimal bandwidth. Nonetheless,
this result is not confirmed with other kernels arsthg a parametric estimation (Table 14).

In conclusion, we argue that European RegionalcPadeems to have a positive impact on the
annual average growth rate of per-capita GDP, tsugffect is observed in the long-term and not
confirmed in the short term.

1.7.2 Research Technological Development and Innovation

Table 15 shows the descriptive statistics for pasgplications and for RTDI expenditure for the
whole sample and the two groups. The sample caneistl67 units, of which 50 regions are
Objective 1 and 117 are non-Objective 1. The maringuowth rate in patent applications is 11.25
(Alentejo) and the minimum is -1 (Ceuta and Melillts average value is thus 0.79 (standard
deviation 1.39). If we look at each group sepayattie result is rather different: the average
growth rate in patent applications for treatedaagiis 1.55 while for untreated regions is 0.48 Th
maximum and minimum values of patent growth rateh wefer to Objective 1 regions. Looking at
expenditure, on the other hand, there is lessdifference amongst the two groups: the mean value
is almost the same. The descriptive statisticsinonthat diversity among the two groups is linked
to the outcome variable and is not too clear frast gxpenditure levels.

The analysis and its robustness check were capuaédvith reference to two main guidelines: the
first is the time interval; the second is basedlm sample composition. The decision to consider
the time dimension was due to the nature of thestments that may require different time
intervals for their realisation. For this reasdmg butcome variable was considered for the whole
period (1999-2010) as well as for three sub-peridials first (1999-2007) excludes the last three
years (it considers just the years in which thedfers were devolved); the second (2002-2010)
excludes the first three years, so it takes intmant the possibility that some investments require
time to be effective; finally, the third consideomly the central years (2002-2007). Results
robustness was verified also by considering theamé variable equal to the simple difference
between the first and the final year. If there dasdiscontinuity in the difference in level, there i
evidence of a convergence process. Another impompeaoof of robustness is the analysis of
different samples. A preliminary dataset screemm&tbthe presence of some possible outliers. We
wanted to assess if the results found for the wisal@ple were robust to the exclusion of the

12 Coefficients are equal to -.0188 in the whole @ari.03656 in 1995-2003, and - .0007 in 2003-2010.
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outliers or if it was only due to these extremeueal With this aim, we considered a first sub-
sample R1 excluding Martinique, Guyana, the AutooosnRegion of the Azores, the Autonomous
City of Melilla and the Autonomous City of Ceutdl &ith some missing values and a negative
growth rate. In the second sub-sample R2, we erdadso Alentejo that seemed to be an outlier in
the whole period because it had the highest groatidy, though it had a clear increasing trend. It
was eliminated to give more stability to the reswolbtained.

As we will see below, the results were stronglyustbto the sample restrictions and they also
gained advantages in terms of stability, so we detito refer to this last sample for the other
common robustness checks.

First, we looked at the graphic impact of the dmowity for different kernels and different
bandwidths; then we estimated the polynomial regoas with OLS. Once we had looked at
discontinuity at different thresholds, we contrdlt®r the presence of discontinuity considering a
different variable (the average population) thabwdtd not be affected by the treatment, as a
robustness check.

Whole sample

A first, evidence of discontinuity was obtained lwthe naive estimation of the difference of the
annual average growth rate in the outcome variabt@een the treated and untreated regions.
When the whole sample was considered, for the pet99-2010, a statistically significant (at 1
percent) positive coefficient equal to 1.07 (stadderror 0.22) was obtained. This means that the
average growth rate in patent applications for €ibje 1 regions is on average greater than the
growth rate of the untreated regions by 1.07 peacgnpoints. This value became 1.45 (standard
error 0.21) and is still significant at 1 perceritem the last three years were excluded (1999-2007)
and decreased to 0.49 (standard error 0.16) arfd (8tGndard error 0.19), respectively, for the
periods 2002-2010 and 2002-2007. These results shgreater impact when the first years of the
period are considered (also because the situaiaoise for some regions).

In Figures 19, 20, 21, 22 referring respectivelytrie periods 1999-2010, 1999-2007, 2002-2010
and 2002-2007, the outcome variable is representkahction of the forcing variable (level of per-
capita GDP in PPS, UE 15=100, average 88-90), &t groups. The vertical line plotted in the
graphs is the cut-off point at the 75 percent thoék the units on the left are the Objective 1
regions; the units on the right are the non-Obyeci regions. The results previously obtained are
confirmed: the units on the left present a greadeiability than the units on the right, which appe
more stable. Further, a strong discontinuity irofavof the treated regions was found independently
of the time period considered.

Lee e Lemieux (2009) state that the graphic extgterf discontinuity is a preliminary evidence in
the search for discontinuity: if no graphic evidens found at the cut-off point, the methodology
cannot be applied. In our case, the treated regi@ne clearly separate from the untreated ones. A
non-parametric polynomial flexible regression modebly) with a confidence interval of 95
percent is also represented. Thaive estimation and this graphic representation, sugtied
Objective 1 regions present a greater growth ratée outcome variable compared with untreated
regions. Nevertheless, the simple difference in gh@wvth rate between the two groups is not
enough for a correct evaluation of the RegionaldyoFor this reason, discontinuity was estimated
with the RDD approach with a local linear regressestimation and standard errors estimated with
bootstrap (500 replications). Tables 16 (1999-2010)(1999-2007), 18 (2002-2010) and 19 (2002-
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2007), present the results of these estimationis feir different kernels (Triangle, Rectangular,
Gaussian and Epanechnikov) and three bandwidthem@ip half and double). The optimal
bandwidth was obtained through the Imbens and Kalyaman index (2009) that gives the right
trade-off between precision (greater number of ntad®ns) and distortion (wider interval, greater
differences among treated and untreated regioms)alF four periods analysed, the results were
statistically significant only for the Gaussian aheé Epanechnikov kernel. In particular, when the
whole period was considered (Table 16), discontynuias around 1 percentage point and was
statistically significant at 10 percent for the ioml bandwidth. It became 1.3 and statistically
significant at 1 percent (Epanechnikov kernel) &nércent (Gaussian kernel), when the bandwidth
was doubled. If the last three years were exclyde89-2007, Table 17) discontinuity increased
both in size and in significance: it was 1.4 petaga points, statistically significant at 5 percent
with optimal bandwidth and 1.8 (significant at lrgent) with double bandwidth. Further, for the
half bandwidth a significant (10 percent) discouatiy of about 1 percentage point was found.

When we focused on the period 2002-2010 (Table d8)gnificant discontinuity was found only
for the double bandwidth: it was equal to 0.6 perage points and statistically significant at 5
percent (Epanechnikov kernel). On the other hamdcansideration of the central (2002-2007,
Table 19), discontinuity was statistically sign#itt for all three bandwidths and was equal to 1.3
(significance 5 percent) for the optimal, 0.8 (Irgemt) for the half and 1.4 (1 percent) for the
double.

Based on these results, we argue that, indepegdeinthe sub-period considered, on the whole
Objective 1 regions exhibited a greater growth cftat least 1 percentage point compared with
non-Objective 1 regions. Nevertheless, the graptietline the presence of some outliers that we
exclude from the next sample composition. Figure r2presents the conditional density
discontinuity of the forcing variable, computed lwihe method of McCrary (2008). An estimation
of the density function of regional per-capita GRIP a 95 percent confidence interval is
represented. Discontinuity around the cut-off it statistically significant at 5 percent.

Before analysing the two further sub-samples, v#® aheck how the observed responses of the
outcome variable change around the discontinuitiggfoutcome variable is expressed in terms of a
levels variable reflecting the absolute number aept applications per million rather than as a
growth rate in patents per million inhabitants assidered before. We considered the same sub-
periods and kernels as in the analysis describedeald he results of the non-parametric estimation
are displayed in Tables 20, 21, 22 and 23 concgrmé@spectively, time intervals 1999-2010, 1999-
2007, 2002-2010 and 2002-2007. Independently oftithe interval and the kernel considered,
there were no significant discontinuities when dloaécome variable was expressed as difference in
level. These findings are confirmed also in Fig2de(1999-2010), 25 (1999-2007), 26 (2002-2010)
and 27 (2002-2007), in which at the cut-off poihere are no jumps in the regional outcome
variations when moving from the left-side unitghe right-side units.

Results highlight a strong discontinuity in the \gtio rate of the outcome variable that was not
found in the difference in levels. This means thgirocess of convergence has occurred. In the
following sub-section, results robustness is tebiedonsidering two restricted samples.

Restricted Sample 1 (R1)

This sample differs from the previous one for tkel@sion from analysis of the following regions:
Martinigue, Guyanel, the Autonomous Region of tlzeras, the Autonomous City of Melilla and
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the Autonomous City of Ceuta. By analysing ttzévedifference in growth rates, it emerged that in
the period 1999-2010, Objective 1 regions had aramage of 1.32 percentage points (standard
error 0.22), statistically significant at 1 perce®n exclusion of the last three years, (1999-2007)
the annual average growth rate in Objective 1 papplications appeared greater than the rate of
other regions by 1.57 percentage points and it stasstically significant at 1 percent. This value
became 0.71 (standard error 0.15) for the perid@2ZD07 and 0.62 (standard error 0.16) for the
period 2002-2010, both statistically significantLgtercent.

In comparison with the sample previously considetbdse results are higher in value and in
significance. Figures 28 (1999-2010), 29 (1999-20@B0 (2002-2010) and 31 (2002-2007),
confirm the existence of discontinuity in the growate of patent applications in favour of the
treated regions. The graphs are more stable trepriévious sample. The regressions, estimated
with the non-parametric method of local linear palgnial, once again showed significant results
only for the Gaussian and Epanechnikov kernels. Wthe whole period was considered (Table
24), for the optimal bandwidth there was a staiddly significant discontinuity at 5 percent of 9.1
percentage points with the Epanechnikov kernellafd with the Gaussian kernel. The size of the
discontinuity increased to 1.4 percentage pointgnificant at 1 percent) when the double
bandwidth was considered. Both results increaseddmut 0.2 percentage points because of the
sample restriction. For the period 1999-2007 (TaB¢ discontinuity increased noticeably and
reached 1.5 (significant at 5 percent) with thamal bandwidth and 1.1 (significant at 5 percent
with the Gaussian kernel and 10 percent with thangéphnikov kernel) with the half bandwidth.
When the double bandwidth was considered, the adgarof the Objective 1 regions was of 1.6
percentage points (significant at 1 percent). Tesult is similar to the one obtained for the whole
sample. Table 26 shows the results for the sulp@e2002-2010, for which they appear more
significant. With the optimal and double bandwidttiee advantage of the Objective 1 regions was
of about 0.6 percentage points (significant at éent with the optimal and at 5 percent with the
double).

When the central period was analysed (Table 28&goditinuity variations as a function of the
bandwidth are less important. In particular, fog tBpanechnikov kernel, the value went from 0.7
percentage points with the half bandwidth, to Oighwhe optimal bandwidth to 0.83 with the
double bandwidth, all statistically significant&percent; for the Gaussian kernel the values were
respectively 0.64, 0.79 and 0.82, and they wenafgignt at 5 percent.

The exclusion of five units improved the significanand stability of the results. In order to boost
the robustness of our findings, in the followingalsis Alentejo will also be excluded from the
sample, as it appears to be an outlier.

Restricted sample 2 (R2)

The naive estimation of the difference in the average growdte of patent applications still
emphasised the presence of a strong discontinuitihé Objective 1 regions. Their advantage was
equal to 1.11 percentage points (standard err@) @f.the whole period was considered (this value
was lower of about 0.2 percentage points compardte previous sample, because Alentejo had
the highest growth rate for the period 1999-20T0g advantage of the Objective 1 regions became
1.5 percentage points (standard error 0.22) wherat three years were excluded (in this case the
elimination of Alentejo did not produce big varais) and decreased to 0.71 (standard error 0.15)
in the period 2002-2007 and to 0.57 (standard erd6) in 2002-2010. The value was always
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significant at 1 percent. The graphic analysisiguFes 32 (1999-2010), 33 (1999-2007), 34 (2002-
2010) and 35 (2002-2007), confirms these result€eaagain, the regions on the left exhibit a
higher growth rate than the regions on the rightud look at the local linear regression, in trase

too we find that only the Gaussian and the Epankolarkernels are significant. When the whole
period is considered (Table 28, 1999-2010) theodiBouity is about 1 percentage point with the
optimal bandwidth (significant at 5 percent for Bpahnikov and at 10 percent for Gaussian) and it
is equal to 1.1 percentage points with double badhithwsignificant at 5 percent).

In comparison to the previous sample, discontinigitglightly lower. When we excluded last three
years (Table 29, 1999-2007), the two kernels gpute similar results, in particular discontinuity
was about 1.4 percentage points (significant agrtent for the Gaussian kernel and 5 percent for
the Epanechnikov kernel) with the optimal bandwidtt? with the half bandwidth and 1.6 with
double bandwidth.

The period 2002-2010 (Table 30) exhibits also Ifis sub-sample feeble evidence of discontinuity
with a value of 0.66 percentage points (significanfilO percent) with optimal bandwidth and 0.6
(significant at 5 percent for the Epanechnikov kémnd at 10 percent for the Gaussian kernel) if
the bandwidth is double.

When the central years are considered (Table 312-2007), the estimated coefficients are almost
the same as those obtained for sample R1. A loaeability in the estimation of the discontinuity
in relation to bandwidth dimension emerged. Theahs$inuity varied from 0.7 (half bandwidth) to
0.83 (optimal and double bandwidth) and it was ificemt at 5 percent.

The discontinuity trend related to bandwidth dimens can be analysed by looking at Figure 36 (a,
b, c) for the Epanechnikov kernel and figure 37b(a;) for the Gaussian kernel. Figure 38 shows
the estimation of the McCrary density function flee forcing variable in the sample R2.

This restricted sample had the most stable resdtgt, was used for other robustness checks. Table
32 shows the parametric estimations (OLS with robtandard errors). Model 5 was chosen as the
best model using the AIC. The effect of the RegdioRalicy was positive and statistically
significant at 5 percent and equal to 3.6 annusatgrgage points. The selected model presents one
linear term and one quadratic term. The most smndaults to the non-parametric model was the
estimation of number 4, in which the effect wad df5 percentage points.

Another robustness test is to verify whether ttageeno jumps in the level of the outcome when the
threshold is not identified. The model was testadaf null effect for different values of the forgin
variable. In Table 33 the effect is estimated wiliifierent kernels (Epanechnikov and Gaussian) and
the optimal bandwidth (4.8) for different thresh®i®0, 60, 70, 90). The results confirm that there
are no significant discontinuities.

Finally, we verified that there is no discontinugtithe cut-off point for another covariate thatilco
not be affected by the treatment: we consideredatlerage population. The estimations were
carried out with a non-parametric local linear emgion with three kernels (Gaussian,
Epanechnikov and Rectangular) with the optimal badth and standard errors computed with
bootstrap. Table 34 shows the results and confinaisno significant discontinuity was found.

From our analysis on the investigation of discantinin the growth rate of patent applications, we
can see that Objective 1 regions who received Rifddisfers experienced a higher growth rate in
patent applications than non-Objective 1 regiongthermore, these results are not due to the
presence of outliers and, in particular, to thespnee of regions who exhibited a worse initial
situation, because the results are robust to diffesample compositions. Although there is some
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evidence to suggest a greater effect in earliersy¢laese results are robust to the time periodand
the samples being considet&drhe results obtained were strongly confirmed aisa polynomial
parametric regression and were robust to the pceseihother cut-off points and to the presence of
discontinuity in other covariates, not influenceg the funds. No discontinuity was found if the
outcome variable is expressed as a difference uelde This means that the lagging regions
experienced a higher growth rate and had the san@&ion in levels as the more developed units.

1.7.3 Transport Infrastructures

Analysis of the transport infrastructure field otarvention is quite different and less structured
than the one of patents applications. The reaspthie lies in the nature of the data. As regards
potential road accessibility data, there were nmmete time series available, just some specific
years, so it was not possible to consider diffeseri-periods. We refer to the period 2000-2012.
Table 35 shows the descriptive statistics for Pemoad accessibility (hereafter POT) growth
rate, for both groups and for the certified expamdi in Transport Infrastructure. The minimum
POT growth rate is zero and the maximum is 9.53r&spectively, the Reunion and Norte regions,
both Objective 1. The value for the Reunion apparestable, so we excluded it in the second part
of the study (sample TR1). The mean value for teatéd group was 5.03, whereas for the
untreated group it was 4.01; the standard devidtothe first group was almost the double that of
the second group.

The descriptive statistics suggested the resultsldvie different from the case of patent
applications, because the difference between trenmalues of the two groups was lower and the
treated group was characterized by a higher vditiabiooking at the certified expenditure, we
observed a value that was, on average, higherdorQbjective 1 regions. A first evidence of the
discontinuity was given from maiveestimation of the annual average growth rate efahtcome
variable, equal to 1.01 (standard error 0.23) aatistically significant at 1 percent. This result
means that Objective 1 regions on average havergmare than the non-Objective 1 by one
percentage point per year. This is confirmed atséigure 39, in which another characteristic of the
sample is highlighted: unlike in the case of théeptapplications, there was no clear jump in
proximity with the cut-off point, because the groaipthe treated NUTS 2 exhibited two opposite
trends amongst the regions falling within it. Oneup of regions that definitely had a higher
growth rate than the other (this was mainly comgaxeSpanish and Portuguese regions, Figure 4),
and another group of regions had values more gindléhe untreated regions (Italian, German and
Greek). This result could be due to the naturdnefROT variable and thus not an expression of the
presence of outliers. The outcome variable considaty the road network and does not account
for other kind of networké. The graphs also emphasise the opportunity foluditey the Reunion
from the sample. Table 36 strengthens the presehce feeble discontinuity; the result was
statistically significant only for the double bandn for the Gaussian (significant at 10 percent)
and the Epanechnikov (significant at 5 percenthé&ksrand the discontinuity for both was equal to
0.9 percentage poiris

13 The analysis was also conducted by consideringnthmber of people employed in technology and kndgde
intensive sectors as outcome variable and lookinth¢ field of expenditure on human resources lotitsignificant
results have been obtained; in particular, forldtter there were not enough units in proximitythed threshold.

1 variables that consider accessibility to othemsmort networks are not available. The analysisa iprevious
version,also considered the “Kilometres of roadway and navigable way”, but without significamtsults.

15 The standard errors are estimated with bootstitpM00 replications.
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After these considerations, we decided to exclh@eReunion from the sample, given its location
far outside of Europe.

Restricted sample TR1

The exclusion of Reunion increased the mean vditieeoObjective 1 regions, which became equal
to 5.15 (with a minimum value of 2.59 and a maximualue of 9.5), whereas the standard
deviation decreased to 1.88. Thaive estimation of the annual difference in the averggevth
rate showed an advantage of about 1.14 percentaigés fstandard error 0.22) in favour of the
Objective 1 regions, statistically significant apércent. The value increased by 0.14 percentage
points compared with the previous case. Figureotfiens the existence of two opposite trends in
the treated group. The results of the non-paramestimation with the local polynomial regression
are presented in Table 37 (the standard errorssalteestimated with bootstrap with 1000
replications). The result is similar to that ob&nwhen the whole sample is considered: the
estimated discontinuity was about 0.9 and it waisdically significant at 10 percent with both the
Epanechnikov and Gaussian kernels, with the ddodobelwidth.

As we did for the patents, we considered the ougcwariable expressed as difference in levels. The
results are shown in Table 38 and in Figure 41significant discontinuity was found. In the graph,
the two opposite trends in the treated group ase tefined. Discontinuity in the growth rate was
not very strong but it was still significant. Inetfiollowing part, we look into its robustness. Figu
42 (@, b, ¢) shows the discontinuity trend with the Epanecbwikernel in relation to bandwidth
size. It appears in sectiobsandc of the graph. Figure 43 displays the discontinintyelation to
bandwidth size when the Gaussian kernel is corsitdén this case, the jump in proximity with the
cut-off point is visible also with the half banduhd but the high variability of the treated regions
does not allow for any significant estimation. kg4 presents the estimation of the density
function of the forcing variable (McCrary, 2008).

As a robustness check, we also ran the paramettimation with a different polynomial order
(table 39). The results show a problem of strondticullinearity; indeed, from model 3 onwards,
the Variance Inflation Factor (VIF) assumes a vdligier than 20 and blows up in models 5 and 6.
In order to check if the forcing variable has junips other thresholds, the RDD was applied for
different cut-off points with different kernels. Iparticular, we considered the Gaussian and
Epanechnikov kernels and cut-off points: 50, 60,8® 90. In all cases, no significant results were
obtained (Table 40). We excluded also the presehckscontinuity for other covariates (average
population was considered, as for patent applinajioresults are presented in Table 41 and the
RDD was applied to three kernels at the optimablbadth.

We can conclude, on the basis of the results abdaithat for the transport infrastructure the
discontinuity observed is less robust than the ltesabtained for the patent applications. The
position of the dots in the scatter plot impliestthhis finding is due to the heterogeneous
composition of the treated group. This is likelykiéd to the outcome variable used, that considers
only the road accessibility and thus improvememtoad infrastructures. The regions of the sample
received transfers for all kinds of transport petge so part of the funds may have been devoted to
accessibility improvement of other transport nekgorFor this reason, the result obtained is
significant in the identification of the impact &U Regional Policy transfers to the Objective 1
NUTS 2 regions.
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1.8 Conclusions

This essay investigates the effectiveness of EUidRay Policy transfers in two fields of
intervention: Research, Technological Developmemnt Bnovation, and Transport Infrastructure,
through the proxies of patent applications and mtakroad accessibility respectively, alongside
analysis of per-capita GDP. ThharpRegression Discontinuity Design was used.

The sample refers to the NUTS 2 regions of the Eth W5 member states. We estimated the
effects both with a non-parametric (local lineagression) and parametric (polynomial regression
estimated with OLS) approach. The results obtaimeck tested with the usual robustness checks
put forward in the literature. Standard errors wesémated with the bootstrap method (with 500
replications for patents and GDP and 1000 repbaeatifor transpotf), whereas in the parametric
regressions, standard errors were robust to héeasticity. The analysis was conducted
separately for the two fields of intervention and fper-capita GDP.

First, we assessed the presence of discontinuityobling at the most widely used outcome
variable: the annual average growth rate of peita&pDP. We considered the Eurostat database on
regional accounts and we referred to a fifteen peaiod (1995-2010) and two sub-periods (1995-
2003 and 2003-2010). We took into account severalpse compositions in order to exclude the
effects of possible outliers. The results obtainkdl not highlight a clear effect, as statistical
significant discontinuity in favour of the treateebions emerged only when the whole period and a
Rectangular kernel were considered. However, intngcases the results were not statistically
significant. After these considerations, we canctutte that the effects of European Cohesion
Policy on the growth rate of per-capita GDP areatearly defined, particularly in the short term.
These results confirm the more general fact thah@aic activities and structural adaptations need
different time intervals for reacting to changes.

The second part of our analysis assessed the ingpabe policy focusing on specific fields of
intervention and using specific outcome variablasefach one. We then considered the impact of
transfers in RTDI and Technical Assistance on ttevth rate of patent applications per million
inhabitants (fractional count; by inventor and ptipyear). The results demonstrate that Objective
1 regions exhibit a higher (by at least one peagmmipoint) growth rate in patent applications than
non-Objective 1. The analysis was structured atarmgguidelines; one relative to the time intervals
and the other one to the composition of the samigie. results appeared robust to both different
periods of analysis and sample composition. Thieeperiod of analysis for the outcome variable
was 1999-2010, but we looked also at three sulm@eril999-2007, 2002-2010 and 2002-2007.
The results show that the first three years givargyortant contribution to the discontinuity in the
outcome variable, whilst in the last three yearapgpears weaker. The significant discontinuity
found is not due to the presence of outliers amgarticular, to having included in the sample &os
regions who had a worse initial situation, becatigeresults are also robust to different sample
compositions. Our findings are strongly confirmdsban a polynomial parametric regression and
they are robust to the presence of other cut-afitpand to a discontinuity in other covariates not
influenced by the funds. As an additional check,omasidered the outcome variable expressed as
difference in levels and no significant disconttguwas found. This means that the backward
regions experienced a higher growth rate and theesaariation in levels as the more developed
regions, and this can be considered as evidencenvkrgence.

8 |n the case of transport, we considered a great@ber of replications because the sample app&aoeg unstable.
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In the second part of the analysis, we lookedtiergresence of discontinuity in the growth rate of
potential road accessibility, as an outcome of eggare in transport infrastructure. In this case,
the results were less strong than those on patgplications and the analysis could not be
structured into different time intervals, becauta tack of appropriate data. Data was provided by
Stelder (2014) in the context of a European progéatonstruction of a historical archive on road
accessibility in Europe. The results show the preseof a feeble discontinuity in favour of the
treated regions of 0.9 percentage points, staiftisignificant only for the double bandwidth.
Another important aspect stemming from the analigsithe presence in the treated group of two
opposite trends in the growth rate of potentiadraacessibility: on one side, there are the Spanish
and Portuguese regions that experienced greatetttyand on the other side, there are the Italian,
German and Greek regions. The high variability imitthe groups contributes to weakening the
results on discontinuity. Another element of weaais that the outcome variable does not account
for other transport networks, that might be theeobpf more improvements in their accessibility,
especially in recent years.

The results point to significant growth effectstirese indicators for Objective 1 regions above
those displayed by non-Objective 1 regions. Inddleel,difference is sufficiently large that when
observed in terms of levels effects, the two typksegions become largely indistinguishable in
terms of these particular features, exactly asnoed by the policy. The innovation-relate results
were stronger than those obtained for transporssibility, although the patterns of policy-
outcomes are remarkably very similar between the ¢ases. Furthermore, the differences in the
growth rates of each outcome variable between thjedve 1 and non-Objective 1 regions show
greater differences than in the financial transteey received, which suggests that at the po8cy i
efficient in terms of value for money.

1.9 Further extensions

Policy evaluation is increasing in importance irihbthe academic and institutional fields. Project
evaluation is one of the main steps for their sesckelowever, no agreement exists to date as to the
best approach to be adopted. In this work, we medleto a counterfactual methodology that allows
the comparison of groups with similar charactezsstand differing only in the treatment; we got
some interesting results, especially when spediigds of intervention were considered.
Admittedly, the RDD approach has some limitatioegarding the identification of the causal effect
of the Policy on economic growth, the binary natoir¢he treatment and, further, the effects on the
policy outcome determined by different per-capithiatensities across regions; despite this, some
future extensions are possible.

We can distinguish two different paths for the jassextension of the present research: the first i
related to the type of data we have and the set¢akels hold from the weaknesses of the
methodological approach used.

As we mentioned above, we used a reliable and cablgadataset including data on the Structural
and Cohesion Funds certified expenditure, provitiesttly by the European Commission. It would
be interesting to account for different per-capitintensities across regions.

Starting from this idea, two main extensions of phesent work presented seem plausible: first, we
can continue to use the Regression Discontinuitysigde but introduce the hypothesis of
Heterogeneous Local Average Treatment Effect idstefathe LATE estimation (Becker 2013);
second, we can switch to the Generalised Prope8sibye with the estimation of a dose-response
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function (Imbens 2000, Hirano and Imbens 2004, Riogem and Robin 1983) in order to obtain
the relation existing between the outcome variabtekdifferent treatment intensity.

One of the RDD approach's limits is the low numbgobservations close to the threshold that
determines a trade-off between the size of themasion interval in the proximity of the cut-off
point and accuracy of statistical estimates. Howewserecent paper by Angrist and Rokkanen
(2013) highlights the importance of investigatin® By looking also at observations further away
from the cut-off point. This would be interestingaur case, since it would allow for a comparison
of regions with different starting points.

Another limitation of the RDD is that this methatentifies the causal effect of EU Regional Policy
on economic growth without explaining the link beem policy intervention and economic growth.
Our idea is to deepen the nature of the discontimpplying an Oaxaca Blinder decomposition
(Jann 2008) to allow for identification of the daténants of growth differentials. Finally, it might
be interesting to compare the results obtainedutiircasharp approach with those obtained by
means of duzzyRDD.
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1.10

1.10.1 Preliminary operations

Appendices

Table P1- Structural Fund: original data scheme

FOI CE
Country Reference Title Year FOI Level 1 FOI Level 2 FOl FOI Structural FO'. CE FQI CE
Cd National Private
Fund
Table P2- Cohesion Fund: original data scheme
Country Category Reference Title Year Cert|f|ed_ Expenditure  Amount
(cumulative amount by year)
Table P3 — Structural Funds and Cohesion Fund:stdiame after transformation
Research,
technological CF CF CE
Transport development| Human | FOI CE | FOI CE . Technical .
Country | Code Name_Nuts2 Yeaf . . . environmental| transport : Title
infrastructure and Resourceq National | Private ) . Assistance
. . project project )
innovation Project
(RTDI)
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Fig. 2- Logarithm of the per-capita certified exgeare in Research, Technological Development amdvation (SF) and the Technical Assistance
(CF) (2000-2006) and growth rate in patent applbecet (1999-2010) by EU NUTS 2 regions.
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Fig. 3- Logarithm of the certified expenditure ied@arch, Technological Development and Innovats#) @nd Technical Assistance (CF) (2000-
2006) and growth rate in patent applications (12090) by EU NUTS 2 regions.
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Fig 4- Logarithm of the per capita certified expigmek in Transport (SF and CF) (2000-2006) and ginoo¥ Potential accessibility (POT) of road
networks (2000-2012) for Objective 1 regions
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Fig 5- Logarithm of the certified expenditure inafisport (SF and CF) (2000-2006) and growth of Riatleaccessibility (POT) of road networks
(2000-2012) for Objective 1 regions
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Fig. 6- Logarithm of the per capita certified exgere in Transport (SF e CF) (2000-2006) and ghowit Potential accessibility (POT) of road
networks (2000-2012) for treated and non treadgbns
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Fig. 7: Logarithm of the certified expenditure imafisport (SF e CF) (2000-2006) and growth of P@katcessibility (POT) of road networks

(2000-2012) for treated and non treated regions
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Figure 8- Comparison of the annual average groati of per-capita GDP between the Objective 1 and
non-Objective 1 regions, whole sample (1995-2010)
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Figure 9- Comparison of the annual average groati of per-capita GDP between the Objective 1 and
non-Objective 1 regions, whole sample (1995-2003)
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Figure 10- Comparison of the annual average groatth of per-capita GDP between the Objective 1 and
non-Objective 1 regions, whole sample (2003-2010)
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Source: our elaboration on European CommissiorEamdstat data
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Figure 11-Robustness check: Gaussian and Rectarkguieels, different bandwidths, cut-off=0
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Figure 12- Estimation of the density function oé tforcing variable (GDP per capita in PPS, average
1988-1990) at the threshold, whole sample GDP {l8TS 2)
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Figure 13- Comparison of the annual average groatthof per-capita GDP between the Objective 1 and
non-Objective 1 regions, sample GDP 1 (1995-2010)
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Source: our elaboration on European CommissiorEamdstat data
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Figure 14- Comparison of the annual average groatth of per-capita GDP between the Objective 1 and
non-Objective 1 regions, sample GDP 1 (1995-2003)
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Figure 15- Comparison of the annual average groatth of per-capita GDP between the Objective 1 and
non-Objective 1 regions, sample GDP 1 (2003-2010)
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Figure 16- Comparison of the annual average groatthof per-capita GDP between the Objective 1 and
non-Objective 1 regions, sample GDP 2 (1995-2010)
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Figure 17- Comparison of the annual average groatthof per-capita GDP between the Objective 1 and
non-Objective 1 regions, sample GDP 2 (1995-2003)

N —
(o]
H —
o —
(o]
FI| .
T T T T T
0 50 100 150 200
[ 1 95%cCl poly fit Obj1
1 95%cCl poly fit Non-Obj1
° Nuts2 Objl o Nuts2 Non-Objl

Source: our elaboration on European CommissiorEamdstat data
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Figure 18- Comparison of the annual average groatth of per-capita GDP between the Objective 1 and
non-Objective 1 regions, sample GDP 2 (2003-2010)
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Fig 19- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective

regions, whole sample, (1999-2010)
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Fig 20- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective

regions, whole sample, (1999-2007)
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Fig 21- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, whole sample, (2002-2010)
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Fig 22- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, whole sample, (2002-2007)
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Fig. 23: Estimation of the density function of tfegcing variable (GDP per capita in PPS, average
1988-1990) at the threshold, whole sample
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Fig 24- Comparison of the difference in levels mtgmt applications between the Objective 1 and non
Objective 1 regions, whole sample, (1999-2010)
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Fig 25- Comparison of the difference in levels atgnt applications between the Objective 1 and non
Objective 1 regions, whole sample, (1999-2007)
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Fig 26- Comparison of the difference in levels mtgmt applications between the Objective 1 and non
Objective 1 regions, whole sample, (2002-2010)
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Fig 27- Comparison of the difference in levels mtgmt applications between the Objective 1 and non
Objective 1 regions, whole sample, (2002-2007)

150 200
| |
o

100
!

o | o Y
([}
o —
'-‘o’. _ o
T T T T T
0 50 100 150 200
[ ] 95%cCl — poly fit Obj1
[ 9%l ——— poly fit Non-Obj1
o Nuts2 Objl o Nuts2 Non-Obj1

Source: Our elaboration on European CommissionCe@D data

Fig 28- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, sample R1, (1999-2010)
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Fig 29- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, sample R1, (1999-2007)
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Source: Our elaboration on European CommissionCe@D data

Fig 30- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, sample R1, (2002-2010)
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Fig 31- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, sample R1, (2002-2010)
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Fig 32- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, sample R2, (1999-2010)

T
150

0
[ lo9swmcl —— poly fit Obj1

[ 1 95%cClI —— poly fit Non-Obj1

° Nuts2 Objl o Nuts2 Non-Objl
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Fig 33- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, sample R2, (1999-2007)
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Source: Our elaboration on European CommissionCe@D data

Fig 34- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, sample R2, (2002-2010)
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Fig 35- Comparison of the growth rate in patentiappons between the Objective 1 and non Objective
regions, sample R2, (2002-2007)
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Fig 36-Robustness check: Epanechnikov kernel,réfffttbandwidths, cut-off=0.

Outcome variable: patent applications growth ra899-2010), forcing variable (GDP per capita in FP®6EU15=0), 1988-90)
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Fig 37-Robustness check: Gaussian kernel, diffdsentiwidths, cut-off=0.

Outcome variable: patent applications growth ra899-2010), forcing variable (GDP per capita in FP®6EU15=0), 1988-90)
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Fig 38- Estimation of the density function of tloeding variable (GDP per capita in PPS, averag88419
1990) at the threshold, sample R2
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Fig 39- Comparison of the growth rate in potent@dd accessibility between the Objective 1 and non
objective 1 regions, whole sample, (2000-2012)
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Fig 40- Comparison of the growth rate in potent@dd accessibility between the Objective 1 and non
objective 1 regions, sample TR1, (2000-2012)

o
—

[ 1] 95%cCI
[ 195%cClI
L Nuts2 Objl o

poly fit Obj1
poly fit Non-Objl
Nuts2 Non-Obj1
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Fig 41- Comparison of the difference in levels otgmtial road accessibility between the Objectiand
non objective 1 regions, sample TR1, (2000-2012)
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Fig 42- Robustness check: Epanechnikov kernekmifft bandwidths, cut-off=0.
Outcome variable: road road accessibility growtk (2000-2012), forcing variable (GDP per capit®®S (75%EU15=0), 1988-90)
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Fig 43- Robustness check: Gaussian kernel, diftdrendwidths, cut-off=0.
Outcome variable: road road accessibility growtk (2000-2012), forcing variable (GDP per capit®®S (75%EU15=0), 1988-90)
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Fig 44- Estimation of the density function of tloeding variable (GDP per capita in PPS, averag88419
1990) at the threshold, sample TR1
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1.10.3 Tables

Table 1- Main results of the previous literaturetio® impact of structural funds (SF) on economaagh.

Authors Year Approach Methodology Outcome variable Results Notes (model
simulation and
case studies)
Bradley 1992 Model . EU-HERMES model positive effect ran only for Ineth
simulations
Bradley, Fitz Gerald 1992 Model EU-HERMES model positive effect ran only for Ineth
and Kearney simulations
two-sector
Model endogenous growth
Gaspar and Pereira 1992 : . model of private, positive effect Portugal
simulations .
public and human
capital accumulation
Modesto and Neves 1994 Model . EU-HERMIN model positive effect Portugal
simulations
consider models that
range from a neo-
Goybet and Bertoldi 1994 Model . Keyneglan toa positive effect
simulations | dynamic general
equilibrium with
endogenous growth
Lolos and Zonzilos 1994 Model . general equilibrium Mixed effects Greece
simulations | model
Bra_ldley, Whelan, and 1995 Model . EU-HERMIN model positive effect Ireland
Wright simulations
de la Fuent'e,. Vives, 1995 Econometnc- growth model Income per- capita positive effect
Dolado, Faini. regression
H_erce and Sosvilla- 1995 Model . EU-HERMIN model positive effect Spain
Rivero simulations
Modesto and Neves 1995 Model . EU-HERMIN model positive effect Portugal
simulations
Lolos, Suwa- Model eneral equilibrium
Eisenmann, and 1995 imulati 9 del q Mixed results Greece
Zonzilos simulations | mode
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Authors Year Approach Methodology Outcome variable Results Notes (model
simulation and
case studies)
Gaspar and Pereira 1995 Model , endogenous growth positive effect Greece, Ireland an
simulations | model Portugal
Fagerberg and 1996 Econometric- Growth model Growth rate per-capita| No effects
Verspagen regression GDP
difficulty to achieve evglzr;]tti)cl)r;i tor:‘ethe
Bachtler and Taylor 1996 Case study coherence in these big ; dth
projects ad hoc p_rqjects and the
official EU surveys
difficulty to achieve Focus: UK,
coherence in these big Germany, The
Bachtler and Turok 1997 Case study projects ad hoc Netherlands,
Austria, Finland
and Sweden
difficulty to achieve | Focus: Objective 2
. coherence in these big programmes in
Huggings 1998 Case study projects ad hoc industrial South
Wales
difficulty to achieve Focus: most
Daucé 1998 Case study coherence in these big depressed area of
projects ad hoc Burgundy
difficulty to achieve Focus:
coherence in these big macroeconomic
Lolos 1998 Case study projects ad hoc and structural
policies in Greece
and Portugal
Pereira 1999 Model . endogenous growth positive effect Greece, Ireland an
simulations | model Portugal
Pereira and Gaspar 1999 Model . endogenous growth positive effect Greece, Ireland an
simulations | model Portugal
Boldrin and Canova 2001 Econometric- Convergence _Grovvth rate per-capita ' N'o effect- '
regression | regression income Redistributive function
Garcia-Mila and 2001 Econometric-| Difference in Growth per-capita negative effect
McGuire regression | difference model GDP
Cappelen, Castellacci 2003 Econometfic- growth rhode Productivity as a positive effect
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Authors Year Approach Methodology Outcome variable Results Notes (model
simulation and
case studies)
Fagerberg, Verspagen regression multiplicativetfanc
in three meanings of
knowledge
de Freitas, Pereira, & Econometric- . No effect-not
2003 . Barro equations Income convergencel L
Torres. regression significant
Rodrlg_uez-Pose and 2004 Econorr_letrlc- cross-sectional an_d Per-capita GDP positive effect
Fratesi regression | panel data analysis
! alvhri? P positive
Puigcerver-Penalver 2004 Econorr_1etnc hybrid” growth _Grovvth rate per-capita effect(/programming
regression | model income :
period)
Beugelsdijk, Eijffinger 2005 Econometnc- GMM growth rate GDP positive effect
regression
Antunes and Soukiazis 2005 Econometrlc- Panel data analysis Growth rate regional | positive effect(/regional
regression per-capita income area of Portugal)
Percoco 2005 Econometnc- Supply side model Regional production High volatility
regression growth
Eder\{een, de Groot, 2006 Econometrlc- Cross-country panel Growth rate GDP po_smv_e e_ffect (/
Nahuis regression institution)
; Econometric-| pooled cross Growth rate per-capita| positive
Bahr 2008 . . . o
regression | sectional regression | GDP effect(/decentralization
Spatial econometric
Falk and Sinabell 2008 Econorr_letrlc- ap_proach and Growth rate per-capita| positive effect
regression | Blinder-Oaxaca GDP
decomposition
Mohl and Hagen 2008 Econometrlc- Panel data analysis Growth rate per-capita| Negatlve_ eﬁ_‘gct or
regression GDP not significant
.| Augmented .
Esposti and Bussolett 2008 Econometnc- conditional regional Growth rate Regional Mixed effects
regression GDP
convergence model
Dall'Erba and Le . . .
Gallo 2008 Econometrlc- Neoclassical growth | Growth per-capita No effect
regression | model GDP
Hagen and Mohl 2008 Econometric- Generalized Awei@BP growth positive effect but nat
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Authors Year Approach Methodology Outcome variable Results Notes (model
simulation and
case studies)
treatment Propensity Score rate real GDP per- satistically significant
effect (GPS) capita (in PPP)
Structural expenditure$
. Increase of the
Econometric- (the sum of all public expenditure but
Woster and Slander 2009 , Panel data analysis | spending at all levels aof X
regression effectiveness depend:
government, for g
. on other conditions
€economic purposes)
Bouvet 2010 Econometnc- Panel data analysis _Interreg_|_onal Depending on sector
regression inequalities
Econometric- ,
Becl_<er, Egger, von 2010 treatment Fuzzy RDD Growth rate per-capita positive effect
Ehrlich GDP
effect
. Econometric- Growth rate per-capita| No effect-
Aiello and Pupo 2012 regression growth model GDP Redistributive function
Econometric- ,
Bec|_<er, Egger, von 2012 treatment Generall_zed Annual average growth positive effect
Ehrlich effect Propensity score rate of per-capita GDP
Econometric- : positive
Becl_<er, Egger, von 2013 treatment RDD with HLATE Growth rate per-capita effect(/absorptive
Ehrlich GDP ;
effect capacity)
Pellegrini, Terribile, Econometric- Growth rate per-capita
Tarola, Muccigrosso, 2013 treatment Sharp RDD GDP b P positive effect
Busillo effect
Rodriguez-Pose and Econometric-| Neo-classical Growth rate per-capita| Increa_smg of the
2013 . I effectiveness in
Novak regression | empirical model GDP : .
successive periods
Econometric- . . .
Gagliardi and Percocd 2013 treatment EDD with spat|al Average GDP growth ff pos||t|ve_
effect eterogeneity rate effect(/location)
, Econometric-
Apcgtturo, de Blasio & 2014 treatment RDD Loc_al endpwments of Negative effect
Ricci effect social capital
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Table 2- Descriptive statistics

N Minimum  Maximum Mean Std. Deviation
g per-capita GDP 95-10 180 -0.52 6.67 1.0547 1.066
g per-capita GDP 95-10 126 -52 6.67 1.0718 1.1058
Non-Obj 1
g per-capita GDP 95-10 Obj 154 -.32 4.67 1.0148 9769
Per-capita certified exp 180 0 4.61e+09 2.16e+08 5.47e+08
Per-capita certified exp 126 0 1.85e+08 2.92+07 3.39e+07
Non-Obj 1
Per-capita certified exp Obj 1 54 8428735 4.61e+09 6.52e+08 8.55e+08

Source: our elaboration on European CommissiorEamdstat data

Table 3- Annual average growth rate of per-capit2aPG whole sample, period 1995-2010, non-
parametric estimations with different kernels aaddwidths.

(1) ) 3) (4)
Bw/Kernel tri rect gau epa
5.69 (optimal)  0.440 -5.527* 0.0579 0.00249
(3.982) (2.830) (0.307) (0.329)
2.85 0 0 0.220 0.309
©0) 0) (0.351) (0.434)
11.38 0.145 -1.095 0.158 0.188
(0.655) (1.110) (0.274) (0.300)

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorEamdstat data

Table 4- Annual average growth rate of per-capi2PG whole sample, period 1995-2003, non-
parametric estimations with different kernels aaddwidths.

1) (2) (3) (4)

Bw/Kernel tri rect gau epa
3.38 (optimal) O 0 0.181 0.155
©0) (0) (0.118) (0.119)
1.69 0 0 0.272** 0.323**
©0) (0) (0.129) (0.162)
6.76 0.420 0.258 0.217** 0.231**
(3.583) (2.914) (0.106) (0.102)
Observations 180 180 180 180

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorEamdstat data
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Table 5- Annual average growth rate of per-capi2PG whole sample, period 2003-2010, non-
parametric estimations with different kernels aaddwidths.

1) (2) (3) 4)
Bw/Kernel tri rect gau epa
2.73 (optimal) O 0 -0.105 -0.117
©) 0) (0.104) (0.105)
1.37 0 0 -0.0833 -0.0626
©) 0) (0.139) (0.146)
5.46 0.0444 -2.583 -0.0598 -0.0511
(1.104) (1.981) (0.0948) (0.0994)
Observations 180 180 180 180

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorEamdstat data
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Table 6- Parametric estimations with different pagial orders (whole sample, 1995-2010)

1) (2 3) (4) (5) (6) (7) (8)
X 1.07e-05 3.72e-06  0.000117 7.19e-05 0.000169 010®  0.000778
(1.62e-05) (2.40e-05) (0.000108) (0.000192) (0.000186) (0.000879) (0.000876)
X2 -3.22e-09 -1.98e-09 -4.80e-09 -5.35e-08 808
(2.85e-09) (5.06e-09) (4.89e-09) (4.63e-08) 61d-08)
X3 0 0
(0) (0)
D -0.0570  -0.622  0.220 -0.179 4.827%  9.278* -a43
(0.165)  (0.796)  (0.362)  (1.721)  (2.428)  (5.427) 5.884)
DX 7.47e-05 3.71e-05  -0.00123*0.00193** 0.00193
(9.82e-05) (0.000170) (0.000560) (0.000942) (0.00141)
DX2 7.86e-08** 1.07e-07** -3.94e-07**
(3.67e-08) (4.73e-08) (1.55e-07)
DX3 O
(0)
Constant 0.926** 1.072%* 1.019** 0.0910  0.465 318 -5.122 -3.737

(0.199)  (0.0987) (0.356)  (0.948)  (1.645)  (1.604) 5.203)  (5.282)

R-squared0.002 0.001 0.006 0.006 0.007 0.042 0.045 0.067
AIC 534.21226 536.83159 537.38208 535.337 537.26508 532.81514 534.22397 530.15524

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Notes: the dependent variable is the annual aveyemegth rate in patent applications (1999-2010); X=
Gdp per capita in pps (EU-15=100, average 19881 ¥®80bjective 1 dummy variable; robust standard
errors in parentheses.

Source: our elaboration on European CommissiorEamdstat data
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Table 7- Test for different thresholds of the fagrivariable, oprimal bandwidth (5.69) and different

kernels.

Cut-off (1) 2) (5) (6)
50 60 80 90

rect 1.322 0.251 -0.231 -0.777
(1.895) (1.093) (0.540) (0.707)

gau 0.578 0.372 0.122 -0.627
(0.643) (0.618) (0.416) (0.429)

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorEamdstat data

Table 8- Annual average growth rate of per-capifaPG sample GDP 1, period 1995-2010, non-
parametric estimations with different kernels aaddwidths.

1) 2) 3 4)
Bw/Kernel tri rect gau epa
4.65 (optimal)  -5.470* 0 -0.110 -0.161
(2.798) 0 (0.280) (0.277)
2.32 0 0 0.119 0.246
(0) 0) (0.358) (0.380)
9.30 0.630 0.924 -0.0272 -0.00754
(0.681) (2.527) (0.248) (0.231)
Observations 174 174 174 174

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorEamdstat data

Table 9- Annual average growth rate of per-capifaPG sample GDP 1, period 1995-2003, non-
parametric estimations with different kernels aaddwidths.

1) 2 3 4)
Bw/Kernel tri rect gau epa
3.23 0 0 0.0970 0.0688
(0) 0 (0.0952) (0.0963)
1.61 0 0 0.221* 0.289**
(0) 0 (0.126) (0.136)
6.47 0.344 0.258 0.143* 0.159*
(1.201) (2.548) (0.0840) (0.0886)
Observations 174 174 174 174

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorEamdstat data

78



Table 10- Annual average growth rate of per-ca@f@P, sample GDP 1, period 2003-2010, non-
parametric estimations with different kernels aaddwidths.

1) (2) (3) 4)
Bw/Kernel tri rect gau epa
2.77 (optimal) O 0 -0.126 -0.134
©) 0) (0.113) (0.112)
1.38 0 0 -0.0956 -0.0701
©0) 0) (0.149) (0.159)
5.53 0.0675 -2.583 -0.0975 -0.0947
(1.128) (1.916) (0.0965) (0.0951)
Observations 174 174 174 174

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorEamdstat data

Table 11- Annual average growth rate of per-ca@f@P, sample GDP 2, period 1995-2010, non-
parametric estimations with different kernels aaddwidths.

1) (2) (3) 4)
Bw/Kernel tri rect gau epa
4.71 -5.477* 0 -0.193 -0.249
(2.838) (0) (0.271) (0.266)
2.35 0 0 0.0459 0.134
©) (0) (0.346) (0.360)
9.43 0.611 1.003 -0.110 -0.0815
(0.748) (2.375) (0.244) (0.241)
Observations 165 165 165 165

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorEamdstat data

79



Table 12- Annual average growth rate of per-ca@f@P, sample GDP 2, period 1995-2003, non-
parametric estimations with different kernels aaddwidths.

1) (2) (3) 4)
Bw/Kernel tri rect gau epa
3.27 (optimal) O 0 0.0541 0.0195
©) 0) (0.0946) (0.106)
1.63 0 0 0.182 0.239
©0) 0) (0.122) (0.152)
6.53 0.358 0.258 0.0967 0.113
(0.548) (2.019) (0.0849) (0.0924)
Observations 165 165 165 165

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorEamdstat data

Table 13- Annual average growth rate of per-ca@f@P, sample GDP 2, period 2003-2010, non-
parametric estimations with different kernels aaddwidths.

1) (2) (3) 4)
Bw/Kernel tri rect gau epa
2.81 0 0 -0.141 -0.147
©0) 0) (0.117) (0.116)
1.40 0 0 -0.110 -0.107
(0)) (0) (0.148) (0.158)
5.61 0.0867 -2.583 -0.113 -0.106
(1.103) (1.942) (0.102) (0.0970)
Observations 165 165 165 165

Source: our elaboration on European CommissiorEamdstat data
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Table 14- Parametric estimations with differentypoimial orders (sample GDP 2, 1995-2010)

(1) (2) 3) (4) () (6) (7) (8)

mod1 mod?2 mod3 mod4 mod5 mod6 mod7 mod8
X 8.10e-06 1.08e-05 0.000112 0.000135 0.000152 0001  0.000874
(1.63e-05) (2.21e-05) (9.64e-05) (0.000184) (01@®) (0.00128) (0.00129)
X2 -3.16e-09 -3.84e-09 -4.38e-09 -3.87e-08 &89
(2.94e-09) (5.41e-09) (5.59e-09) (7.63e-08) 63&-08)
X3 0 0
(0) (0)
D -0.0188 -0.343 0.227 0.410 1.271 3.999 11.84
(0.149) (0.615) (0.261) (1.352) (2.005) (6.704) 8.809)
DX 4.85e-05 -1.72e-05 -0.000236 -0.000694 -016804
(6.92e-05) (0.000127) (0.000440) (0.00115) @P8B)
DX2 1.37e-08 3.33e-08 5.28e-07
(2.86e-08) (5.36e-08) (3.77e-07)
DX3 -0
(0)
Constant 0.826***  0.930***  0.777** -0.00628 -0.187 -0.323 =363 -4.123

(0.217)  (0.0703)  (0.318)  (0.773)  (1.482)  (1.524) 6.969)  (6.990)

R- 0.001 0.000 0.005 0.007 0.007 0.008 0.009 0.017
squared
AIC 394.34959 396.5249  397.76652 395.44778 397232299.27012 401.13024 399.77287

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Notes: the dependent variable is the annual avegemgth rate in patent applications (1999-2010); X=
Gdp per capita in pps (EU-15=100, average 19881 ¥®80bjective 1 dummy variable; robust standard
errors in parentheses.

Source: our elaboration on European CommissiorEamdstat data
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Table 15- Descriptive statistics patent and RTDI

N Minimum Maximum Mean Std. Deviation
gpat 99_2010 167 -1.00 11.25 7947 1.39214
gpat 99_2010 Non Obj1 117 -.3418043 3.191992 4729119 .5845771
gpat 99_2010 Obj1 50 -1.00 11.25 1.547697 2.22055
RTDI 167 25046.85  464357043.14  37229255.5812 69762877.53217
RTDI Non Obj 1 117 38541.29  3.23e+08 3.65e+07 6.68e+07
RTDI obj 1 50 25046.85  4.64e+08 3.90e+07 7.70e+07

Source: our elaboration on DG Regional Policy dawad OECD regpat data

Table 16- Growth rate of patent applications, whel@mple, period 1999-2010, non-parametric
estimations with different kernels and bandwidths

(1) &) 3 4
Bw/Kernel tri rect gau epa
6.12 (optimal) -2.942 -7.093 -0.997* -0.997*
(41.22) (50.18) (0.574) (0.583)
3.06 0 0 -0.781 -0.636
0) 0) (0.745) (0.825)
12.25 -0.414 0.231 -1.269** -1.331%**
(1.492) (1.326) (0.517) (0.504)

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorC#@D data

Table 17- Growth rate of patent applications, whal@mple, period 1999-2007, non-parametric
estimations with different kernels and bandwidths

) &) 3) 4
Bw/Kernel tri rect gau epa
6.67 (optimal) -0.635 -2.776 -1.439** -1.426**
(27.21) (22.14) (0.574) (0.606)
3.34 0 0 -1.089* -1.106*
©) (0) (0.586) (0.623)
13.35 -0.625 -0.705 -1.736*** -1.803***
(0.955) (0.807) (0.573) (0.559)

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@dD data
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Table 18- Growth rate of patent applications, whel@mple, period 2002-2010, non-parametric
estimations with different kernels and bandwidths

1) (2) (3) (4)
Bw/Kernel tri rect gau epa
3.19 (optimal) 0 0 -0.480 -0.467
(0) () (0.351) (0.342)
1.59 0 0 -0.446 -0.422
(0) ©) (0.413) (0.432)
6.39 0.297 -0.631 -0.573* -0.603**
(7.869) (13.71) (0.309) (0.285)

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorCi@D data

Table 19- Growth rate of patent applications, whael@mple, period 2002-2007, non-parametric
estimations with different kernels and bandwidths

(1) ) 3 4
Bw/Kernel tri rect gau epa
6.72 (optimal) 0.355 -0.216 -1.279** -1.343**
(3.979) (5.885) (0.512) (0.531)
3.36 0 0 -0.775* -0.861*
0) 0) (0.433) (0.461)
13.45 0.106 0.163 -1.402%** -1.424%**
(0.292) (0.568) (0.517) (0.518)

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@D data

Table 20- Difference in levels of patent applicaipwhole sample, period 1999-2010, non-parametric
estimations with different kernels and bandwidths

(1) 2 3 (4)
Bw/Kernel tri rect gau epa
12.98 (optimal) 36.64 38.41 -2.332 -4.752
(60.91) (43.73) (10.92) (10.40)
6.49 1.954 -167.4 6.955 11.16
(3,407) (2,406) (20.09) (21.51)
25.96 6.930 12.02 1.035 2.493
(22.51) (16.41) (7.826) (7.391)

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@dD data
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Table 21- Difference in levels of patent applicaipwhole sample, period 1999-2007, non-parametric
estimations with different kernels and bandwidths

1) (2) (3) (4)
Bw/Kernel tri rect gau epa
8.38 (optimal) 53.76 61.20 2.341 0.452
(102.1) (2,076) (7.326) (7.753)
4.19 0 0 4.947 5.556
(0) ©) (12.26) (24.27)
16.76 14.37 13.25 6.914 8.288
(26.05) (26.68) (5.948) (5.982)

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionCi@D data

Table 22- Difference in levels of patent applicaipwhole sample, period 2002-2010, non-parametric
estimations with different kernels and bandwidths

(1) &) 3 4
Bw/Kernel tri rect gau epa
13.52 (optimal) 24.91 26.43 -6.186 -8.480
(42.16) (30.25) (7.493) (7.681)
6.75 37.79 -103.1 4.869 11.45
(1,878) (2,211) (13.38) (14.57)
27.03 5.162 12.68 -4.595 -3.949
(15.49) (13.59) (6.204) (6.523)

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorCi@D data

Table 23- Difference in levels of patent applicaipwhole sample, period 2002-2007, non-parametric
estimations with different kernels and bandwidths

(1) ) 3 4
Bw/Kernel tri rect gau epa
10 (optimal) 35.66** 48.78 -1.512 -3.276
(16.19) (770.4) (5.157) (5.748)
5 -85.22 0 2.862 5.845
(802.3) (0) (8.117) (9.431)
20 5.740 0.0967 1.285 1.846
(8.500) (18.79) (4.911) (5.614)

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@dD data
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Table 24- Growth rate of patent applications, s&ipl, period 1999-2010, non-parametric estimations
with different kernels and bandwidths

1) (2) (3) (4)
Bw/Kernel tri rect gau epa
6.12 (optimal) -2.940 -7.093 -1.137** -1.185**
(45.53) (46.96) (0.580) (0.591)
3.06 0 0 -0.866 -0.813
()] ©) (0.773) (0.760)
12.25 -0.333 0.231 -1.337** -1.381***
(2.512) (1.633) (0.528) (0.534)

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorCi@D data

Table 25- Growth rate of patent applications, sanipl, period 1999-2007, non-parametric estimations
with different kernels and bandwidths

@ 2 3) 4
Bw/Kernel tri rect gau epa
6.77 (optimal) -0.487 -2.776 -1.414** -1.457**
(27.74) (29.55) (0.555) (0.629)
3.39 0 0 -1.124** -1.175*
©) ©0) (0.560) (0.630)
13.54 -0.607 -0.725 -1.602*** -1.643***
(0.971) (0.920) (0.562) (0.596)

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@D data

Table 26- Growth rate of patent applications, s&ipl, period 2002-2010, non-parametric estimations
with different kernels and bandwidths

(1) &) 3 4
Bw/Kernel tri rect gau epa
3.16 (optimal) 0 0 -0.589* -0.623*
(0) 0) (0.346) (0.360)
1.57 0 0 -0.508 -0.533
(0) 0) (0.417) (0.431)
6.31 0.178 -0.631 -0.643** -0.661**
(11.51) (3.806) (0.303) (0.309)

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@dD data
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Table 27- Growth rate of patent applications, saipl, period 2002-2007, non-parametric estimations

with different kernels and bandwidths

1) (2) (3) 4)
Bw/Kernel tri rect gau epa
5.15 (optimal) -0.356 0 -0.791** -0.836**
(3.867) ©) (0.338) (0.370)
2.76 0 0 -0.641** -0.702**
©) ©) (0.289) (0.302)
11.03 0.0277 -0.0879 -0.819** -0.827**
(0.310) (3.909) (0.353) (0.361)

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorCi@D data

Table 28- Growth rate of patent applications, sa&R2, period 1999-2010, non-parametric estimations

with different kernels and bandwidths

@ 2 3) 4
Bw/Kernel tri rect gau epa
3.44 (optimal) 0 0 -1.061* -1.072**
©) 0) (0.548) (0.509)
1.72 0 0 -0.957 -0.969
©) ©0) (0.717) (0.676)
6.88 -0.443 -4.191 -1.161** -1.184**
(28.07) (26.17) (0.481) (0.460)

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@D data

Table 29- Growth rate of patent applications, s& i, period 1999-2007, non-parametric estimations
with different kernels and bandwidths

) &) 3) 4
Bw/Kernel tri rect gau epa
6.77 (optimal) -0.484 -2.776 -1.397*** -1.433**
(27.90) (24.64) (0.539) (0.586)
3.39 0 0 -1.149** -1.213*
©) 0) (0.563) (0.592)
13.54 -0.607 -0.725 -1.551*** -1.586***
(0.991) (0.945) (0.534) (0.566)

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@dD data
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Table 30-Growth rate of patent applications, sanif2e period 2002-2010, non-parametric estimations
with different kernels and bandwidths

1) (2) (3) (4)
Bw/Kernel tri rect gau epa
3.08 (optimal) 0 0 -0.571 -0.597*
(0) () (0.352) (0.354)
1.54 0 0 -0.530 -0.576
(0) ©) (0.392) (0.429)
6.16 -0.0499 -0.631 -0.600* -0.613**
(10.37) (211.91) (0.320) (0.308)

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorCi@D data

Table 31- Growth rate of patent applications, sa&2, period 2002-2007, non-parametric estimations
with different kernels and bandwidths

(1) ) 3 4
Bw/Kernel tri rect gau epa
5.55 (optimal) -0.353 0 -0.792** -0.838**
(4.408) (0) (0.348) (0.382)
2.77 0 0 -0.639** -0.698**
(0) 0) (0.290) (0.349)
11.09 0.0168 -0.0879 -0.819** -0.827**
(0.329) (4.389) (0.366) (0.387)

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@D data
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Table 32- Parametric estimations with differentypoimial orders

(1)

(2)

®3)

()

(8)

X2
X3
Obj1
DX
DX2
DX3

Constant

Observations

R-squared
AIC

-9.02e-05%**
(2.52e-05)

1.923%**
(0.379)

160
0.096

478.30712

1.107%**
(0.258)

0.473%*
(0.0542)

160
0.195

461.66263

1.77e-05

(1.70e-05)

2.081*
(1.165)

-0.000104

(0.000139)

0.219
(0.258)

160
0.204

462.02673

0.000258*
(0.000108)

-6.94e-09**

(2.84e-09)

(0.000149)
-5.72e-09**

(4.14e-09) (2.62e-09)

-0.000234

(0.000154) (0.000493)

(3.32e-08)

461.31083 460.89608

0.000396

(0.000623)

-1.59e-08
(3.33e-08)

0
(0)
1.855
(3.866)

0.000290
(0.000687)

-3.51e-08
(3.68e-08)

-2.407
3.718)

160
0.220

462.86836

0.000260
(0.000617)
28e-09

298-08)

0

(0)

4468

6.770)

0.00280
0G@53)
-3.57e-07
(3.19e-07)

0

(0)

-1.645

(3.684)

160
0.227
461.36874

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Notes: the dependent variable is the annual aveyeayeth rate in patent applications (1999-2010); Gdp per capita in pps (EU-15=100, average

1988-1990), D=0Objective 1 dummy variable; robuahdard errors in parentheses.

Source: our elaboration on European CommissiorCi@dD data
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Table 33-Test for different thresholds of the fagcvariable, optimal bandwidth (4.8) and different
kernels

(1) (2) 3) (6)

Cut off 50 60 70 90

epa -0.910 -1.242 -0.0689 -0.166
(2.037) (1.807) (0.718) (0.302)

gau -0.549 -1.182 0.0809 -0.0673
(2.934) (1.364) (0.828) (0.234)

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorCi@D data

Table 34- Robustness check, non-parametric esbmatith local linear regression for average
population at the threshold (75 percent)

) ) 3
Bw/kernel gau epa rect
44.36 -470.4 -513.3 -580.8
(399.0) (513.8) (720.2)
22.18 -372.0 -432.8 702.9
(515.4) (648.0) (2,931)
88.72 -442.1 -445.1 -458.0
(412.8) (547.1) (487.3)

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissionC@dD data

Table 35- Descriptive statistics growth rate pasnbad accessibility and transport infrastructure
expenditure

N Minimum Maximum Mean Std. Deviation
g pot 2000-2012 152 .00 9.53 4.2733 1.32383
g pot 2000-2012 Obj 1 39 0 9.532959 5.025484 2.02942
g pot 2000-2012 non Obj 1 113 2.760698 6.485999 4.013756 .8369294
Transport infrastructure exp 152 54596.43 3018954134.50137492786.15 333259337.51
Transport infrastructure exp Obj1 39 54596.43 1.26e+09 1.01e+08 2.61e+08
Transport infrastructure exp

113 88289.09 3.02e+09 1.50e+08 3.55e+08
Non-Objl

Source: our elaboration on DG Regional Policy dawa Stelder (2014) data
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Tab 36- Growth rate of potential road accessibiliiyhole sample, period 2000-2012, non-
parametric estimations with different kernels aaddwidths

1) (2) (3) 4)
Bw/kernel tri rect gau epa
5.14 (optimal) 1.563 0 -0.535 -0.666
(18.22) (0)] (0.525) (0.549)
2.57 0 0 0.0472 0.192
©) (0)] (0.585) (0.633)
10.29 -0.380 0.236 -0.876* -0.929**
(0.915) (22.29) (0.480) (0.473)

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on DG Regional Policy dawa Stelder (2014) data

Tab 37- Growth rate of potential road accessihisgmple TR1, period 2000-2012, non-parametric
estimations with different kernels and bandwidths

(1) (2) (3) (4)

tri rect gau epa
5.14 (optimal) 1.567 0 -0.462 -0.604

(8.411) ©) (0.523) (0.560)
2.57 0 0 0.0945 0.192

©) (0)] (0.570) (0.630)
10.28 -0.381 0.236 -0.839* -0.901*

(0.891) (22.78) (0.471) (0.489)

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on DG Regional Policy dawa Stelder (2014) data

Tab 38- Difference in levels of potential road asikility, sample TR1, period 2000-2012, non-
parametric estimations with different kernels aaddwidths

) ) 3 4

tri rect gau epa
46.53(optimal) 29,724 31,559 24,835 22,482

(90,561) (93,939) (55,445) (52,223)
23.27 51,090 23,674 42,976 49,186

(930,372) (2.129e+06) (69,644) (70,661)
93.07 18,691 12,785 11,425 11,442

(59,746) (58,154) (50,497) (49,559)

Standard errors in parentheses
#*% n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on DG Regional Policy dawa Stelder (2014) data
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Tab 39- Parametric estimations with different polymal orders

(1) (2) 3) (4) (5) (6) (7) (8)
X -0.000121 *** -7.49e-05* -0.000129 -0.000518*** 0.000633*** -0.000563 -0.000800
(3.73e-05) (3.87e-05) (0.000200) (0.000157) (010@) (0.000845) (0.000847)
X2 2.12e-09 1.28e-08*** 1.61e-08*** 1.22e-08 Be508
(5.95e-09) (4.30e-09) (3.63e-09) (4.50e-08) 524-08)
X3 0 -0
(0) (0)
Obj1 1.144%* -0.334 0.629 -3.182* -10.91*** -10653 -22.79%*
(0.313) (1.334) (0.445) (1.684) (2.714) (5.500) 9.119)
DX 0.000121 0.000361** 0.00229*** 0.00223** 0.009**
(0.000137) (0.000161) (0.000732) (0.00104) @)
DX2 -1.18e-07** -1.16e-07** -7.36e-07*
(4.90e-08) (5.68e-08) (4.10e-07)
DX3 0
(0)
Constant 5.832*** 4.,014%** 5.083*** 5.411*** 8.690** 9.630%** 9.240* 10.56**
(0.531) (0.0789) (0.561) (1.634) (1.369) (1.259) 5.068) (5.077)
Observations 150 151 150 150 150 150 150 150
R-squared 0.126 0.151 0.166 0.160 0.187 0.237 0.237 0.255
AIC 481.43973 481.62804  478.50243 477.47501 4746816 467.13464 469.1317 465.54912

Robust standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Notes: the dependent variable is the annual aveyemeth rate in potential transport accessibil2p@0-2012); X= Gdp per capita in pps (EU-
15=100, average 1988-1990), D=0bjective 1 dummiakée; robust standard errors in parentheses.

Source: our elaboration on DG Regional Policy dawa Stelder (2014) data
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Tab 40-Test for different thresholds of the forcwayiable, optimal bandwidth (5.14) and different
kernels

(1) ) 3) (5) (6)

Cut off 50 60 70 80 90

epa -2.776 -1.343 -2.375 0.633 -0.184
(3.675) (1.922) (2.009) (0.715) (0.397)

gau -2.120 -1.088 -2.100 0.698 -0.231
(2.858) (2.106) (1.668) (0.734) (0.354)

Standard errors in parentheses
** n<0.01, ** p<0.05, * p<0.1

Source: our elaboration on DG Regional Policy dawa Stelder (2014) data

Tab 41- Robustness check, non-parametric estimatitin local linear regression for average
population at the threshold (75 percent)

(1) (2) 3)

gau epa rect
25.75 (optimal) -556.9 -574.3 -445.6

(407.8) (414.3) (534.8)
18.88 -391.2 -389.4 -62.74

(548.0) (483.9) (915.7)
51.5 -626.3 -671.3 -573.7

(394.8) (483.6) (425.9)

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

Source: our elaboration on European CommissiorSaeldier (2014) data
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EssAy 2

CONVERGENCE DYNAMICS IN EUROPEAN REGIONAL WELL -BEING

[Abstract]

Economists have traditionally analysed well-beirygntainly focusing on production indicators. In
recent years however, non-economic features ofjtiadity of life have been recognised as being as
important as production for assessing progresstarmmbmparing different countries' performances.
The aim of this paper is to contribute to the emoplrliterature on the measurement of social and
economic progress by calculating a synthetic irtdicaf well-being at the European regional level.
We consider a database of 15 variables and cohsitucomposite indicators that reflect different
well-being dimensions: people’s health and soc@mhditions; education and life-long learning;
household material conditions; knowledge econorogall environment attractiveness in terms of
infrastructure endowments and tourist inflows; agd gender equality in labour market conditions.
Sub-indicators are then combined in a synthetiexnaof well-being. Well-being in European regions
is analysed both in a synchronic and a diachroarspective, covering an eleven-year period from
2000 to 2010; it is further compared with levelsl drends of per-capita Gross Domestic Product
(GDP). We then carry out a cluster analysis to iabsataxonomy of European regions in terms of
well-being levels; we look at regional dynamics ameestigate the existence of convergence among
European regions, both in terms of well-being indexd GDP. Convergence is assessed by
considering dispersion over the period analysetirele inequality measures (coefficient of variation
Thell index and Gini index) and by looking at inttistributional mobility in regional ranking by
means of the Kendall index. We find that regionsvarge in some dimensions of well-being, even if
there is no evidence of rank mobility.

Keywords Well-being indicators. Quality of life. Cluster a@gsis. o-convergence y-convergence.
European regions.
JEL Classification 131 . R11 . O18

2.1Introduction ¥

GDP “measures what it measures” (Costagizal. 2009, p. 4), but for more than half a century this
indicator was misleadingly used as a suitable #lgor for detecting human well-being. In recent

years, the multidimensional measurement of econ@nit social progress has gained increasing
importance in academic debate and in the agendasjoir international institutions. Many scholars

and development organisations share the view thads®omestic Product (GDP) is a poor indicator
of social welfare and stress the necessity of flajmk with a number of quality of life indicators.

The aim of this paper is threefold: a) to constarcbverall index of European Well-Being (EWB) by

combining six sub-indicators reflecting differentimé&nsions of human well-being and social

development — people’s health and social conditiedsication and life-long learning; knowledge

* This essay was carried out during my visiting aeske period at the University of Groningen- Facuify Spatial
Sciences- Department of Economic Geography.
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economy; local environment attractiveness in teofiafrastructure endowments and tourist inflows;
age and gender inequalities in the labour market araterial conditions of households by
considering their disposable income; b) to obtataxanomy of European regions in terms of well-
being by means of a cluster analysis techniquep @nalyse well-being dynamics over time and
investigate the existence of convergence amongdearoregions both in terms of quality of life and
economic progress, comparing the well-being indék whe trend of the Gross Domestic Product.
Differently from other works in this field also exfing to EU regions (Annomt al.2012; Eurofound
2012), the analysis covers a period of eleven ydewsn 2000 to 2010 - and two sub-periods, the
first one from 2000 to 2005 and the second one fA@@5 to 2010. Convergence is assessed by
means of two non-parametric techniques knowrs §6riedman 1992; Sala-i-Martin 1994) and
convergence (Boyle and McCarthy 1997).

The paper is structured as follows: section 2 garesverview of how well-being has been measured
by international institutions; section 3 looks atlMbeing measurement in the economic literature;
section 4 reviews existing studies on regional eogence in well-being; section 5 presents the
different methodologies used and section 6 destibe dataset. Section 7 shows the results in terms
of the European Well-Being indicator, presentsxamamy of the regions for EWB and investigates
the presence aef andy-convergence. In section 8, the conclusions aaevar

2.2Well-being measurement on the agenda of internatiai institutions

Research in this field intensified following pul@ton of the Report by the Commission on the
Measurement of Economic Performance and Socialr@seghaired by Joseph Stiglitz (Stigktzal.
2009). Starting from the tenet that “what we measaffects what we do” (p. 7), the report stresses
the belief that the use of wrong indicators cardpo® wrong decisions. The authors consider three
conceptual approaches to the measurement of qudlitie. The first strand is related to subjective
well-being, developed in close connection with p&fogical research (Kahneman, Diener and
Schwartz 1999; Graham 2008). The second approacboted in the notion of capabilities (Sen
1985, 2000), according to which a person’s lifeaisombination of various “doings and beings”
(functionings) and the freedom to choose amongethasctionings (capabilities). The leading idea is
that progress is related to people’s quality of lidither than to opulence (Nussbaum 2000, 2011).
The third approach, developed within the economadition, refers to the notion of fair allocation,
weighting different non-monetary dimensions of gyadf life (beyond goods and services traded in
markets) in a way that respects people’s prefeserazel following equity criteria (Moulin and
Thomson 1997; Maniquet 2007). The Report providedvie recommendations for the definition of
a good multidimensional indicator of well-being,tht intentionally avoids introducing a new
indicator. The report’s aim is in fact not to givp GDP (beyond GDP), but to continue considering
it alongside other aspects of the multifacetedityuaf life phenomenon (GDP and beyond).

The last two decades have witnessed an explositheinumber of alternative indicators and related
initiatives from important institutions such as tlganization for Economic Cooperation and
Development (OECD), the United Nations DevelopmBrmgramme (UNDP) and the European
Union. Since 1990, UNDP has annually calculatedHbenan Development Index (HDI), based on
the capabilities concept (Nussbaum 2000, 2011;1885, 2000; UNDP 1990, 2010). Some authors
argue that the HDI omits important aspects of weilhg such as personal safety, social cohesion
(Bilbao-Ubillos 2011), and democracy (Domingueiz al. 2011). Others underline a problem of
redundancy in the information provided by the cosi@index (Cahill 2005; McGillivray 1991;
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Ravallion 1997). In 2010, three new indexes wactuded in the Human Development Report: the
Inequality-adjusted Human Development Index (IHRQRe Gender Inequality Index (Gll) and the
Multidimensional Poverty Index (MPI) (UNDP 2010).rdwing on the recommendations of the
Commission on the Measurement of Economic Perfocenamd Social Progress, for over a decade
the OECD has worked towards identifying the besy efameasuring societal progress. In 2011, the
OECD Better Life Initiative was introduced: a biraral assessment of well-being in member
countries and in selected emerging economies base@ selection of suitable indicators for
comparing eleven dimensions of well-being (OECD30These include health and education, local
attractiveness, personal security, overall liféséattion, as well as more traditional measure$ sisc
income. The resulting bi-annual report “How’s Lifgsaints a picture of people’s material conditions
and quality of life in OECD countries. In 2011 aB@13 OECD designed an interactive e-tool
allowing people to create their own “Better Lifadéx” to “visualize and compare some of the key
factors — education, housing, environment, incoiles, community, health, life satisfaction, safety,
work-life balance, civic engagement — that contebto well-being in OECD countries” (OECD
2011). In 2014, an additional product tool was thed - “How's Life in your Region?” - which
measures well-being at the regional level in eigigas: income, jobs, health, access to services,
environment, education, safety, and civic engagéniems complemented by an interactive web-
based tool which allows for comparisons across OE€Libns.
The European Union has launched a number of impioiridiatives aimed at investigating quality of
life at the European regional level and to compleintee information provided by GDP in the
context of policy-making. In August 2009, the Eugap Commission presented “GDP and Beyond
Communication”, a road map with five key actionsedpcally designed to “support the
Commission’s aims to develop indicators relevartheochallenges of today” (European Commission
2009) on the assumption that environmental praiectibiodiversity and social cohesion are
important aspects of economic growth (Eurostat 2088veral other EU initiatives have sought to
develop indicators to complement GDP. The perforearf Member States is monitored through the
Indicators for Social Inclusion in the European d&mi Monitoring of the EU Sustainable
Development Strategy is carried out by means otfieSustainable Development Indicators (SDIs),
a battery of 100 indicators grouped in ten theneganding the social, economic, environmental and
governance frameworks (Adelle and Pallemaerts 2(®8re 2011, the European Statistical System
Committee (ESSC) has worked towards developing efsgiality of life indicators for EU countries
along ten dimensions: material living conditionspguctive or main activity, health, education,
leisure and social interactions, economic and @aysafety, governance and basic rights, natural
and living environment, overall life experience rther, the European Policy Centre runs the project
“Well-being 2030” that goes beyond measuring wellhlg, exploring how European policy can
improve social conditions and how well-being cannbeasured by focusing on the desires of the
citizens (Eurostat 2008). The European Union has beorking to overcome the crisis and put in
place the conditions for a more competitive econamthh higher employment levels. The Europe
2020 strategy is about delivering growth that stidad:smart through more effective investments in
education, research and innovatisustainable thanks to a decisive move towards a low-carbon
economy; andnclusive with a strong emphasis on job creation and pgvestiuction (European
Union 2011). The strategy focuses on five ambitigaals in the areas of employment, innovation,
education, poverty reduction and climate/energy.eWhntroducing the Europe 2020 strategy,
President Barroso declared that: “The last two yédmmve left millions unemployed. The crisis has
brought us a burden of debt that will last for maewgrs. It has brought new pressures on our social
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cohesion” (European Commission 2010). He emphadisa#dthe financial and economic crisis has
had a negative impact on citizens' everyday lived the necessity of strengthening the role of
European Institutions in developing new policied atrategies to maintain and improve the quality
of life. One of such initiatives is the Eurofoun@Quality of Life Survey (EQLS), at its third wave i
2012 (previous waves took place in 2003 and 20@W)ich examines both the objective
circumstances of European citizens' lives and haay teel about those circumstances and their lives
in general. It looks at employment, income, edwrathousing, family, health, work-life balance,
life satisfaction and perceived quality of soci@Burofound 2012). The EQLS approach recognises
that “quality of life” is a broader concept thaivthg conditions” and refers to the overall wellibg

of individuals in a society.

Annoni and Weziak-Bialowska (2012) also analysesl dhbality of life in European regions. They
argue that the ultimate goal of European CohesiolicyPis to foster the economic and social
development of lagging regions and construct ahgtitt indicator of Quality of Life (QoL) for
European regions to assess whether regions ard¢aaplearantee good quality of life levels to their
citizens. The QoL report focuses on two main dinmrs (Living Standards and Health), each
composed of different sub-indices (that are notlmoed into an overall composite indicator), then
used to analyse the regions’ ranking.

2.3Well-being measurement in the economic literature

The definition of composite indices based on th&@omothat development entails more than just
economic aspects has been a focus of academicedi@bdcent years. Yet objections to the use of
GDP as an indicator of human well-being were figsed many decades ago (Kuznets 1934;
Kennedy 1968; Nordhaus and Tobin 1973; Van denB&@P7). Nordhaus and Tobin argued that
“GNP is not a measure of welfare” (1973, p. 51Bgyt proposed a pioneering measure of economic
welfare (MEW) in which they attempted to allow fitve more obvious discrepancies between GNP
and economic welfare. Their adjustment of GNP setia three aspects: a) reclassification of GNP
expenditure as consumption, investment and intelatesdo) imputation for the services of consumer
capital, for leisure and for the product of housdhwork; c) correction for some disamenities of
urbanisationipid., p. 513). In a second step, they converted the M@/ the SMEW (Sustainable
MEW) by taking into account changes in total wealthe SMEW measures the level of MEW that
is compatible with preserving the capital stoclarg from Nordhaus and Tobin’s approach, two
other contributions were developed (Daly and CoBB9land Cobket al. 1995): the Index of
Sustainable Economic Welfare (ISEW) and the Gen®iragress Indicator (GPI). These indicators
evaluate some environmental factors (the costs aikeny air and noise pollution stemming from
consumption) and also try to account for the Iodswetlands, farmland, and other natural resource
depletion, as well as environmental damage.

Fleurbaey (2009) critically examines different aggrthes to measuring individual well-being and
social welfare alternative to GDP. He analyses fdifierent strands of research: the “corrected
GDP”, which takes into account non-market aspettsedl-being and concerns about sustainability;
the idea of measuring the “gross national happingke “capability approach” proposed by Sen
(1985, 2000); the approach based on “syntheticcatdis” constructed, following the UNDP
experience of Human Development Index, as a wailghteans of different aspects of human well-
being. Research on the measurement of human wiell-lgenerally starts from the consideration that
GDP focuses solely on income and resources; it imnes®nly mean values (instead of ends) and, as
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a consequence is not a satisfactory indicator df-veng. Scholars agree that well-being is a
multidimensional concept which includes both thgeotive life conditions of individuals and their
subjective evaluation; it is a dynamic concept (Bageret al. 2009; Gougkhet al. 2006; Stiglitzet

al. 2009) and it should be seen as a system in whiettionings(in the sense of Sen's approach),
personal resources, and external conditions fettogr and determine each other (Eurostat 2008).

A significant share of this literature stems frdme tUNDP HDI experience. Alkire (2002) and Alkire
and Foster (2010) adjust the HDI to reflect therifigtion of human development achievements
across the population and across dimensions, wsinmequality measure. Bilbao-Ubillos (2013)
build a “Composite, Dynamic Human Development Irfigddsxy incorporating additional points
essential to the current concept of human developnaad provide a dynamic factor that
distinguishes between countries based on the amhients attained. To allow for comparisons
between poor and non-poor human development ldats within and across countries, Grinah

al. (2008) suggest a transparent, simple to calculatel easy to interpret methodology for
computing the overall HDI and its three componghite Expectancy, Education and GDP) for
quintiles of income distribution. They want to coptite to measuring human development and
sensitise policy makers to a broader concept ajuakty that goes beyond income and includes
education and life expectancy. Fukuda-Patral. (2009) measure economic and social rights
fulfilment. Other authors refer to specific detemamts of human development (Edgier and Tatlidil
2006; Morrison and Murtin 2012).

Marchanteet al. (2006b) construct an augmented version of the KDIthe period 1980-2001,
estimated by incorporating indicators of healthueadion and per-capita income. They also
investigate convergence in well-being levels ac®sanish regions (NUTS 2) by means of two non-
parametric statistics, known asonvergence, angconvergence.

Bleys (2012) classifies the range of progress mtdis already available in the literature, desogbi
the advantages and downsides of each of them. Melags an alternative classification scheme
based on the different approaches used to quaweitatcapture different well-being notions. He
reviews 23 alternative measures for policy-makingl dooks into the different classifications
available in the literature, dividing them into eébr areds Osberg and Sharpe (2002, 2005)
summarise a methodology for constructing an IndeXE@nomic Well-Being (IEWB) for some
OECD countries (the US, the UK, Canada, Austréliarway and Sweden) for the period 1980 to
1999. They provide consistent and simultaneous sassent of consumption, accumulation,
distribution and security, and compare the impia# of using IEWB instead of GDP. A further
indicator - the Well-being and Progress Index (WHR proposed by D’Acci (2011). This includes
several aspects of well-being and progress suchuagan rights, economic well-being, equality,
education and research, quality of urban enviroripesological behaviour, subjective well-being,
longevity and violent crime. The WIP is computedtases arithmetic average of these indices and it is
then compared with GDP, HDI and the Quality of Lifelex. He finds that WIP and GDP are, on
average, highly correlated: the level of WIP ish@gfor richer countries and vice-versa.

2.4Regional convergence in well-being

Academic research into convergence across coumtnigsegions has a history of over half a century.
These studies have gained in prominence sinceqatiioin of the works of Solow (1956, 1957) and

! For a survey of synthetic indicators of well-beisge Bandura (2008); Gadrey and Jany-Catrice (2@#jlitz et al.
(2009); Annoni and Weziak-Bialowolska (2012); Coztaet al. (2009).
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Swan (1956) on the neoclassical growth model fatwseGDP dynamics. According to neoclassical
theory, all economies in the world converge towdh#gssame steady state (absoHeonvergence).
However, many authors (de la Fuente 1997; Islan328@la-i-Martin 1996; to name but a few) find
divergence in growth trends among countries antmnsg highlighting that a number of structural
parameters influence economic performance and peodlifferent steady-states (conditiorf&l
convergence - Barro and Sala-i-Martin 1992; Sdl#itin 1996). The concept @-convergence is
usually studied in close connection with the con@é#p-convergence, which refers to a reduction in
the dispersion of per-capita income over time. diman (1992) puts forward a measuremens-of
convergence that simply calculates the inter-te@pdnange in cross-sectional dispersion — i.e. the
coefficient of variation trends — of the variableder consideration. Many empirical works reveal the
presence ob-divergence across countries over the last fiftgrgg Decancet al. 2009; Milanovic
2005; Pritchett 1997; World Bank 2006).

From this multidimensional view of development, awnstrand of research emerged, which
investigates convergence in terms of indicatorateel to different aspects of the quality of lifedan
human well-being. Mayer-Foulkes (2003) analysesveayence in life expectancy (modelled in
terms of physical and human capital and technofogyyl find the existence of convergence clubs
Global convergence on the other hand is found tavéak using both the Solow model (1957) and
the Howitt and Mayer-Foulkes (2005) endogenous rinoddechnology-convergence-clubs. Mayer-
Foulkes (2010) conducts a cross-country analysteeHDI components of income, life expectancy,
literacy and gross enrolment ratios, by using siamdous growth regressions to decompose absolute
divergence/convergence for the HDI components. rBselts show that each human development
component follows its own set of transitions; cansntly, development is not a smooth process.
They also indicate that improving market efficiertgs smaller returns than complementing them
with institutions to coordinate urbanisation andestment in human capital. Indeed, urbanisation
itself can foster development involving all aspeateconomic, political and social life as well as
human development. Sab and Smith (2001) examineecgence across countries in terms of health
and education levels over the period 1970-1996.r&kelts show that investments in education and
health are highly linked; unconditional convergerséound for life expectancy, child survival and
enrolment rates, whether all human capital indisashow conditional convergence. Mazumdar
(2003) tests convergence in per-capita GDP andiving standards” including indicators such as
child survival rate, life expectancy at birth, aditeracy rate, and calories intake, considerioghb
the full sample and three income sub-groups. Reshibw divergence in almost all cases and for all
indicators. Konya and Guisan (2008) stu@yand c-convergence in HDI considering both the
countries that joined the EU before the 2004 eelawent and all current EU members. They find that
for all groups of countries considered, the HDIvgmaore in backward countries than in developed
countries (i.e. country convergence in fhesense). HDI levels convergence is also the fodus o
Noorbakhsh's study (2006) that focuses on crosetopulisparities. He finds evidence of weak
absolute convergence over the period 1975-2002;etery it is not a homogenous process. In
particular, some countries — mainly in Asia andir#&merica — show considerable progress, whilst
sub-Saharan Africa shows low human development matlevidence of increasing trends. Jorda and

2 Referring to evidence that life expectancy riséth wcome and that as an effect of technologicabpess, higher life
expectancies were later obtained for the same iecdhey derived a Solow model with a broader notibrcapital,
which includes physical, human and health capital.

3 Convergence club models present a paradigm alipfainthe definition of states of development; ther words, they
define growth models with multiple steady states.
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Sarabia (2014) study HDI convergence across 138tdes using a semi-parametric method and a
five-year interval for the period 1980-2005. EU nmmstates convergence between 1970 and 1990
was assessed by Gianngtsal. (1999) not only in terms of economic indicatorst also in terms of
social and quality of life indicators. Their resulconfirm that real convergence was achieved
between 1970-75 for most of the countries analySrdichaelet al. (2004) and Moser, Shkolnikov
and Leon (2005) show that life expectancy divergemplaced convergence in the late 1980s. This
result is confirmed in several other works thatvghesults on income divergence and life
expectancy convergence turning to divergence (BJadamning and Sevilla 2003; Castellacci 2006,
2008; Konya 2011; Mayer-Foulkes 2010; Taylor 20B8m 2006; Edwards 2010). Some authors
focus on regional convergence within specific caest (Irish regions in O’Leary 2001, Spanish
regions in Marchantet al. 2006a, 2006b, Italian regions in Berloffa and Mwale2012 and in
Capriati 2011). As well as the definition of a widget of quality of life indicators and a more
comprehensive composite index of well-being for BUTS 2 regions, the goal of this paper is to
assess convergence looking at both the most widsdg economic indicator (per-capita GDP) and
the well-being index defined above. To the besbwfknowledge, there are no previous works that
calculate a well-being index for EU NUTS 2 regi@msl investigates- andy-convergence by using
non-parametric technigues and comparing the results per-capita GDP. However, our work
presents the typical limitations of this kind of gncal literature, mainly regarding the degree of
subjectivity in deciding both variables and theilative weights for use in the construction of sub-
indicators, first, and the final composite indeatet. Further, the choice of variables used in the
analysis is considerably influenced by the limitadailability of medium and long-term data
necessary to the study of convergence patternstakée on board various insights derived from
related works on the subject. In order to redud®trariness in weighting, the simple average is
chosen: although conferring an equal weight to ezatable/indicator too seems arbitrary, this
method is widely used (UNDP; Annoet al. 2012; Marchantet al. 2006 a, b; to name some) and
empirically justified (Ogwang and Abdon 2003).

2.5Methodology

Data is extracted from the Eurostat regional stesiglatabase; the units under analysis are theNUT
2 regions of the European Union with 27 membelestatVe initially consider an eleven-year period
(2000-2010) for 15 variables, but by reason of meEnt missing values, the analysis ends up testing
only three years (2000-2005-2010). The study camnsidhanges between the end and the beginning
of the period and in two sub-periods in order tptaee differences in short term tendencies. Besides
the restrictions on variables and periods due ¢oddta unavailability, in some cases a few missing
values still persiétfew missing values still persist. This problensidved using (where possible) the
multiple imputation technique (Rubin 2004). In almdimensional perspective, we consider six
pillars of well-being (Health, Education, Knowledgeonomy, Local Attractiveness, Labour Market
Equality, Material Conditions) and combine thenorder to obtain the overall European Well-Being
indicator (EWB). The selected sample consists & RUTS 2 regions, this is the largest possible
sample given the Eurostat regional level data all.

4Variables H1, H2 and H4 (see Table 1).

5 In the choice of the sample, we faced a tradebeffveen the largest number of variables and thgesamumber of
regions, because two variables — patent applicatimal availability of hospital beds — presentedsimgsvalues for entire
countries (Germany and UK) and their inclusion wloréduce the sample by almost 100 units. After ipgpthat the
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Since the indicators in the dataset have diffemegdsurement units, normalisation is required pdaor
data processing (Freudenberg 2003; Jacetbsl. 2004). Following the methodology used in
Marchanteet al. (2006 a, b), Gianniaat al. (1999), Mazumdar (2002) and Jorda and Sarabiad}201
a Min-Max normalisation is adopted. It makes thdigators have an identical range [0, 1] by
subtracting the minimum value and dividing thideli€nce by the range of the indicator values. Each
variable of the six indices{,]-is normalised by calculating the scaled vatuax X} ;, for each region

i,jr
j and for each year t:

(xit,j - Xj min)

t _
mmx_X;; =

(xi,j max — %i,j min)

Wherex; ; is the observed value of the variablie regionj and yeat; x; ; ,,;, @andx; j 4, are the
minimum and the maximum values observed for vagiabln the period under consideration,
respectively.

The internal consistency of the indicators for eaeli-being dimension is evaluated considering the
structure of correlations between variables, by maeat the Principal Component Analysis and its
usual related tests, such as the Measures of Sagrdiequacy and Bartlett test (Hairal. 2014).
Considering we have no information on the subjectweightings of variables used for the
construction of the well-being index, we use theteyn of equal weights (EW), as suggested by
Hagerty and Land (2007), Ongwang and Abdou (2083, Sharpet al. (2013). This methodology
results in the lowest level of disagreement amommd variance in individuals' weightirfgs
Consequently each sub-indewill be computed following the expression:

n
It. = lmmx Xt
kj — —k,i,j
Lin
=1

wherek identifies the dimension,the variables angdthe regions, whil@ is the number of variables
included in the index.
Analogously, the EWB is given by the expression:

6
1
t _ t
EWB = Z ks
k=1

that is the arithmetic average of the sub-indexesipusly computed.

A map of well-being distribution across Europeagioas is then obtained using a cluster analysis.
Cluster analysis (CLA) is a group of multivariatectiniques to classify objects based on the
characteristics they possess (Hsial. 2014). The classification aims to reduce the dsiarality of

a dataset by exploiting the similarities/dissinitlas between cases. CLA techniques address three
main research questions: the formation of a taxgn@ata simplification and the identification of
relationships. Selection of the variables usedharacterise the objects being clustered is strictly
related to the fulfilment of these objectives. Rert we evaluate the adequacy of the sample size,
issues of outliers and multicollinearity, the measwf similarity to be adopted and the

results obtained on the largest sample are rolouttet inclusion/exclusion of those variables, weidke to include as
many regions as possible.

6 Moreover the use of subjective weighting schemgccamvolve other kind of issues related to how sheuld weight

the raw data on the valuations of each individlighe population of each country is adopted, thisy skew the results
in favour of the more populous nations, as it isagvable that many people will hold valuationsikmto the results in

their country (Hagerty and Land 2007, Shagpal.2013).
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standardisation of the data. Similarity is essénb@cause it measures the correspondence or
resemblance between objécts our analysis, we apply the squared Eucliddstance given by the
sum of the squared differences without taking tipgase root that is highly recommended with the
Centroids and Ward methods (Hairal. 2014). After these steps, the partitioning procediegins.
The goal of partitioning procedures is to maximtige distance between groups while minimising
differences within the group’s members. Clustercptures can be hierarchical, non-hierarchical or a
combination of both. Hierarchical procedures ineotw1 clustering decisionsn(is the number of
objects) that combine observations into a hierardihey can operate with two kind of methods:
agglomerative methods, in which clusters start vdihgle objects then joined by other single
clusters; divisive methods, in which all observasicstart in a single cluster and are successively
divided until each is in a single cluster.

The next step is the choice of the clustering dligor, i.e. the rules by which similarity is defined
between multiple-member clusters in the clustepnocess. The selection criteria could differ and
hence different classifications may be obtained tfe same data, even using the same distance
measure. The most common linkage rules are (Si2a0)1

» Single linkage (nearest-neighbour method). Thelamty between two clusters is determined
by the shortest distance between the two closestegits in the different clusters. This is the
most versatile agglomerative algorithm, becauseait define a wide range of clustering
patterns; this is however also its main problemmatiasters are poorly delineated.

 Complete linkage (farthest-neighbour method), eusimilarity is based on maximum
distance between observations in each clusteobgdicts in a cluster are linked to each other
at some maximum distance; it generates the mospacnelustering solutions.

» Average Linkage, similarity is based on all membafrshe clusters rather than on a single
pair of extreme values, so it is less affected iniers.

» Centroid Method, by which the similarity betweerotelusters is the distance between the
cluster centroids.

* Ward’'s Method (Ward 1963), which differs from theyous methods because the similarity
between two clusters is the sum of squares witienctusters summed over all variables. The
selection of the two clusters to combine is basedhe@ combination of the clusters which
minimizes the within-cluster sum of squares actbssset of separate clusters. This method
tends to produce clusters with the same numbebsérvations.

In contrast to hierarchical methods are non-hiéiaed procedures. The latter do not require the
treelike construction process, but assign objetis clusters after specification of the number of
clusters. The first step is the selection of thestdrs seeds (the starting point for each cluster)
specified by the researcher or generated fromdh®gke. The next step is to assign each observation
to one of the cluster seeds based on similaritg. flest common group of this kind of algorithm is
known as K-means (Hartigan 1975). K-means algosthaivide the data into a user-specified
number of clusters and then iteratively reassigseolations to clusters until the minimisation of
distance of observation within the cluster and masation of distance between clusters is reached.
Hierarchical and non-hierarchical methods both gmesome advantages and disadvantages @tair

" There is a wide variety of inter-object similarityeasures, but the most widely used methods age:tkorrelational
measures, distance measures and association nwaSareelational measures compute the correlatiemvden the
objects: an increase in correlation means an igergasimilarity (this method is rarely used in QLRistance measures
are the most commonly used: they represent sittyilasg the proximity between observations across/énables in the
cluster-variate.
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al. 2014). In our case, a combination of the two appines seems to be the best choice. First, a
hierarchical procedure generates a complete setuster solutions; it establishes the applicable

cluster solutions and the appropriate number ddtehg; after this, observations can be clusterea by

non-hierarchical method. We exploit the advantagie®oth methods: the hierarchical technique

facilitates a comprehensive evaluation of a widegea of cluster solutions, whereas the non-

hierarchical clustering better optimises this @usskolution by reassigning observations until

maximum similarity within clusters is achieved.

After having clustered the European regions alteggEWB dimensions, we assess convergence by
considering the synthetic indicators of each domiia final EU well-being indicator and per-capita
GDP (for comparison). In the economic literatur@ergence has been interpreted from a variety of
theoretical perspectives and has been empiricallgstigated through different methodologies. As in
Marchanteet al (2006b), we investigate the convergence procedha well-being levels across
regions by means of two non-parametric statiskoswn aso-convergence (Friedman 1992; Sala-i-
Martin 1994), andy-convergence (Boyle and McCarthy 1997), the latising Kendall's index of
rank concordance (Siegel 1956). T®xeonvergence trend detects the occurrence of ectieduin
regional dispersion over time, whilst thieonvergence dynamics focus on regions’ positionghe
well-being ranking. The adoption of non-parametniethods avoids issues related to the definition of
the correct functional form, typical of the clasdimmodel of convergence analysis, and the problems
of model misspecification. The evolution of indesgersion over the study period is explored by
calculating three inequality measures: the coeffictbf variation (Gianniast al. 1999; Marchantet

al. 2006a, b) and the Theil and Gini indices (Jordh%arabia 2014).

The coefficient of variation of the inddﬁgj is given by:

sd (i, )

that is the standard deviation(@f, divided by the mean df).

In addition, the Gini and Theil Entropy indices ammputed. The Theil index is a special case of the
generalised entropy measure, for which the sentgifparameter — the parameter which determines
the weight assigned to the upper tail — is set (dthe Theil index all the regions have the same
weight independently from their level of developmdowell 2011).

The expressions of the Gini and Theil indices heefollowing:

1 n n
@®) — ® _ ;©
6O = gy 2, 2 1 1)

i=1j=1
no® ®)
I; I;

T® = lz log
n&p(l® p(I®

Whereli(t) denotes the sub-index or the EWB Index for théoreigat timet, x is the arithmetic mean

of the indicator under study amdis the number of regions. The inclusion of differenequality
measures responds to the problems related to #heofusariance in the inequality measurement
(Cowell 2011).

Following O’Leary (2001) we also calculate the raffes-convergence as the annual percentage
between each inequality measure at timand its value at timé (with T>t) where a negative
(positive) value implies convergence (divergence).

CVt(Ili,j):
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The analysis provides a broad picture of the ewmtubf inequality in the eleven year interval
considered, allowing us to determine whether regjialsparities in terms of well-being effectively
decreased.
Sala-i-Martin (1996) argues that convergence isoader concept which is concerned with assessing
the mobility of unities (countries, regions) ovené within the given distribution of the variablé o
interest f-convergence). If backward regions grow faster thaore advantaged regions in the
variable of interest, there is absolgteonvergences andp-convergence are two related concepts,
even if they do not always show up together. QU&94) and Sala-i-Martin (1996) show that
convergence is necessary but not sufficientfoonvergence, while-convergence is sufficient but
not necessary fgf-convergence.
Boyle and McCarthy (1997) propose to investigéteonvergence looking at intra-distributional
mobility over time given by changes in regional kiags in terms of well-being, considering the
Kendall index of rank concordance proposed by 3igf#56). They argue that this index is a direct
measure off3-convergence, while Barro regressions are indir@tis method of assessing
convergence is labelegconvergence. We consider the binary version ofd&éis index, which
takes into account concordance between the ranksaim and the initial year (in our case 2000), for
both the different dimensions of well-being and BWB Index:

var[ar(i}) +ar(17°°°) ]

r— var[2+ar(12°°°) |’

WhereAR(I]-T) is the actual rank of regigrin yearT in the cross-sectional distribution of the index

ky ranges between 0 and 1: the cldsglis to zero the greater is the mobility within #istribution
and the stronger theconvergence.
As in Boyle and McCarthy (1997), we test the nulpbthesis that no association exists between
ranks in yeail and in the year 2000. If the null hypothesis jeacted we have ng-convergence. In
the binary version of Kendall’s index, the testiste is the following:

X2 =2+(S—-1) kg
It is distributed as chi-squared witls§ — 1) degree of freedom, where S is the total number of
European regions consideredand-convergence statistics are computed also for gpita GDP
for comparison.

2.6Data and variables

Following the recommendations of some recent liteea we include in the analysis social and civic
dimensions of well-being other than production amcome variables and construct a composite
index of well-being called EWB (European Well-Being takes into account six different factors
affecting quality of life: 1) health and social chitions; 2) education and training; 3) material
conditions; 4) knowledge economy; 5) local attnaeiess; 6) labour market. The first three
dimensions recall the basic aspects of the UNDP-Hindwever, compared with the HDI, we
highlight three main changes: the higher level evedlopment of the regions considered than the
underdeveloped countries for which the HDI is coved; the switch from a production index (GDP)
to per-capita disposable income as a measure @rialastandards (Stiglitet al. 2009, p. 8) and the
lack of relevant data for European NUTS 2. The tlaste dimensions of the overall well-being index
reflect important aspects of social and civic regiadisparities.
Since each index must represent a positive dimensiavell-being (i.e. an increase of the index is
perceived as an increase in the quality of lif@xiables with a negative polarity for well-beingar
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transformed by calculating their reciprocal valbefore being used in the analysis. The statistical
structure of the data is preliminarily assessedngans of a Principal Component Analysis (PCA)
through analysis of the structure of correlatioetween variables and other related specific tests,
such as the Measures of Sampling Adequacy andahée® test (Haiet al. 2014).

2.6.1 Health and social conditions

This index summarizes two important aspects of@its’ lives. First, it looks at social conditions
including aspects related to population density)(t$&condly it looks at life expectancy (H2) and
infant mortality rates at birth (H3). The study tfe impact of population density upon a
multidimensional concept of quality of life is ralely recent. Crameet al. (2003) develop a
comprehensive, global index of quality of life, amdate the sub-indices and global index to various
socio-demographic variables, somatic health anditlenf population in the residential area; more
recently Fassi@t al. (2013) have shown that population density infleanpsychological, relational
and environmental quality of life. The concept ofpplation density is directly related to the local
liveability of places. Dodds (1997) states thatplealerive pleasure directly from the natural bgaut
and liveability of places, as the biophysical cantaffects our daily lives. Life expectancy at birt
represents the standard procedure for measurinignigéh of human life used by the UNDP Report
(UNDP 1990, 2010). The infant mortality rate measudeaths during the first year of life per 1000
live births and is a more sensible measure forcdiaimed at improving social health, hygiene and
nutrition.

Applying the EW method, the Index of Health is givey:

3
1
Health;, = Z §mmX_Hi,j,t
i=1

where mmx_ldare thel variables (normalised) included in the index.

The principal component analysis (PCA) is appliedhe normalised values of the variaBléBhe
correlation matrix shows good correlation betweanables assessed by means of Kaiser's measure
of sampling adequacy (hereafter MSA) falling witlive acceptable range (at least .50) for each year
(Hair et al. 2014). As a further validation of the suitabildf/the correlation structure of the data, we
use the Bartlett Test of Sphericity that compahesdorrelation matrix with the identity matrix. We
find a small p-value (<0.05) for all years, whicleans that our correlation matrix is significantly
different from a zero correlations matrix.

2.6.2 Material conditions

The income index is given by household’s disposatdeme per-capita. Stiglitet al. (2009) suggest
switching from variables related to production, lsues GDP, to those that measure disposable
income. Material living conditions, determining jpésis ability to satisfy their needs and aspirasion
are essential components of well-being (OECD 2013).

2.6.3 Education and Training

8 PCA is used only to investigate the statisticahsistency of the variables because we need to hasmatitative
comparable measures and not only ordinal measutevanalso want to make spatial comparison (Sonemitd Pena
2008).

9 Detailed information on the results of the priradipomponent analysis for each domain is availtois the author
upon request.
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The index of education aims to identify the leveéleducational attainment. The assessment of the
individual returns from education on productivitpdaearnings were considered in the works of
Becker (1964) and Mincer (1974), first, and in Hamet al. (2003) and Hanushek and Woessmann
(2008) more recently. Education influences manyartgnt aspects of people’s lives (Michalos
2008). Indeed, education entails externalitiegpdiavers effects which involve different aspecfsao
country's progress. The empirical literature fiadsositive relation between higher-quality eduaatio
and better public health and environmental careatgr social cohesion and civil rights protection
(Acemoglu and Angrist 2001; Lochner and Moretti 200Milligan et al. 2004; Moretti 2004;
Miyamoto and Chevalier 2010; OECD 1998, 2010; SSam@d Van Reenen 2003; Hanushek and
Woessmann 2007).

The indicator takes into account the percentagepadple who have completed at least the
compulsory school level (secondary education atiamt) (E1), the participation of adults in life-
long learning and training (E2), and with a negatwlarity the percentage of young people who are
not employed nor involved in any education prograantraining, NEET (E3).

The Education Index is given by:

3
1
Education;,; = Z gmmx_El-,j,t
i=1
Applying the PCA technique, the measure of sampdidgquacy falls in the acceptable range (>0.5)
and the Bartlett test confirms the significancehef correlations.

2.6.4 Knowledge Economy

Research and innovation influence economic weklidpeind competitiveness (Annoni and Dijkstra
2013; Annoni and Kozovska 2010; Schwab and PofAé72IMD 2008; Huggins and Davies 2006).
The index aims to represent regions' potential dapa to changing demand; it covers not only
expenditure on innovation, but also the availapitf human capital with technological skills and
people employed in R&D. We consider regions’ patrbd innovate by means of: Total intramural
R&D expenditure (Gross Domestic Expenditure on R&R})), Human resources in Science and
Technology in percentage of active population (K2)J Employment in technology and knowledge-
intensive sectors (K3).

The index is again computed using an equal wemhedch variable:
3

1
KnowledgeEco;, = Z §mmx_Kl-,j,t
i=1
The Bartlett test finds that correlations are ggigrsignificant when taken collectively (p-value
<0.001), whereas the overall MSA, as well as thasuee of sampling adequacy for each variable,
falls in the middling range (0.70 or above).

2.6.5 Local Attractiveness

This indicator aims to capture the attractivendgggions. The issue of the quality of life tendse
more and more important for the attractivenesgpatss in the context of increasing commuting and
social demand for a good living environment (Kwka&oitys and Mainet 2014). Attractiveness is a
broad concept that is closely interconnected withriotion of competitiveness and with the quality
of the tourism experience. Measuring visitor nurshiera direct and objective means of assessing
success in tourism (Dupeyras and MacCallum 2018)aAroxy for local attractiveness, we use the
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number of arrivals at tourist accommodation essaintients (LA1). Further, we consider a proxy for
people’s perception of safety measured by the recgb of the numbers of victims in road accidents
(killed per million inhabitants) (LAZY.

The Local Attractiveness Index is computed as Waillo

2
1
LocalAtt;, = Z Emmx_LAiJ-,t
i=1

The correlations among variables produce an MS/Aeémh variable that falls, according to Kaiser’s
classification, in the acceptable range (0.50)psued also by a Bartlett test (<0.01).

2.6.6 Labour Market Equality

This index looks at discrimination in the labourrked. The real possibility of finding a job is not
equal among European regions. With regard to jopodpnities, the level of age and gender
discrimination varies considerably across regidls. implement two measures of inequality across
generations and gender in the labour market. Tis¢ dine is given by the ratio of youth to total
unemployment rate for each regiprand yeart (Youth); the second one (Women) is the ratio of
females to total employment. The Labour Market Hguidex is defined as follows

1 1
LabourMarketEq;; = > mmx_Youth; . + > mmx_Women; ,

Where:
l _
Youth; = ZRployment Young (13-34y) l.e. the share of young people employechertatal
Total employment (15—64y)

employed;
Employment Women (15—64y)

Women; = l.e. the share of women employed on the rerrobtotal

Total employment (15—64y)
employed.

The overall MSA (0.5) and Bartlett test (sig. <Q.@bnfirm the existence of a good degree of

correlation among variables; analogously, the M8®efach variable falls above the acceptable range

for all the variables.

All the indicators described above are includetha[0, 1] interval.

2.7 Results
2.7.1 A well-being Index across European Regions

As we pointed out above, the main contribution wf work is to provide both a wider set of quality
of life indicators and a more comprehensive contpasdex of well-being.

The European Well-Being Index (EWB) is given by #imple average of the six sub-indicators
defined above. An “Equal Weight” approach is aggpplied:

1 1 1 1
EWB; . = gHealthj,t + gEducationj,t + gMaterial conditions;; + gKnowledgeEcoj,t

1 1
+ 3 LocalEnv;; + 3 LabourMarketEq; ;

This index varies for each regipand yeat among the [0, 1] interval.
The statistical consistency of the indicator iseased by means of a Principal Component Analysis;
it reveals a good structure of correlation amoregdtib-indices (Table 2). The overall MSA falls in

10 Unfortunately, there are no more variables avélab capture people’s perception of safety inrtgaien region..
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the acceptable range (>0.6) and the Bartlett teistirons the significance of correlations with a p-
value lower than 0.0001. The variance explainedhieyfirst principal component (which considers
six variables) is 48%; this is an acceptable value.

Figure 1 shows the histograms of the EWB valuegdter216 European NUTS 2 of the sample in
ascending order. The lowest values are shown bgetiiens of Bulgaria, Romania, Hungary, Poland,
Slovakia and the Czech Republic; whereas the highiakies are those of Sweden, Austria,
Netherlands, the UK, Belgium, Spain and GermanyerEthough the regional ranking is different,
considering per-capita GDP in 2010 (Figure 2), ¢oes at the bottom and at the top of the list are
almost the same. The coefficient of correlationMeein per-capita GDP and EWB is high (almost
around 0.9) for all the years considered andaiwsays statistically significant at the 0.01 levEhis
result is confirmed also in Figure 3 (a, b) whére two indices are compared at the beginning (2000-
3a) and at the end of the period (2010-3b). Howewere was a smooth reduction of the correlation
over the course of the eleven years, from 0.912080 to 0.877 in 2010; the scatter plots also
confirms this result. However, despite this highreation amongst the two indicators, differenaes i
well-being between regions do not necessarily mpre those based on standard economic
indicators, since they look to different featurégconomic and social progress.

2.7.2 A taxonomy of European regions in EWB

By means of the cluster analysis, we pursue theetbld goal of (a) obtaining a taxonomy of
European regions in well-being dimensions, (b) $ifyipg the data and (c) capturing relationships
between regions. The primary objective is to dgvedotaxonomy that segments EU NUTS 2 into
groups with homogeneous compositions in terms df-beng. The variables used atustering
variablesare the sub-indices for the year 2010 (we haveckigtering variables). The problem of
multicollinearity is excludea priori, because the correlations structure of the vagsablas already
investigated in the principal component analysisrttier, the variables do not suffer from the
problem of heterogeneous scale, because they waréasdised before aggregation into sub-indices.
Since all the six clustering variables are metre, use as similarity measure the squared Euclidean
distance. Given that our sample consists of 21@&mhsions we consider meaningful, following Hair
et al. (2014) a sample representation in which groupkidecat least 10 percent of the sample size.
As mentioned in the previous section, we apply e-$tep cluster analysis: first with a hierarchical
method, in order to determine the appropriate nunobe&lusters, and later with a non-hierarchical
method, for the “fine-tuning” of the results, ptefand validation of the final cluster solution.

Step 1: Hierarchical Cluster Analysis

In this step, we define the preliminary clusterusiohs that will be later analysed with the non-
hierarchical method. We use the squared Euclidezasuore for similarity and the Ward method.

The results of the hierarchical clustering are regzbin Table 3. The table shows an extract of the
agglomeration schedule integrated with three madencns (number of clusters, differences and
percentage increase in heterogeneity) that helfhendefinition of the cluster solution. The best
cluster solution is chosen by applying teeopping rule based on assessing the changes in
heterogeneity. When large increases in heterogeaedur when moving from one stage to the next,
it is best to select the previous cluster solutionour case, the best solution seems to be stép 21
with five clusters, since the increase in hetereggnn the next step is of about 19.2%. This resul
confirmed also in Figure 4 and Figure 5. The scliegram (Figure 4), which connects the increase
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in heterogeneity with the number of clusters, shawseak in the line in correspondence with the
number five, suggesting to opt for this solutioheTdendogram (Figure 5) also gives a visual display
of the agglomeration schedule for the illustratadrhierarchical clustering. Before proceeding with
the non-hierarchical analysis, we investigate & thfferences between clusters are distinctive and
significant. The profile of the clusters is presehtn Table 4 and Figure 6. First, we examine the
distinctiveness, looking at the F-statistics fromeavay ANOVAS in order to see if there are
statistically significant differences in the sixustering variables among the five clusters. The
independent variable is the cluster membership twed dependent variables are the clustering
variables. The results confirm that each of the fdlusters is distinctive. Further, we look at the
cluster mean values and observations.

Cluster 1 contains 46 observations and has a\velgtlow mean on Local Attractiveness and the
highest score for Material Conditions and Knowle@&g®nomy. Cluster 2 includes 68 observations;
it has the highest score for Health and a relativelv value for Local Attractiveness. Cluster 3
contains 43 observations; it has the lowest vabud_dcal Attractiveness and a relatively high value
for Labour Market Equality. Cluster 4 has 28 obaéions and is characterised by the lowest score on
Knowledge Economy and a relatively high value oralde Cluster 5 contains the highest score on
Labour Market Equality. However, cluster size abdeayvation assignments will change in the non-
hierarchical analysis; the final meanings of tive ftlusters will thus be discussed in the next.step

Step 2: Non-Hierarchical Cluster Analysis

Non-hierarchical clustering methods have the adagnbf better “optimising” cluster solutions by
reassigning observations until maximum similaritghm clusters is achieved. In this section, we use
the K-means method and the cluster solution ohteerchical method (five clusters) to develop the
optimal cluster solutions with the non-hierarchiocathod, avoiding the issue of arbitrariness in the
choice of the number of clusters. The results hosva in Table 5. Comparing these results with the
hierarchical analysis, there are slight differenoésa few units in the clusters compositions and
Figure 7 confirms that the means of the variabfegach cluster have a similar trend with both
methods. The one-way ANOVA test, also for the K-nsealuster solutions, confirms that, among
the five clusters, there are statistically sigrfitdifferences in the six clustering variablesh{€b).
Looking at the cluster profile and their composigp we give an interpretation of the clusters
obtained with the K-means method:

» Cluster 1 contains 29 observations; it has a xabtilow value for Local Attractiveness, the
lowest value for Labour Market Equality and a nekly high value for Health (table 5 and
figure 7). The Health mean value for this clustehigher than EU (216 NUTS) average.
Looking at the regions included in this group (Eab) and at Figures'Bemerges that it
includes regions with good living standards, butviow values of per-capita GDP (Figure 8-
g). These are the Italian “Mezzogiorno”, some Sgland Portuguese regions, together with
some Greek and Czech regions. This isMirgdle-low well-beingegions cluster.

» Cluster 2 includes 65 observations. It shows tighdst value for Health and a relatively high
value for Material Conditions; on the other handhas a relatively low value for Local
Attractiveness (lower than EU average) (Table 5 Rigdire 7). The box-plots show that this
group is characterized by better living conditidhan the previous one for all indicators
except Education. Looking at its composition, them® some regions from Belgium,

111n these figures, per-capita GDP is used as aluatian variable.
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Germany, North Italy, France and Sweden; consetyyenhtan be labelled as the group of
regions withMiddle well-being

» Cluster 3 has 44 observations; it shows valuesrdkan the national average (almost equal
only for Labour Market Equality). It has the lowestean values for Health, Material
Conditions and Education (Figure 7). Figure 8-gvehthat this group is characterised also by
regions with the lowest per-capita GDP values.ntiudes the least developed European
regions (from Bulgaria, the Czech Republic, Latvidghuania, Hungary, Poland, Romania
and Slovakia). This is theow well-beinggroup.

» Cluster 4 groups 34 observations. Opposite to teeigus cluster, it has higher values than
the European average for all variables (Table B)s Tesult is confirmed by Figure 7 and
Figures 8. Figure 8-g in particular representshkibr-plot for per-capita GDP; it shows that
this cluster contains the regions with the highestan values also for this productive
indicator. Table 6-d proves this result, sincenitludes the wealthier regions of our 216
NUTS 2 (from Belgium, Germany, North Holland, Swedend the UK, plus three capital
city-regions: Prague, lle-de-France and Madrid)isTik the group of thédigh well-being
regions.

» Cluster 5 has 44 observations; the mean valudseofdriables are around the EU average for
Health, Material Conditions and Knowledge Economereas values for Education and
Local Attractiveness are higher (Table 5). Table @isplays that this group is characterised
by regions with middle or high values of the indara (Figures 7 and 8). It includes many
regions from the UK, the less developed regionsnftbe Netherlands (that are however
above the European average), Austria and the westittegions of Spain. By reason of these
considerations, we can name the group asfildele-high well-beingegions.

A map of the taxonomy of European regions in wellly dimensions is shown in Figure 9.

The final stage relies on the processes of clusdation and profiling. First, cluster stability
assessed. Given that the software chose the éest points, we sort the observation in a different
way and then we perform the cluster analysis ogegnausing the same K-means method. The new
cluster solution is compared with the previous with a cross-classificatidf (Table 7). The result
supports the validity of the cluster analysis, sitise five cluster solutions appear strongly stable
with zero percent cases of switching to anothestelubetween solutioh$ A further robustness
check is the assessment of the validity criterionprder to verify the predictive validity of the
analysis. We choose two variables that have a ¢ieal cluster relationship with the clustering
variables but were not included in the analysis:qapita GDP and EWB Index. Our aim is to verify
if there are significant differences in these Malea across the clusters, using a MANOVA model
estimation. Table 8 displays the results. The dv&#ANOVA model is significant, independently
of the index used; the individual F-statistics also significant. The results demonstrate eviderice
the criterion validity, since the cluster solutican predict also other key outcomes.

As a final robustness check, we perform the clustelysis also for the solutions with four and six
clusters, even if the break-down in the scree @otlearly identified in correspondence of five

12 Using the cluster membership from the first K-nmgeaplution as one variable and the cluster memipersriable
from the second K-means as the other variable.
13 The only changes that interested the cluster lateelcluster 1 becomes 3; cluster 2 becomes 518 to 2 and 5 to 1;

4 remains unchanged.
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clusters®. In both cases, the results have some problensamiple representativeness. With six
clusters there is a group with only six units (l#en 10% of the sample), whereas in the four etust

solutions there is an excessively wide group inclgd®0 units (almost half the sample); we thus
argue that the five clusters solutions is still biest.

The cluster analysis gives us a taxonomy of welidpdor the European regions considered in the
year 2010. Adopting a diachronic perspective, i fitllowing section, we look at the evolution of

well-being between the beginning and the end ottaeen-year period analysed.

2.7.3 Assessing convergence in European Well-Being

In this section, we investigai®convergence across European regions as regartsthimtEWB
index and each of its components; we then compgaedsults obtained with per-capita GoP
convergence.

We calculate different indices of dispersion: tlheféicient of variation, the Theil index and thenGi
index, in order to assess if disparities have demeé over time. We consider both the whole period
(2000-2010) and two sub-periods (2000-2005 and -200%). As in Jord&t al. (2014), to facilitate
comparison of the results we consider the numlsic@s with the year 2000 as base. The evolution
of the three indices in the period considered esented in Figure 10 and Table 9. Considering the
EWB, it has a clear decreasing trend (Figure 1@dependently of the measure of inequality
considered. The-convergence rate in the whole period ranges fra0,0df we consider the Theil
index, to 3.23, if we look at the Gini coefficient.

The reduction of dispersion concerns both sub-dsriti we consider per-capita GDP, the reduction
of disparities is even higher for all measuresnefuality, but the main decrease is found in tre fi
sub-period and is relatively feeble (with a conesrce rate of 0.46) in the second. Figure 11 shows
the coefficients of variation of per-capita GDP &M/B. This latter has a stable decreasing trend
throughout the years considered, whilst for GDPcllmee becomes quite flat after 2005. The trend in
terms of GDP is similar for the Material Conditidmslex, which represents the economic dimension
of EWB and has an overattconvergence rate ranging from 8.22 (Gini) to 1§Tf7eil). Looking at

the evolution of the inequality indices for the mmng dimensions, we find a triangular curve for
the Health, Local Attractiveness and, though iressImarked way, Education indices. This means
that in the first five years there was an increaseross-EU regions disparities in these dimensions
followed in the next five years by a reductionhe inequality measures. In other words, regiond ten
to became more similar. An opposite tendency (coroegve) is on the other hand observed for the
Labour Market Equality index. This shows a reductio disparities in the first sub-period, followed
by an increase in later years. This means thaédent years, European regions have become less
similar in terms of gender and intra-generationgliadity in the labour market. The Knowledge
Economy index presents a decreasing trend for fudtkperiods, even if the main reduction occurs in
the first five years considered (ranging from 2@05.38).

These results confirm the general scenario foundoime previous convergence analysis studies
(Marchanteet al. 2006; European Commission 2013) which highlighyeaeral convergence trend,
slowed down in more recent years by the effectthefcrisis. To focus on the mobility of regions
over time within the cross-regional distribution efich dimensiony{convergence), we consider
Kendall's index of rank concordance (Table 10). Each sub-index as well as for the two overall
indicators, EWB and per-capita GDP, Kendall's intlerxds to one. There is thus no evidence of rank

¥ The results of these additional analyses areablailfrom the author upon request.
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mobility within the distribution. This means théiet process of-convergence did not significantly
affect the relative positions of European regidnsother words, backward regions were not able to
improve their conditions enough to modify their itg@al ranking. The null hypothesis of no
association among the ranks in different years ¢lwtmeans convergence is happening) is always
rejected with a significance level of 0.5%, so d@wsence of-convergence is confirmed.

In conclusion, neither significant improvements marsening occurred for the overall well-being
indicator, per-capita GDP and the single dimengilices in regional intra-distributional mobility
over the period analysed.

2.8Conclusions

The aim of this paper is to contribute to the emplrliterature on the measurement of social and
economic progress by calculating a synthetic irtdicaf well-being for 216 NUTS 2 regions of the
European Union (27 member states). With this goahind, we consider a database of 15 variables
and construct six composite indicators that refigiffierent dimensions of human well-being and
social development: people’s health and social itimmd; education and life-long learning; material
conditions of households by considering their dégibe income; knowledge economy; local
attractiveness (in terms of infrastructure and igtuinflows); age and gender inequalities in the
labour market. All these sub-indicators are themlgioed in a synthetic index of well-being, the
European Well-Being index (EWB).

The aim of the paper is threefold: the constructbrsix sub-indices and a synthetic indicator of
well-being; the definition of a taxonomy of Europegegions in relation to these dimensions; the
assessment of well-being and per-capita GDP coewegjdivergence processes across regions over
the period considered. The analysis focuses omiadpef eleven years, from 2000 to 2010, and two
sub-periods, the first one from 2000 to 2005 ardsacond one from 2005 to 2010. The analysis of
the distribution of well-being across European oegiis carried out by performing a cluster analysis
on the six sub-indices. By reason of the unavditgbof data for complete time series for a long
enough period, regional convergence is investightetheans of two non-parametric techniques,
convergence angiconvergence.

The cluster analysis results show that Europeammegcan be grouped into five different sets in
relation to their level of well-being. The firstayp contains 29 observations, characterized by low
levels of per-capita GDP and relatively good stadsi@af living (especially for the essential aspects
of human well-being: health, education and mateaalditions — the dimensions of the HDI); for this
reason the cluster is nambtiddle-low well-beingregions. Cluster 2 includes 65 observations; it is
characterised by the highest value for health aneladively high value for material conditions; it
shows higher values than the previous group inliallensions (except for education) also for those
not considered in the HDI. Per-capita GDP is algdr; this group is the cluster dfiddle well-
being regions. The next cluster has 44 observationshaws values in line with the European
average in terms of the Labour Market Equality indheit lower for the other dimensions of well-
being; further, for the domains of Health, Mater@bnditions and Education, it shows the worst
results on average when compared to the otherectuand is also characterised by the lowest per-
capita GDP values. It includes regions from thetl@eveloped European countries and we label it
the Low well-beinggroup. The fourth cluster has 34 observationspeg to the previous one, it has
higher values than the European average for alchhstering variables; furthermore, it shows the
highest mean values of per-capita GDP. For thessores, it is labelled as the groupHigh well-
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beingregions. The last group contains 44 observatiibns;characterised by regions with middle or
high values of the indicators. In particular, theam values of the variables are around the EU
average for Health, Material Conditions and Knowledconomy, whereas it shows higher values
for Education and Local Attractiveness. Given thesesiderations, we name this group kfiedle-
high well-beingregions.

These results highlight two main points: the fisstggests, once again, that well-being is not
completely disconnected from the productive aspeafured by GDP, supporting the idea that is
not necessary to go beyond GDP but to considetiaddi dimensions that it does not account for.
Secondly, it confirms the important issue of thespence of differences not only between countries
but also within the regions of the same countrystaswvn above, not all the regions of a same country
are included in the same group (figure 9). Assessmokthe well-being dynamics across regions is
performed by looking at the existence of convergepcocesses. The analysis in termscef
convergence, aimed to verify if disparities deceglagver time, is conducted by using three different
measures of dispersion: the coefficient of varigtithe Theil index and the Gini index. The results
show that, in terms of the EWB index, Europeanaegiconverged in the ten year interval analysed,
independently of the measure of inequality use@ cFbonvergence rate during the period goes from
0.50, if we consider the Theil index, to 3.23, i€ Wwok at the Gini coefficient. The reduction of
inequalities interested both sub-periods, but wasenmarked in the first one. Looking at per-capita
GDP, the decrease is higher in value, even if tbevergence process is almost completely
concentrated in the first sub-period and is reddyiieeble (with a convergence rate of 0.46) in the
second. The trend of the inequality measures of GR#so found for the economic dimension of the
EWB, the Material Conditions index, characterisgdah overalls-convergence rate of at least 8.22
(Gini coefficient), even if it shows a less markddw-down in the second sub-period. A concave
curve is found for the Health, Local Attractivenes¥d, though less markedly, Education indices.
Relatively to these areas, in the first five yeheye was an increase in cross-EU regional dispsirit
followed by a reduction in the inequality measuireshe following five years. In other words, for
these dimensions the first five years of the neWermmium were characterised by divergence, even
though regions were becoming more similar in teoh&DP. Further, as regards these domains,
European regions began to converge in the secdmghexiod when instead the GDP convergence
slowed down. Conversely, a convex line is obtaifeedhe Labour Market Equality Index, meaning
that gender and intra-generational disparities sscregions have increased in the labour market in
more recent years. A decreasing trend for bothpmrlmds characterised, instead, the Knowledge
Economy Index, even if convergence in the secobepguiod was weaker. In conclusion, we can say
that, in the first sub-period, for half of the wbking dimensions (Material conditions, Knowledge
Economy and, in some measure, Labour Market Egdalié find convergence; in the second sub-
period all indices converge (except for Labour Markquality), albeit more slowly than in the past.
The analysis in terms of intra-distributional magibassessed by means of the Kendall Index of rank
concordancey( convergence), shows no evidence of mobility of thgions across ranks. Tle
convergence process did not affect the relativatipasof European regions which remained almost
unchanged in the time range considered; in faetntlll hypothesis of no association among ranks in
different years (which means convergence is hapggns always significantly rejected (with at
0.5%).

In conclusion, results clearly show that differenae well-being between regions do not necessarily
reproduce those based on standard economic indic&egional differences in well-being are at
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least as relevant as those in terms of per caditR,&Buggesting the need to give more attention in
public policy goals and design to quality-of-lifeatures of economic progress.
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2.9 Appendices
2.9.1 Figures

Figure 1- EWB values (2010)
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Source: our elaboration on Eurostat data

Figure 2-per-capita GDP (standardized) values (2010
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Figure 3- European NUTS 2 regions by per-capita @B&well-being index (2004, 2010).
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Figure 4- Percentage change in heterogeneity
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Figure 5- Dendogram
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Figure 6- Hierarchical cluster Profile (Means)
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Figure 7-Non-hierarchical cluster Profile (Means)
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Figure 8 Box-plot K-means cluster solutions
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Figure 9- A taxonomy of European NUTS 2 in wellfdzedimensions
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Figure 10- Inequality in the per-capita GPD anthie EWB and its components (2000=100)
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Figure 11- EWB and per-capita GDP coefficients arfiation (2000-2010)
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2.9.2 Tables

Table 1- Variables, definitions and polarities

Polarity
relative
PILLAR CODE [TITLE to EWB
H1 Population density -
HEALTH  AND | H2 Life expectancy at birth (ex) +
SOCIAL Infant mortality rate at birth - ratio of the totaimber of deaths of children under one year
CONDITIONS H3 of age during the year to the number of live biitihshat year. The value is expressed |per
1000 live births.
MATERIAL L .
- +
CONDITIONS M1 Household per-capita disposable income
El Persons aged 25-64 with lower secondary edurcattainment, % +
EDUCATION E2 Participation of adults aged 25-64 in educatiod training % +
AND TRAINING E3 Young people aged 18-24 not in employment and m@tny education or training, NEET
rates level 0-2 ISCED %
K1 Total intramural R&D expenditure (GERD) +
KNOWLEDGE . . .
- 0,
ECONOMY K2 Human resources in Science and Tech; % actipe po +
K3 Employment in technology and knowledge-intensgetors +
LOCAL LA Arrivals at tourist accommodation establishnsent +
ATTRACTIVENE o ) . )
ss LA2 Victims in road accidents (deaths per milliahabitants) -
LABOUR L1 Young employment index [Young Employment (15-B#gtal employment] +
MARKET L2 Women employment index [Women Employment(15-6844¢n Employment (15-64y)] +
GDP Gross domestic product (GDP) at current markieepr

Table 2-Coefficients of correlation among sub-iedi¢2010)

. Labour
Health Mater.lgl Education Knowledge  Local ) Market
Conditions Economy Attractiveness .
Equality
Health 1.000 723 562 .390 .260 -.214
Material 723 1.000 479 641 424 -.034
Conditions
Education .562 479 1.000 .343 .354 170
Knowledge 390 641 343 1.000 512 251
Economy
Local 260  .424 354 512 1.000 266
Attractiveness
Labour Market ), 434 170 251 266 1.000
Equality

Source: our elaboration on Eurostat data
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Table 3-Agglomeration schedule for hierarchicabtdu solution (first ten and last ten stages)

Cluster Stage Cluster
Combined Number ._Proportionate First Appears
Stage Coefficients of clusters Increase .mincrease in Next
Cluster Cluster after heterogeneity .. Cluster Cluster Stage
1 2 combining heterogeneltyl 2
to next stage
1 169 171 .000 215 0.00 254.0 0 0 2
2 168 169 .000 214 0.00 128.6 0 1 89
3 149 159 .001 213 0.00 75.1 0 0 7
4 84 102 .002 212 0.00 46.5 0 0 39
5 119 120 .003 211 0.00 39.4 0 0 133
6 49 95 .004 210 0.00 28.9 0 0 67
7 149 157 .005 209 0.00 23.4 3 0 14
8 111 112 .006 208 0.00 20.0 0 0 134
9 155 158 .008 207 0.00 17.0 0 0 52
10 85 99 .009 206 0.00 14.7 0 0 104
205 3 4 5.974 11 0.42 7.0 193 199 208
206 15 18 6.391 10 0.54 8.4 202 171 207
207 12 15 6.930 9 0.58 8.3 191 206 215
208 3 67 7.508 8 0.60 8.0 205 194 212
209 66 90 8.105 7 0.61 7.5 200 204 212
210 1 33 8.713 6 0.67 7.7 203 182 211
211 1 2 9.381 5 1.80 19.2 210 201 214
212 3 66 11.178 4 2.36 21.1 208 209 213
213 3 58 13.542 3 3.82 28.2 212 192 214
214 1 3 17.357 2 13.40 77.2 211 213 215
215 1 12 30.752 1 214 207 0
Source: our elaboration on Eurostat data
Table 4- Means from hierarchical cluster analysis
Variable Mean Values
Cluster Number:
1 2 3 4 5 F Sig.
Nr of observations 46 68 43 28 31
Health 0.44 0.46 0.16 0.44 0.36 137.65 0.00
Material consitions 0.67 0.62 0.10 0.34 0.48 400.11 0.00
Education 0.34 0.30 0.14 0.29 0.41 50.46 0.00
Knowledge Economy 0.56 0.31 0.17 0.13 0.31 131.02 .000
Local Attractiveness 0.24 0.10 0.05 0.07 0.20 41.70 0.00
Labour Market Equality 0.58 0.52 0.60 0.37 0.65 135. 0.00

Source: our elaboration on Eurostat data

133



Table 5- Means from K-means cluster analysis

Mean Values Mean ANOVA
Variable Values al

Cluster Number: regions

1 2 3 4 5 EU F Sig.
Nr of observations 29 65 44 34 44 216
Health 0.449 0.450 0.165 0.447 0.386 0.38 122.36 0.000
Material consitions 0.352 0.632 0.097 0.684 0.5100.47 384.86 0.000
Education 0.301 0.272 0.143 0.347 0.4180.29 73.68 0.000
Knowledge Economy 0.138 0.3250.171 0.613 0.3210.31 156.34 0.000
Local Attractiveness  0.066 0.106 0.052 0.247 0.2000.13 39.60 0.000
Labour Market Equality0.368 0.504 0.594 0.578 0.644 0.54 41.75 0.000

Source: our elaboration on Eurostat data
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Table 6- Clusters’ composition

(a) Cluster 1- Middle-low well-being regions

NUTSCODE NUTSLABEL
Cz02 Stedniechy
Cz03 Jihozapad
Cz05 Severovychod
Cz06 Jihovychod
Czo7 Stedni Morava
EL11 Anatoliki Makedonia, Thraki)
EL12 Kentriki Makedonia)
EL14 Thessalia
EL23 Dytiki Ellada
EL24 Sterea Ellada
EL25 Peloponnisos
EL43 Kriti
ES11 Galicia
ES13 Cantabria
ES41 Castillay Ledn
ES42 Castilla-La Mancha
ES43 Extremadura
ES62 Regién de Murcia
ITF1 Abruzzo
ITF2 Molise
ITF3 Campania
ITF4 Puglia
ITF5 Basilicata
ITF6 Calabria
ITG1 Sicilia
ITG2 Sardegnha
PT11 Norte
PT16 Centro (PT)
PT18 Alentejo
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(b) Cluster 2- Middle well-being regions

NUTSCODE NU TSLABEL
BE22 Prov. Limbu rg (BE)
BE23 Prov. Oost-Via anderen
BE25 Prov. West-Via anderen
BE32 Prov. Hainaut
BE33 Prov . Liege
BE34 Prov. Luxembou rg (BE)
BE35 Prov . Namur
DE26 Unter franken
DE27 S chwaben
DE40 Bran denburg
DE72 GielRen
DES80 Mecklenburg-Vor pommern
DE92 H annover
DE93 L uneburg
DE94 We ser-Ems
DEA1 Dus seldorf
DEA3 Minster
DEA4 Detmold
DEAS A rnsberg
DEB1 Koblenz
DEB2 Trier
DEB3 Rheinhesse n-Pfalz
DECO S aarland
DEEO Sachsen -Anhalt
DEFO Schleswig-H olstein
DEGO Th dringen
EL30 Attiki
ES12 Principado de A sturias
ESs21 Pai s Vasco
ES22 Comunidad Foral de Navarra
ES23 L a Rioja
ES24 Aragon
FR21 Champagne- Ardenne
FR22 P icardie
FR23 Haute-No rmandie
FR24 Centre
FR25 Basse-No rmandie
FR26 Bo urgogne
FR30 Nord - Pas-de -Calais
FR41 L orraine
FR42 Alsace
FR43 Franch e-Comté
FR51 Pays de | a Loire
FR52 B retagne
FR53 Poitou-Ch arentes
FR61 Aq uitaine
FR63 L imousin
FR71 Rhén e-Alpes
FR72 A uvergne
FR81 Languedoc-Rou ssillon
FR82 Provence-Alpes-Cbte d'Azur
ITC1 P iemonte
ITC3 Liguria
ITC4 Lo mbardia
AT12 Niederost erreich
AT21 Karnten
AT22 Ste iermark
AT31 Oberost erreich
AT34 Vor arlberg
F119 Lans i-Suomi
SE31 Norra Mellan sverige
SE32 Mellersta N orrland
SE33 Ovre N orrland
UKG1 Herefordshire, Worcestershire and Warwi ckshire
UKM6 Highlands and Islands
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(c) Cluster 3- Low well-being regions

NUTSCODE NUTSLABEL

BG32 Severen tsentralen)
BG33 Severoiztochen)
BG34 Yugoiztochen)

BG41 Yugozapaden)
BG42 Yuzhen tsentralen)

Cz04 Severozapad
Cz08 Moravskoslezsko
EEO0 Eesti
LV0O Latvija

LTOO Lietuva

HU10 Kozép-Magyarorszag
HU21 Kdzép-Dunantal
HU22 Nyugat-Dunantul
HU23 Dél-Dunantul
HU31 Eszak-Magyarorszag

HU32 Eszak-Alfold
HU33 Dél-Alfold
PL11 6dzkie
PL12 Mazowieckie
PL21 Maopolskie
PL22 Iskie
PL31 Lubelskie
PL32 Podkarpackie
PL33 witokrzyskie
PL34 Podlaskie
PL41 Wielkopolskie
PL42 Zachodniopomorskie
PL43 Lubuskie
PL51 Dolnolskie
PL52 Opolskie

PL61 Kujawsko-Pomorskie
PL62 Warmisko-Mazurskie

PL63 Pomorskie
RO11 Nord-Vest
RO12 Centru

RO21 Nord-Est
RO22 Sud-Est

RO31 Sud - Muntenia
RO32 Bucureti - llfov
RO41 Sud-Vest Oltenia

RO42 Vest

SK02 Zéapadné Slovensko
SK03  Stredné Slovensko
SK04 Vychodné Slovensko
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(d) Cluster 4-High well-being regions

NUTSCODE

NUTSLABEL

BE10 Région de Bruxelles-Capitale/Brussels H

oofdstedelijk Gewest

BE21 Prov. Antwerpen
BE24 Prov. Vlaams-Brabant
BE31 Prov. Brabant Wallon
Czo1 Praha
DE11 Stuttgart
DE12 Karlsruhe
DE13 Freiburg
DE14 Tubingen
DE21 Oberbayern
DE25 Mittelfranken
DE30 Berlin

DE50 Bremen
DE60 Hamburg
DE71 Darmstadt
DE91 Braunschweig
DEA2 KolIn
DED2 Dresden
ES30 Comunidad de Madrid
FR10 fle de France
FR62 Midi-Pyrénées
LUOO Luxembourg
NL31 Utrecht
NL32 Noord-Holland
AT13 Wien
SE11 Stockholm
SE12 Ostra Mellansverige
SE22 Sydsverige
SE23 Vastsverige
UKH2 Bedfordshi re and Hertfordshire
UKJ1 Berkshire, Buckinghams hire and Oxfordshire
UKJ2 Surrey, East and West Sussex
UKJ3 Hampshi re and Isle of Wight
UKK1 Gloucestershire, Wiltshire a nd Bristol/Bath area
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(e) Cluster 5- Middle-high well-being regions

NUTSCODE NUTS LABEL
ES51 Cat aluia
ES52 Comunidad Valen ciana
ES53 llles Ba lears
ES61 Anda lucia
ES70 Can arias
NL11 Gron ingen
NL12 Friesland (NL)
NL13 Dr enthe
NL21 Overi jssel
NL22 Gelde rland
NL23 Flev oland
NL33 Zuid-Ho lland
NL34 Ze eland
NL41 Noord-Br abant
NL42 Limburg (NL)
AT32 Sal zburg
AT33 Tirol
PT17 L isboa
S102 Zahodna Slov enija
SKO01 Bratislavsky kraj
SE21 Smaland med darna
UKC1 Tees Valley and D urham
UKC2 Northumberland and Tyne and Wear
UKD3 Greater Manch ester
UKD4 Lanca shire
UKE1 East Yorkshire and Northern Lincoln shire
UKE2 North York shire
UKE3 South York shire
UKE4 West York shire
UKF1 Derbyshire and Nottingham shire
UKF2 Leicestershire, Rutland and Northampton shire
UKF3 Lincoln shire
UKG2 Shropshire and Stafford shire
UKG3 West Mid lands
UKH1 East A nglia
UKH3 Essex
UKJ4 Kent
UKK2 Dorset and Som erset
UKK4 Devon
UKL1 West Wales and The Va lleys
UKL2 East Wales
UKM2 Eastern Sco tland
UKM3 South Western Sco tland
UKNO Northern Ir eland
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Table 7- Cross-Classification to assess clustéilgya

Cluster Number of Case Cluster Number of Case Second K-Means
. Total
First K-Means 1 2 3 4 5
1 0 0 29 0 0 29
2 0 0 0 0 65 65
3 0 44 0 0 0 44
4 0 0 0 34 0 34
5 44 0 0 0 0 44
Total 44 44 29 34 65 216
Source: our elaboration on Eurostat data
Table 8- Multivariate F Results assessing Clustlrt®n Criterion Validity
Tests of Between-Subjects Effects
Source Dependent Type Idf Mean F Sig.
Variable Sum of Square
Squares
Corrected EWB 1,953 4 ,488 291,312 ,000
Model Per-capita GDP 3,519 4 ,880 139,114 ,000
Multivariate tests
Effect Value F Hypothesis Error df Sig.
df
Pillai's Trace ,952 47,965 8,000 422,000,000
Wilks' Lambda ,134 91,139 8,000 420,000,000
Hotelling's Trace5,841 152,604 8,000 418,000,000
Egzts Largets 729 302,196 4,000 211,000,000

Q

) R Squared = ,847 (Adjusted R Squared = ,844

R Squared =,725 (Adjusted R Squared =,720

©  Exact statistic

9 The statistic is an upper bound on F that yiellis\@r bound on the significance level.

Source: our elaboration on Eurostat data
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Table 9-6-convergence for each of the indexes of overall-lveing, for the overall index of well-
being and for per-capita GDP

o-convergence rate

Inequality measure 2000 2005 2010 2000-2(®5-2010 2000-2010
Coefficient of variation 0.351 0.383 0.351 8.90 -8.34 -0.18
Health Gini Coefficient 0.190 0.202 0.190 6.18 -5.82 -0.01
Theil index (GE(a), a=1)0.073 0.084 0.072 15.12 -13.88 -0.86
Coefficient of variation 0.438 0.440 0.412 0.47 -6.34 -5.90
Education Gini Coefficient 0.247 0.249 0.232 1.05 -6.96 -5.99
Theil index (GE(a), a=1)0.094 0.096 0.085 1.68 -11.55 -10.07
Coefficient of variation 0.534 0.511 0.487 -4.22 -4.74 -8.77
Material Conditions Gini Coefficient 0.295 0.280 0.271 -4.99 -3.40 -8.22
Theil index (GE(a), a=1)0.187 0.173 0.152 -7.41 -12.28 -18.77
Coefficient of variation 0.611  0.567 0.555 -7.25 -2.10 -9.20
Knowledge Economy  Gini Coefficient 0.334 0313 0.307 -6.46 -1.94 -8.27
Theil index (GE(a), a=1)0.184 0.164 0.156 -11.02 -4.89 -15.38
Coefficient of variation 0.813 0.925 0.833 13.77 -9.93 2.47
Local Attractiveness Gini Coefficient 0.390 0410 0411 492 0.34 5.27
Theil index (GE(a), a=1)0.260 0.300 0.282 15.73 -6.00 8.79
Coefficient of variation 0.221  0.224 0.238 1.06 6.43 7.56
Labour Market Equality  Gini Coefficient 0.118 0.123 0.130 3.77 5.44 9.41
Theil index (GE(a), a=1)0.028 0.028 0.032 -1.87 15.86 13.69
Coefficient of variation 0.298 0.295 0.292 -1.02 -0.82 -1.83
European Well-Being Gini Coefficient 0.169 0.167 0.164 -1.64 -1.62 -3.23
Theil index (GE(a), a=1)0.046 0.046 0.046 -0.13 -0.37 -0.50
Coefficient of variation 0.597 0.566 0.564 -5.06 -0.46 -5.49
Per-Capita GDP Gini Coefficient 0.331 0.309 0.307 -6.50 -0.79 -7.23
Theil index (GE(a), a=1)0.214 0.189 0.173 -11.69 -8.39 -19.10

Source: our elaboration on Eurostat data
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Table 10- Kendall's indexy-convergence

2000 2005 p-value 2010 p-value
Health 1 0.9488 <0.005 0.9224 <0.005
Education 1 0.9650 <0.005 0.9558 <0.005
Material conditions 1 0.9865 <0.005 0.9418 <0.005
Knowledge Economy1l 0.9827 <0.005 0.9623 <0.005
Local Attractiveness 1 0.9503 <0.005 0.9396 <0.005
Labour market 1 0.8852 <0.005 0.8372 <0.005
Well Being 1 0.9850 <0.005 0.9695 <0.005
Per-capita GDP 1 0.9915 <0.005 0.9641 <0.005

Source: our elaboration on Eurostat data
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EssAy 3

M EASURING WELL -BEING INA MULTIDIMENSIONAL PERSPECTIVE: A
MULTIVARIATE STATISTICAL APPLICATION TO ITALIAN REGIONS

[Abstract]

The interest for measures of well-being, as oppdeenhore traditional economic indicators of
wealth, has been rapidly increasing in recent yegs paper aims to contribute to the empirical
literature on the measurement of well-being indicat We consider ten dimensions of well-being
and calculate, for each of them, a synthetic indigeby applying principal component analysis.
The focus is on the 20 ltalian regions. The dimemsiof well-being considered relate to: culture
and free time; education; employment; the enviramiavailability of essential public services;
health; material living conditions; personal setyrresearch and innovation; and the strength of
social relations. Overall, 57 variables are conmsideWe then use these indicators of different
aspects of the well-being of an area to generagan, by using principal component analysis - an
index of overall well-being. The analysis is congacfor each of the seven years over the period
2004-2010. Rankings of the regions based on thedtats of well-being are compared with those
based of the most traditional indicator of econoprcformance, per-capita GDP. Results clearly
show that differences in well-being between regidasnot necessarily reproduce those based on
standard economic indicators. Regional differencesell-being are at least as relevant as those in
terms of per capita GDP, suggesting the need te giere attention in public policy goals and
design to quality-of-life features of economic pegs. Further, the essay investigates well-being
dispersion across regions and rank mobility overdhme period. Italian regions tend to become
more similar in terms of their well-being over tin@convergence), but no evidence emerges of
significant intra-distributional mobilityy¢convergence).

Keywords: well-being indicatorss-convergencey-convergence; principal component analysis;
Italy; regions.
Jel Classification D63; 131; O18; R11.

3.1Introduction

The issue of measurement of well-being beyondadtsmemic features has gained momentum both
in academic research and in public debate.

An impulse to the intensification of studies insthiield has recently been provided by the
publication of the Report by the "Commission foe deasurement of Economic Performance and
Social Progress" (Stiglitet al, 2009), but also by a number of initiatives proadoby prestigious
international organizations: the UNDP, since thgif@ng of the Nineties, has been carrying out
the pioneering work of calculating a Human Develepimindex (HDI); the OECD starting from
2011 provides a bi-annual assessment of well-b@imgember countries and in selected emerging
economies (OECD 2013); the European Union organ&zedimber of international conferences
with the aim of going “beyond GDP” in order to ctmst well-being indicators, on the assumption
that environmental protection, biodiversity andiabcohesion are essential factors for progress;
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since 2011 the European Statistical System Comei{eSSC) has been working towards
developing a set of Quality of Life indicators #6U countries.

At the same time, many countries have intensifresdr tefforts to produce statistics for measuring
well-being. The report of the “Stiglitz Commissioaited before was in fact commissioned by the
French government to a group of experts, includNiopel laureates. In the United States, the 2010
Key national Indicators Act prescribes the creatodra system of indicators providing accurate
information on well-being in a number of dimensipimsCanada, th€anadian index of well-being
considers indicators of social and living condisoof the population; in Ireland the Central
Statistics Office measures progress based on Idi€ators, more than half relating to the social
domain, the others covering the economy, innovadiot the environment. In the Netherlands, the
Dutch Social and Cultural Planning Office providas Living Condition Indexwhich combines
eight indicators covering aspects such as housieglth, consumption of durables, leisure, sports
social participation, mobility and holidays. A tafskce on “Growth, well-being and quality of life”
which includes a section on the “development obmprehensive welfare and progress indicator”
was launched by the German Parliament in 2010héntinited Kingdom the Office for National
Statistics (ONS) launched in 2010 the “Measuringidel Well-being Programme” and started to
hold a consultation on proposed actions and indisator the measurement of well-being. The
National Statistical Office of Malta has recenttygroved the methodology and enriched the set of
indicators included in its Survey Income and Lividgnditions carried on since 2005 with statistics
on the information society and sustainable devekygmin Italy, a recent project carried on by the
Italian National Institute of Statistics (ISTAT) inonjunction with the National Council for
Economy and Labour (CNEL) has given rise to a thase covering 12 dimensions of “Equitable
and Sustainable Well-Being” (whose Italian acronyused hereafter, is BES) consisting of a set of
134 outcome indicatotsThey also provide a report in which well-beindtaly is examined from a
multi-dimensional perspective in the spirit of trommendations of the “Stiglitz Commission”,
with each chapter focusing on one specific issue BES report, however, does not attempt the
final step of aggregating the data into a syntheasure of well-being.

This paper aims to contribute to the empiricalréitare by investigating changes in ten different
dimensions of well-being in Italian regions. Fronstaict economic standpoint, many indicators
geographically group Italian regions into more deped areas clustered in the Centre-North of the
country, while in the South, notwithstanding thestence of important entrepreneurial successes
and high-tech clusters (see Cersosimo and Vi€diBR areas of economic backwardness are still
common (Figure ) the eight Mezzogiorno regions as a whole prod2E% of the national GDP
and export only 10% of the overall Italian expaddas, the South contains one third of the overall
population but two thirds of the country’s poor aff6 of the unemployed; labour productivity in
the South is 20% lower than the Centre-North dedemployment rate is less than 30% (Franco
2010). Behind the (economic) dualism between the tmacro-areas, Italian regions differ in a
number of other structural aspects which influemedl-being. To give a few examples, Valle
d’Aosta and Basilicata have a population densigveh and seven times lower than Campania or
Lombardia, respectively; Lazio, Umbria and Marche&dthe highest percentage of people aged 30-

! The Bes data-base is available at www.istat.it

2 Sub-national areas in Italy include eight regi¢vialle d’Aosta, Piemonte, Lombardia, Trentino Akalige, Friuli-
Venezia Giulia, Liguria, Emilia Romagna and Venefim) the North; four regions for the Centre (TostaMarche,
Umbria and Lazio) and eight regions for the SouthMezzogiorno (Abruzzo, Molise, Campania, PugBasilicata,
Calabria, Sicilia and Sardegna).
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34 university graduated, more than twice that Bicind Campania; the highest percentage of
children up to age 3 using child-care servicesoimdl to live in Emilia Romagna (29%) and in
Umbria (28%) while the lowest percentage is thaCafabria (2.4%); sedentary lifestyle in Sicilia
and Campania concerns 60% aged 14 and over, additsin Trentino-Alto Adige and so on. We
can continue with a long list of examples whichhtight important regional differences in many
aspects of the multifaceted phenomenon of the tyualiife.

By adopting a multidimensional perspective, we wale one synthetic indicator for each domain
of well-being considered, combining a set of 57ialales at the regional level, by means of the
principal component analysis. We then use thesapaynthetic indicators to construct an overall
index of well-being. As our goal was, other thaa theasurement of current well-being, to assess
the process of convergence/divergence, we focusedlimensions for which variables were
available for the same time interval, i.e. the @&2004-2010.

Compared with the BES report (CNEL-ISTAT 2013) analysis does not address the dimensions
of “subjective well-being”; “politics and institwins”, “landscape and cultural heritage” because not
enough variables are available at regional leveberause, in relation to these areas, data are
accessible only for a too short period for the psgof our analysis. However, in addition to the
issues discussed in the BES report, we conside€icthiire and free-time” dimension, another key
aspect of well-being, on account of the intrindie&s that culture and sport can have in terms of
physical and psychological health, individual emmnt and leisure, but also for the externalities
they determine: cultural consumption has been shovioster civic participation, social capital and
social cohesion (Carlisle and Hanlon 2007; Dier¢®22 2009; Grossit al. 2012; Peterson 2012)

The goal of this essay, therefore, is threefoldoajonstruct a synthetic indicator, by means ef th
principal component analysis, for each of the tanedisions of well-being considered, for the
period 2004-2010 for each of the Italian regionstobbuild an overall index of well-being derived
from the indicators calculated in the previous sbépghe analysis; c) to assess the existence of
processes of convergence across the ltalian regidesms of well-being using two non-parametric
techniques, applied to both the partial and ovenaglicators which have been calculated. We also
compare the dynamics of regional well-being witbsih of the traditional indicator of economic
performance, per-capita GDP.

The contribution of our work to this area of resdars, therefore, both conceptual and
methodological. First, it expands the spectrumarhdins and variables through which much of the
empirical literature has measured well-being ityl&o far; further, it analyses convergence foihbot
single-domain indexes and the overall well-beingdidator, thus capturing the dynamics of well-
being by assessing changes in progress and inugaaspects of the quality of life over time. A
number of important initiatives used to constructittdimensional indexes do so for one year only
(i.,e. Annoni and Weziak-Bialowolska 2012; OECD 202013). Secondly, to the best of our
knowledge, this is the first paper that uses ppalccomponent analysis in a two-steps approach in
order to calculate single domain sub-indexes, éfitist step, and the overall well-being indicator
the second step, using as new variables the sax@sd Most of the empirical literature on
measuring well-being, in fact, relies upon eithemeposite indicators calculated as weighted
averages of variables and sub-indexes (BerloffaModena 2012; Marchantt al. 2006; OECD
2013) or mixed statistical strategies that useqgguad component analysis to assess the internal

3 As a matter of facts, some institutions, suchhasScottish Executive, have proposed to constrspeeaific index for
measuring the benefit of culture and sport on tyafilife and well-being (Scottish Executive 2005)
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coherence of the different domains, whereas the iomposite well-being indicator is calculated

as a weighted average of the partial indexes (Anawd Weziak-Bialowolska 2012).

The paper is structured as follows. Section 2 dedls related studies on measuring well-being.

Section 3 presents the data and methodology usetipis 4 shows the results for Italian regions
regarding the different dimensions of well-beingisidered. In section 5 the results of the synthetic
index of well-being are discussed. Section 6 prsstre analysis of regional disparities trends in
terms of both partial and overall well-being indara. Finally, Section 7 concludes by discussing
the results.

3.2Related literature

Since its introduction, GDP is, at the same tirhe, thost widely used indicator of the economic
performance of a country, and the most criticizeshsure of well-being. Even those economists
who contributed to defining national accounts, estathat the welfare of a nation could not be
measured by the level of the Gross Domestic Pro(kext, for instance, Kuznets 1934). At the
beginning of the Seventies, Nordhaus and Tobin L9vondered whether growth in terms of
variation of the Gross National Product, is an d&tgoconcern of economic theory, proposing a
primitive and experimental “measure of economicfarel (MEW), in which we attempt to allow
for the more obvious discrepancies between GNReaadomic welfare” (p. 512).

The literature dealing with well-being measuremuwoltls that it is a multidimensional issue, thus it
IS necessary to capture information on differeqeats which are relevant for people’s quality of
life. This poses two questions: the first one, @maeptual grounds, is to define which specific
factors are relevant for individual well-being; tlsecond, on empirical grounds, regards the
collection and processing of information from velifferent ambits of human life. Both questions
have not yet received an exhaustive or unanimosswem but indeed, they are the two key research
strands to which the recent literature has contedhuFleurbaey (2009) proposes a critical review of
the literature splitting up these two strands ifar different approaches (“corrected GDP”;
“sustainability and nonmarket factors”; measuremeinthe “gross national happiness” and the
“capability approach” proposed by Sen 1985, 200D Mussbaum 2000; 2011; and the construction
of “synthetic indicators™,

The Report of the “Stiglitz Commission” supports tldea that it is necessary to integrate the
measurement of activities more closely related he material standards of living (income,
consumption, wealth) with elements regarding soatality and social cohesion (health, education,
social and natural environment, personal safetyyitiht to work and decent housing). Bleys (2012)
proposes a scheme for classifying 23 of the indrsadvailable in the literature.

With regard to the Italian case, few studies attietmprovide summary statistics alternative to GDP
or an analysis of well-being at the regional leB#rloffa and Modena (2012) calculate for Italy as
a whole and the Lombardia region in particularrevised version” of the Index of Economic Well-
Being (IEBW) developed by the Centre for the Stofiyiving Standards (Osberg 1985; Osberg
and Sharpe 2002, 2005). Their revised version &ddsindicators: the proportion of temporary
workers in the economic security dimension andatpe wage gap in the equality dimension. The
authors use composite indicators and a subjectieghting procedure to aggregate the partial
indexes. They note that the inclusion of the tway nariables lowers well-being both in Italy and in

4 For a survey on the latter approach see Band®@8§2Gadrey and Jany-Catrice (2006), Stigital (2009); Annoni
and Weziak-Bialowolska (2012); Costaretaal. (2009).
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the Lombardia region, when compared to the “bas¥BE the index when the two variables are
not included. Capriati (2011) builds a “real freedmdex”, given by the weighted average of seven
variables, to analyse lItalian regional disparit@®ugh the dynamics of the coefficient of variatio
of the index in three-year intervals from 1998 @®2. For both Spanish and Italian regions, Murias
et al (2013) calculated a composite indicator of welidg by combining five variables
(consumption per capita, research and developmbigher education, the Gini index,
unemployment rate) through a technique based oa elatelopment analysis (DEA). Although
limited to just one year and few variables, thesults show that regional disparities in terms of
economic well-being are less marked than thoseltregufrom traditional per-capita income
indicators. Two studies adopt an historical perspec Felice (2007) considers seven social
indicators, including the UN Human Development kdad an “improved” Human Development
Index in ten-year intervals from 1871 to 2001, gsialg the dynamics of regional disparities in
each decade; luzzolinet al (2011) analyse convergence of Italian regionanfraational
unification in 1861 to 2009 focusing on the peritmpGDP flanked by indicators of human
development, in particular education and health.

3.3Data and Methods

The data used in this study are extracted from [B@iatabases: the BES statistics, the specific data
set published in 2013 for monitoring equitable andtainable well-being in Italy, and the ISTAT-
DPS database, a set of territorial indicators faraetbpment and cohesion policies. The description
of the variables used in the analysis, their di&finiand source are reported in Table Al of the
Appendix.

The methodological strategy is to use the princgmehponent analysis (hereafter PCA) in order to
obtain a synthetic indicator of well-being. Furthevo non-parametric statistics are used to assess
convergence across ltalian regions.

PCA enables us to eliminate the exogenous arlnerasi which characterizes the weighting of
variables in building composite indicators. We @so evaluate the internal consistency of the
indicators for each well-being dimension by analgsithe structure of correlations between
variables and other specific related tests, sudhe@dleasures of Sampling Adequacy and Bartlett
test. PCA is a multivariate statistical method #ottracting synthetic measures from a set of
variables by transforming them into a smaller sétuacorrelated variables, the principal
components, capturing most of the variation preserthe original data. Although since many
components such asvariables in the data set are required to repr@die total variability, much

of this variability can be accounted for by a snmalmber ofp principal components. If so, the
principal component can replace thevariables without much loss of information andhwihe
advantage that the original data set is reduceg<m principal components. The principal
components are given by the uncorrelated linearboostion of the original variables whose
variances are as large as possible. The first ipghccomponent is the normalized linear
combination with maximum variante

As our aim is to obtain a synthetic indicator fack dimension of well-being, we concentrate our
attention only on the first principal componentieafverifying that the results are satisfactory in

5> This means that the sum of the squared coefficiktite linear combination is equal to 1.
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terms of percentage of total variance explainedtaedstructure of correlations between variables
analysed (Table 1)
The principal components are extracted by the meeacovariance matrix, after dividing the
original variables by their average value, in order eliminate differences in the unit of
measurement, yet preserving differences in theakdity within each variable.
Algebraically, consider the linear combinations

Yig=afialiq+ aizgalsq + - +aiyaliq

t _ .t gt t gt t gt
Youa=0a31al1a+ Q224l5a +F+ Azpalpa

Yoa = apralia + @palza + - + Goalyg
wherev is the number of the variables considered, diffefer each dimensiodl’ of well-being, t
is the year, witht2340,; I£ 4, I£ 4, ..., I, 4 are the values of the variables divided by theaye
Ylt,d Is the first principal component for tleth dimension of well-being in yeamwhich is obtained
by maximizing Vart}’;) subject to(af; ;) + (af;4)* + ...+ (ai,4)* =1. Any successive principal
component, with i%, is given by the linear combinatidfl-fd which maximizes Va(rijd) subject to
(aiL)* + (afyq)? + ...+ (af, 4)* =1 and orthogonal to all the previous componeintsther terms,
the covariance between all the principal componargsequal to zero: Cc(\Yl-fd, th,d) =0,Vs,i,p;
p=1,...v.
The coefficients:! j» are calculated by means of the component mawhich provides the
correlations between the variabIE,fg and the first principal componeﬁﬁd, on the basis of the
relation (Johnson and Wichern 2007):

t gt t 2t \]*/?
Tja = Hja [(11,(1/0 j,d)]
whererf]-,dis the generic element of the component matrixctvigives the correlation between the

first principal component and the variahléor the dimensiord in the yeatt; Aﬁ,d and azf,d are,
respectively, the eigenvalue of the first principamponent and the variance of the varigbier

the dimensior in yeart’.

We follow a two-step approach to build our welldmgpiindex. Although the literature on the
construction of well-being indexes has recentlyduBEA as an intermediate tool for checking the
internal consistency of variables within differelimensions in order to refine the original data set
(see, for instance, Annoni and Weziak-BialowolsR42), this multivariate technique has not been
applied to the construction of the overall synthetidicator of well-being. In the first step, the
original variables for all Italian regions, groupedten sets, are reduced by PCA to ten synthetic
indicators, one for each well-being domain, forrgwear of the period 2004-2010. Thus, from the
original database of 57 variables we generate agezigs of variables, which represent, for every
year, the synthetic indicators of the different divaions of well-being in the Italian regions. le th
second step, we apply the PCA in order to extreminfthe ten synthetic indexes, an overall
indicator of regional well-being (RWBI). As in tHest step, the principal component is extracted

6 The correlation matrix for each well-being dimemsiand detailed information on the results of thmgipal
component analysis are available on request frenatthors.

7 aﬁj,d are the eigenvectors of the covariance matrixethenvaluelf ,; is the variance of the first principal component
for the dimensiom in the yeat.
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from the covariance matrix. On the whole, our resstlies upon 77 applications of the principal
component analysis.

Further, we use the synthetic indicators of eaanalo and the RWBI to assess dispersion across
Italian regions during the seven years period cmsd in the analysis. As in Marchargeal
(2006), the paper investigates regional gaps inl-behg by means of two non-parametric
statistics, known as-convergence (Friedman 1992; Sala-i-Martin 199djiyaconvergence (Boyle
and McCarty 1997), the latter using Kendall's indgxank concordance (Siegel 1956). Adapting
the Sala-i-Martin (1996) approach on GDP convergeatross countries, we can say that the Italian
regions are converging in the sensesaf the dispersion of their well-being decreasesraime.
Following the literature (Gianniast al. 1999; Marchantet al. 2006; Jorda and Sarabia 2014), the
measure of dispersion used in the paper is theficeet of variation calculated on the scaled
values of the first principal components:

t
(Yl,d_yl,d min)

t
SYl d = 1
’ (Yl,d max— Yl,d min)

WhereY{ ;is the value of the first principal component fomednsiond and yeat; Y, ;4 ,;, and

Y] 4 max @re the minimum and the maximum value of the prstcipal component for dimensiah
in the period under consideration, respectiely; ;assumes values between 0 and 1.

If the coefficient of variation ifT is lower (higher) than the coefficient of variatim t, with T2230;

and T>t, thenc-convergence (divergence) is present. Followingeaily (2001) we also calculate
the rate ob-convergence as the rate of change between théoieef of variation at timd andt,
where a negative (positive) value implies convecgefaivergence). However, some authors assess
convergence by referring to the mobility of unitiesuntries, regions) over time within the given
distribution of the relevant variable, known @&gonvergence: if the relevant variable in regions
starting out in a less advantageous position hisstar growth than in those regions that at the
beginning show higher values, there is absgfutenvergence. Although the conceptssadnd -
convergence are related, they do not always shoteggthet. Thus, we investigaté-convergence

in well-being levels of Italian regions followindpé approach proposed by Boyle and McCarthy
(1997) which assesses the extent of intra-disinbat mobility over time by focusing on the
change in the ranking of each region with respeetdll-being by means of Kendall's index (Siegel
1956). The literature refers to this method of assg f-convergence as-convergence. We
consider the binary version of Kendall's index, g¥htakes into account the concordance between
the ranks in yeaF and the initial year (in our case 2004), for tifeedent dimensions of well-being,

as well as the RWBI:

_ var[ar(sv{y) +AR(sv25™) |.

var[AR(sSRWBIT) +AR(sRWBI?°0%) |
T = shr =

Var[2*AR(SRWBI2004),]

var|2+4R(sv23°") |
whereAR(YlT,d)Z is the rank of regiorg's indicator of the well-being dimensiod in year T;
analogouslyAR (RWBIT), is the rank of the synthetic indicator of well#bgifor regionz in the

8 We find similar results by considering the minimamd the maximum values of the first principal comgnt in each
year.

9 As a matter of fact, the existenceftonvergence is a necessary, but not sufficiemtdition for the existence of
convergence: mobility within the distributiof-€onvergence) does not ensure that dispersionkshdmer time §-
convergence); on the other hardconvergence implies (is sufficient fofyconvergence, but it is not a necessary
condition (Sala-i-Martin 1996).
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yearT. k; ranges between 0 and 1: the clokgris to zero the greater is the mobility within the
distribution and the strongerjisconvergence.
As in Boyle and McCarthy (1997) we test the nulpbthesis that no association exists between
ranks in yeafT and in 2004. If the null hypothesis is rejecte@, mave no-convergence. In the
binary version of Kendall's index, the test statist the following:

X2 =2%(S—-1)*kg
It is distributed as chi-squared wif8 — 1) degree of freedom, whe&20 is the number of Italian
regions.
Finally, in order to compare the trend in well-lzgiconvergence with that of the traditional
indicator of economic progress, we also calcutaa@dy-convergence for per-capita GDP.

3.4Results: synthetic indicators of the different dimasions of well-being (step 1)

We consider ten dimensions of well-being: Cultured dree time, Education, Employment,
Environment, Essential Public Services, Health, dvlat Living Conditions, Personal Security,
Research and Innovation, Social Relations. Belowotfer a brief description of each dimension
and the results of the principal component analysis

3.4.1 Culture and free time

Consumption of cultural goods and other leisure fa@el time activities provide benefits both at the
social and economic levels, influencing the groethhuman capital, enhancing social capital and
relationships, improving the individual’s mentaldaphysical status. Grosst al (2012) find that
access to culture plays a primary role in detemginpsychological well-being; Koonlaast al
(2000) show the existence of a negative correlabietween the frequency of attending various
kinds of cultural events (movies, concerts, museuexhibitions) and mortality risk. Similar
conclusions stem from Hyppa al. (2006) and Bygrept al (2009). Daykiret al. (2008) carry out

a review of the literature on the impact of thefpening arts on adolescents’ behaviour, social
skills and interactions.

In line with the influence of consumption of culiirgoods, also sport influences well-being
through its impact on physical and psychologicalthreand the opportunity it offers for social
interactions (Galloway 2006).

Seven variables are used for describing the culinck free time dimension of well-being (Table
Al). Two indicators refer to reading: newspapedneg (C1) measured as the percentage of people
aged 6 and over who read newspapers at least oneela and book reading (C5) measured as the
percentage of people aged 6 and over who have beakls in the previous 12 months. Four
indicators concern attendance at cultural or leiswents, measured as the percentage of persons
aged 6 and over who have attended at least ontleeitast year: theatre exhibitions (C2), live
classical music concerts (C3), sport events (C4lseums (C6). The last indicator is sport (C7)
measured as the percentage of persons aged tltesemwho say they practice sports.

The first principal component accounts for 79%haf total variance contained in the seven original
variables in 2004 and 2005, and 80% or over inféllewing years (Table 1). Table 2 shows the
validation of the analysis assessed by means afelKaimeasure of sampling adequacy (hereafter
MSA) falling within the meritorious range (0.8 or aboescept for 2004 when it was 0.7) for the
overall set of variables; it also exceeds the tiowlkvalue for individual variables except for ggor
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events (which ranges between 0.3 and®.4)s a further validation of the suitability of the
correlation structure of the data, we use the Brllest of Sphericity and find a small p-value for
all years (<0.001); this means that our correlatoatrix is significantly different from a zero
correlations matrix, so we should continue with @nalysis (Haiet al. 2014, p. 103).

Correlations with the first principal component plea 3) are all positive, that is they show the
expected sign. Communality values (Table 4) indichat the amount of variance accounted for by
the first principal component is, in each year, &&bove in five variables (museum visits, book
reading, newspaper reading, classical live musiceds, sport). Communality ranges between 0.6
and 0.7 for theatre attendance (C2), whereas stoalimunalities (between 0.4 and 0.3) are found
for the remaining variable (sports events). We tars consider the value of the first principal
component as the synthetic index of the culturdl fage time dimension of well-being.

The highest index values are those for Trentin@-Aldige, at the top for every year considered,
and Friuli-Venezia Giulia in second position, excémr 2006 (Table 5). At the bottom of the
ranking we find the Southern regions. Changeggmonal rankings between 2004 and 2010 are not
notable, except for Campania, who fell five posiioAmong the seven regions who improved their
ranking, we find four Mezzogiorno regions (Calabr&icilia, Sardegna and Basilicata); on the
contrary, eight regions saw their relative rankéovwhilst in four cases it did not change.

3.4.2 Education

Starting from the works of Becker (1964) and Min€&974) a copious literature assesses the
individual returns from education in terms of protivity and earnings (Harmoet al 2003;
Hanushek and Woessmann 2008). Moreover, educdsoreatails externalities or spillover effects
which affect the whole progress of society and masyects of people’s lives (Michalos 2008). A
number of studies (Acemoglu and Angrist 2001; Larhand Moretti 2004; Milligan et al. 2004;
Moretti 2004, Miyamoto and Chevalier 2010, OECD @0Bianesi and Van Reenen 2003;
Hanushek and Woessmann 2007; OECD 1998) investigatexternal impacts of education both in
terms of economic outcomes and benefits for callégt These studies find that more and higher-
quality education are positively linked to betterbfic health and environmental care, to greater
respect for civil rights (lower crime and wider peipation in political and community life), to
greater social cohesion. Recent literature death wrivate non-monetary returns of schooling
(Yakovlev and Leguizamon 2012; Ooreopoulus and &g 2009; Vila 2000; Wolfe and Zuvekas
1997): higher levels of education may entail imgmnoents in decision making and, thus, in work
satisfaction; further, they may lead to betterwmdlial prestige, health status and social relatials

of which are in turn likely to feed back into gresatvell-being.

For the construction of the education index wectetéfive variables (Table Al).

Considering that lower secondary school is compulgo Italy, we have focused our attention on
two indicators related to higher levels of edugagicattainment: the percentage of people aged 30-
34 with tertiary education (E1) and the percentaepeople aged 25-64 having completed
secondary education (E5). The first indicator iduded among the targets set by the Europe 2020
strategy with the goal of bringing the share ofge@ged 30-34 with a university degree to 40% by
2020; the latter indicator is usually employedriternational comparisons for assessing the level of
formal education of a country (CNEL-ISTAT 2013). eltacquisition of higher education is

10 Kaiser (1970) has classified the values of MSA9 as marvelous:0.8 as meritorious>0.7 as middling>0.6 as
mediocre>0.5 as miserable and below 0.5 as unacceptable ¢Hai. 2014).
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indicative of people’s aspirations based on botgndove-cultural and professional-remunerative
motivations.

Two indicators are included to capture the probtérachool drops-out. The first is the rate of early
leavers from education and training (E2), thativeg by the percentage of people aged 18-24 with
only the lower secondary school diploma and areenotlled in a training program. This is also a
target indicator of the Europe 2020 strategy, whaohs to reduce the proportion of drops-out in
European countries below 10% by 2020; the secotdeisate of upper secondary school leavers
(E3), which is given by the total school leavershim the first two years of upper secondary school
as a percentage of the students enrolled in trendegear of higher secondary school.

The final indicator used is the rate of participatiin long-life learning (E4), given by the
percentage of people aged 25-64 patrticipatingriméb, or informal, educational programs.

We obtain the synthetic indicator of the educationension of well-being by calculating the value
of the first principal component. It explains 79%dlwe total variance contained in the five original
variables in 2010 and assumes higher values inquewears, ranging from 84% in 2004 and 2009
to 92% in 2006 and 2007 (Table 1). The correlat@mm®ng the variables produce an overall MSA
that is, according to Kaiser's classification (Tealsl), middling (0.7 or above) for the years 2007-
2008 and meritorious (0.8 or above) for the renmgnyears, supported also by a Bartlett test
<0.0001; the MSA for each variable is meritorions68% of cases and middling for the others,
except for just one variable (E3) only in 2008. & high amount of the variance (0,9) in the rate
of early leavers from education and training (E3accounted for by the first principal component
whereas communalities (Table 8) are lower (up 59 for the other variables.

The first principal component shows positive catieins (Table 7) with people with tertiary
education (E1), participation in long-life learnir{g4), people who completed their secondary
education (E5), and negative for the remaining tvemiables, the rate of early leavers from
education and training (E2) and the rate of uppeosdary school leavers.

The education index describes a much more comjigation at regional level with respect to that
observed for the dimensions previously analysadoagh the first ten positions in the rankings are
generally dominated by Northern regions, we alsal fsouthern and Central regions, with their
rankings changing year by year (Table 9). Lookihgha changes between the beginning and the
end of the period, it is worth noting that two Swrh regions, Puglia and Calabria, show
significant improvements in this dimension. On tgole, just two regions (Trentino-Alto Adige,
Campania) do not change their position; Puglia magpectacular progress gaining thirteen
positions, with Calabria and Marche coming nextngpdour positions ahead with respect to seven
years earlier. At the opposite end of the rankimg,observe that ten regions move backward: the
biggest decline occurs for Friuli-Venezia Giuliahish moves back nine positions, followed by
Umbria (-6) and Abruzzo (-5).

3.4.3 Employment

The employment dimension is crucial in defining Mading, both from the perspective of the
opportunity for individuals to fulfil their job ag@tions and from the perspective of earnings peopl
must have to satisfy needs, personal ambitionsdasdes. Further, according to Solow (1990, p.
27), “we live in a society in which social statusdaself-esteem are strongly linked to employment
and income [...] The way others look at us, andwhg in which we see ourselves, depends on the
income and, at a given level of income, from word&ving a job enables people to develop new
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competencies and relationships, giving them theodppity to enrich their social capital (OECD
2013). On the contrary, the lack of employmentas;ording to Sylos Labini (1990, p. 265), a
reason of “civil mortification: it generates fruation, confusion and sometimes anguish of living”.
Although the standard neoclassical theory assuh@sxistence of a “disutility of work”, a number
of studies show the negative impact of unemploymoenindividual satisfaction and well-being, not
caused just by the loss of income (Ratzel 2012kGlad Oswald 1994; Gerlach and Stephan 1996;
Winkelmann and Winkelmann, 1998; Frey and Stutf¥22 Clark 2003, 2006). In Italy, there are
marked regional disparities in the real possibidifyfinding employment. Moreover, with regard to
job opportunities, age and gender discriminatiomegaconsiderably across regions (Cersosimo and
Nistico 2013). In the South of Italy unemploymenirrently affects 40% of the people aged
between 15 and 24 (45% if we consider just gidspercentage more than twice that of the North-
East of Italy. One-fifth of young Southern peopétvieeen 25 and 34 years are unemployed (almost
a quarter if women only are considered) in compariwith a much lower percentage in the North
(just 7%). In the South less than three young peopken are employed, about one in two in the
North.

We selected eight indicators for describing the legrpent dimension of well-being (Table Al).
The first is the commonly used indicator for measythe availability of jobs: the employment rate
(L1). However, following CNEL-ISTAT (2013) we calaied the employment rate for people aged
20-64 years, with the aim of considering the patage of population of employed among those
that are thought to have completed secondary schwolding considering younger people who,
because of economic hardship or other reasons lselkeol at the compulsory level (lower
secondary school in Italy). On the opposite growhdhe lack of work, instead of the usual
unemployment rate we use the non-partecipation (i which is measured as the sum of the
unemployed and the “potential” labour force aged745that is people not searching for a job
during the previous four weeks, but available farky divided by the sum of the labour force aged
15-74 and the “potential” labour force aged 15-TVHis indicator is a suitable measure of the job
market, once the peculiarities of the Italian wedfaystem have been taken into account (CNEL-
ISTAT report 2013). The share of currently employeasons with temporary jobs for at least 5
years (L3) aims to capture job (in)security. ltgisen by the share of temporary employees and
short term-contract workers who started their aurjeb 5 years previously as a percentage of the
total temporary employees and short term contrackers.

Another important feature of employment affectimglividual well-being is the incidence of the
irregular jobs, which undermines the principle gtigy that should guide labour relations (Solow
1990). The share of persons employed not in a aegudcupation (L4), is given by the percentage
of workers not in compliance with labour, fiscataetirement laws on total in work.

Gender inequality in job opportunities and difficess faced by women in balancing life and work
are captured, respectively, by the ratio of fentalanale employment rate (L6), and the ratio
between the employment rate of women aged 25-49 atileast one child of compulsory school
age (6-13), and the employment rate of women adged92without children (L5). One of the
variables used focuses on the problem of the inceleof long-term unemployment (L7) that
discourages job searching and deteriorates hunmtalganaking it more difficult for people to find

a job. The final variable is the youth unemploymeaie (L8), a hot issue in the agenda of Italian
policy makers and a major societal concern.
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The share of the variance present in the seveahlas explained by the first principal component
is quite high: 91% for years 2004-2006; 89% in 2Q008; 87% in 2009 and 86% in 2010 (Table
1). Bartlett’s test finds that correlations, wheken collectively, are significant at 0.0001 level,
whereas the MSA for all the data set (Table 10Wel as for each variable in 91% of cases, fall in
the meritorious (0.8 or above) range. In the remgitcases, it is never below 0.7. Table 11 shows
the component matrix. Correlations with the firginpipal component are positive for three
variables (the employment rate (L1); the relatimgpyment rate for women with children (L5);
the ratio of female employment to male employmexté (L6)) and negative for the remaining
indicators. Higher communality values (0.9 or aaegard the youth unemployment rate (L8), the
non-participation rate (L2), the employment raté)(Lthe share of irregular workers (L3) and the
ratio of female to male employment rate suggesthwg strong influence of these variables in
characterizing the index value (Table 12).

The national divide in the labour dimension is eweore marked than those analysed so far: for
each year, all the Southern regions fall in thedowositions. In terms of the ranking of the
employment index, it is worth noting that most et (55%) do not vary position over the period
2004-2010, while just five Center-North regions maypwards: three by one position (Veneto,
Toscana and Lazio) and two by two positions (Mathe Umbria), (Table 13).

3.4.4 Environment

Environment is an essential aspect of well-beirmpva all for its impact on human health. For
example, air and noise pollution, hazardous substaand contaminants, have been shown to be
linked to hill health (Zivin and Neidell 2013). Fhber, people derive pleasure directly from the
natural beauty and liveability of places, since ltiaphysical context affects our daily lives (Dodds
1997). Moreover many derive satisfaction from tlsgibility of limiting the degradation of the
planet and the over exploitation of natural resesr(OECD 2013). Zivin and Neidell (2013)
highlight three strands of the recent economicrditee on the relationship between the
environment and individual well-being: the effeds pollution on the optimizing behaviour in
residential sorting (Chay and Greenstone 2005);cthsds of avoidance behaviour consisting in
activities aimed at averting toxic exposure (Cotieard Porter 1981; Harrington and Portney 1987;
Bartik 1988); a number of studies on the effectsen¥ironmental pollution on human capital,
productivity, cognitive development and performan&rauss and Duncan 1998; Cunha and
Heckman 2007; Currie and Hyson 1999; Currie an®i®t2006; Zivin and Neidell 2012; Hanna
and Oliva 2011; Lavy, Ebstein and Roth 2012). 8agit al (2009) link environmental quality to
the issue of sustainability, through the “magnitadexhaustible resources that we leave to future
generations” (p. 61). This perspective moves thalyais from the question of measuring the
present to the prediction of the well-being of fetgenerations.

Our environmental index refers to those aspectsaifbeing involving environmental quality and
local liveability. We consider six variables to deke important aspects of this dimension of well-
being (Table Al): three variables capture the faspect and reflect the idea that environmental
quality is better the lower the fertilizers per tage used in agriculture (Al), the greater the neimb
of air quality monitoring stations in relation toet number of city dwellers (A2), the percentage of
energy consumption provided by renewable sourcd$; (Aree variables refer to the dimension of
local liveability, which rises when air pollutiolA8) and population density (A6) are lower and
when a wider percentage of land is under a sppoiééction (A5).
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The structure of correlations meets the necessagstiold with values falling in the acceptable
range (above 0.50) for each year, both for theallvset of variables and individual variables, and
the Bartlett test shows that non zero correlateqst at the significance level of 0.05 (Table 14).
The first principal component explains a quotal® total variance ranging from 63% in 2004 to
72% in 2008 and 2009. Table 15 displays that gasitively correlated with the monitoring of air
quality, energy consumption covered by renewablecas, special protection areas, while it has
negative correlations with fertilizers used in agtiure, air pollution and population density.
Communalities (Table 16) are large for energy comsion covered by renewable sources (0.9
every year) and monitoring of air quality (0.7 to&e in four out of seven years).

Over the period 2004-2006 the maximum values ferBhvironment index were reached by Valle
d’Aosta and Trentino-Alto Adige, two Northern reg®at the foot of the Alps, where care for the
environment is a major concern not just becauseldt@ economic system relies heavily upon
tourism, but also for the society in general fasens linked to the cultural and historical valags
small mountain towns (Table 17). The following psis are occupied by some Centre-South
regions characterized by low levels of air pollatiopopulation density and relatively high
percentage of land protected as special areaszzabmwas in third position until 2006, replaced by
Calabria in 2007 and Molise in the last three yeltsre mobility is found at the opposite end of
the scale. In the first half of the period the vigeerformances were recorded by three Northern
regions (Lombardia in 2004 and 2005; Veneto in 2806 Emilia Romagna in 2007) replaced later
by Campania, that from 2008 shows a sharp dedlinled environmental index ranking. Looking at
the whole period of the analysis, we observe ar deterioration of the ranking for Friuli-Venezia
Giulia, which moves from the fourth to the ninthsjiion, Campania (from 16in 2004 to 28 in
2010), Veneto, Marche and Piemonte (which all bgllthree positions), whereas Toscana, Lazio
and Umbria, besides Valle d’Aosta and Trentino Adidige, do not see their rank change. On the
contrary, seven regions improve their position;perticular five Mezzogiorno regions (Sicilia,
Puglia, Sardegna, Basilicata and Molise, the laaching the third position in 2010).

3.4.5 Essential public services

A key role in determining people’s well-being isapéd by the possibility to access essential
services, such as the provision and quality ofdcand elderly care, water and electricity and waste
management. These services go®o factoimportant for social and civic progress; furthdrey
involve spillovers into other quality of life dimsions: for example, increasing the availability of
child and elderly care would favour women's papttion in the labour market; analogously, urban
waste management protects and improve the quafitghe environment. Striking regional
disparities in the provision of these essentiavises are found in Italy. Notwithstanding the
improvements after the unification of Italy, citise who live in the Mezzogiorno still have to
contend with central and local government servmesiuch lower quantity, quality, accessibility
and efficiency than those in the North (Cersosima istico 2013).

We select six variables for assessing the qualfitgssential services provided to citizens (Table
Al). The first one regards the health services amparticular, the problem of long waiting lists f
treatment (Q1), calculated as the percentage afilppn who renounced medical care because of
the length of the waiting lists. The differentiatadoan waste collection (Q2), is given by the
percentage of urban waste handled through sep@eatgclable vs non-recyclable) waste collection
out of total urban waste collected, is aimed atwapg the progress in recycling urban waste. Two
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indicators refer to care for children and the didehe percentage of children up to age 3 in child
care provision out of the total population agedtoB years (Q3) and the percentage of elderly
receiving home assistance out of total elderly petpan aged 65 years and over (Q4); the last two
variables look at the inefficiency in the provisiaf electricity and water: the percentage of
households who report irregularities in water sy6) and the frequency of long lasting power
cuts (Q5).

The variance of the original variables explainedtlvy first principal component ranges between
45% in 2004 and 66% in 2009. The overall MSA (Or@bove) and Bartlett’s test (sig. <0.0001)
confirm the existence of a good correlation amoagables (Table 18); analogously, the MSA for
each variable falls above the acceptable rangegpefaeone variable (elderly assisted at home- Q4)
and for two years (2004, 2005). The first principamponent is positively correlated (Table 19)
with differentiated urban waste collection (Q2),l@¢hcare services (Q3) and elderly assisted at
home (Q4); conversely, the elements of the compon®airix are negative for the variables:
waiting lists for treatment (Q1), break downs ireattic power provision (Q5), and, finally,
irregularities in water supply (Q6).

The amount of variance accounted for by the firstgipal component is higher for waiting lists for
treatment and irregularities in water supply (fdrielh communality values are 0.6 or above) and for
irregularities in electric power provision (withreonunality values of 0.5 or above). Communalities
(Table 20) are lower for the elderly assisted a@@0.3 or below).

The synthetic index reproduces the historical divii@étween Northern and Southern Italy, with the
latter at the foot of the rankings (Table 21). Ttasmfirms that the civic divide in Italy, in terna$

the provision of essential public services, iseast as important as the economic and productive
divide. Notwithstanding this, among the ten regitimat gained positions between 2004 and 2010
we find five Southern regions (Campania, Sarde@aabria, Abruzzo, Basilicata). It is worth
noting the big jump by Umbria and Friuli-Veneziaulta, who occupy in 2010 the first and the
second position in the regional ranking after mgwiip by ten and nine positions, respectively.

3.4.6 Health

Health is among the most important factors peopdicate as influencing their well-being (ONS
2011, WHO 2013, OECD 2013) and has been the mastnam dimension in the construction of
composite well-being indicators since the pionegimitiative of the UNDP Human Development
Index. Many studies state a two way relationshipvben health and well-being: mental and
physical health influence professional and persoglakionships as they free people from medical
or other care needs, increase their probabilityfimfing a job, and of participating in social
activities; conversely, good quality of life incees the individual's attention on prevention and
medical check-ups, enhance immune systems, incteagevity and reproductive health, and, in
the case of disease, provide access to adequag@@mner and Chan 2011; Dolan et al. 2008;
Shields and Wheatley Price 2005; Howell et al. 2007

The health index is calculated from five basic cadors (Table Al). The first one (H1) is the life
expectancy at birth (UNDP 1990, 2010). The infawtrtadity rate (H2) is given by deaths during
the first years of life per 10,000 live births. Tiegnaining three variables refer to habits or tifkes
that present health risks. Overweight or obesitystitute a danger for health: they are major risk
factors for a number of chronic diseases, includirgpetes, cardiovascular diseases and cancer
(WHO 2014; Darnton-Hillet al. 2004). Overweight or obesity (H3) is given by theerage body
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mass index of the population (BMI), an index usgdNHO to classify people as “normal weight”
(BMI of 18.5 to less than 25), overweight (BMI ob 20 less than 30) or obese (BMI of 30 or
more). A sedentary lifestyle (H4), can damage ptalsand psychological health: there is evidence
that physical activity reduces anxiety and depogsgiVorld Health Organization 2010), while a
sedentary lifestyle, by contributing to obesity,uses the same risks as chronic diseases.
Analogously, a balanced diet is important for gbadlth (Swinburret al. 2004): we consider as
indicator the percentage of people aged 3 yeansooe who consume at least four portions of fruit
and vegetables a day (H5).

Our synthetic indicator of the health dimensiore finst principal component, explains a quota of
the total variance present in the five variablesdu® compute it ranging from 61% in 2007 to 88%
in 2004 (Table 1). Bartlett’s test finds that tlwgrelations, when taken jointly, are significantfa
0.0001 level, whereas the overall measure of sag@aldequacy assumes middling values (0.7) or
above (Table 22). Examination of the values of eanfable identifies middling or meritorious (0.8
or above) measures of sampling adequacy. CommiesaliTable 24) are large for nutrition,
sedentary lifestyle, infant mortality rate (0.8 avove), and overweight or obesity (0.7), whereas
they are quite small (up to 0.3) for life expectanc

Table 23 shows that the first principal componenpasitively linked to life expectancy at birth
(H1) and nutrition (H5) and has a negative assmriatvith the infant mortality rate (H2),
overweight or obesity (H3), sedentariness (H4)a @nsequence, it appears as a reliable synthetic
indicator of health dimension of well-being.

Despite the health index reports at the top anthatbottom of the rankings the usual divide
between the North and the South of Italy, charasdrby the backwardness of the Mezzogiorno
regions, the changes in the ranking over the sgeans show that a Central region (Marche) and
four Northern regions (Valle d’Aosta, Friuli VenazGiulia, Piemonte and Veneto) experienced the
largest fall (Table 25). At the opposite end, therean improvement for three Southern regions
(Sardegna, Calabria, Puglia). The largest improvesmavere found in Emilia-Romagna and
Toscana which gained five and eight positions, @eypely. Only one region (Lombardia) did not
change its rank.

3.4.7 Material living conditions

Material living conditions, determining people’siléi to satisfy their needs and aspirations, are a
essential component of well-being (OECD 2013). iftdex of material conditions is based on five
variables (Table Al). We consider dimensions thet be summed up in monetary units and
dimensions related to aspects of daily life, suslm@using. Among the first group of variables, we
include not only the disposable household income merson (M1), but also indicators of
inequalities (disposable income inequality-M2), exy (people at risk of relative poverty-M3) and
social distress (jobless households-M4). Furthes, gercentage of people living in houses with
“structural problems” (M5) reflects social and ecpnic disadvantage in material living standards,
affecting essential needs such as personal secyriyacy, health, the quality of family
relationships and the possibility to receive vigiiE=eCD 2008).

Applying the PCA technique, we get good resultsterms of synthesizing the information
contained in the original variables. In fact, thstfprincipal component always explains over 90%
of the variability present in the 5 variables caoesed: it reaches 96% in 2004, whereas the lowest
value is 91% in 2009 (Table 1). The measure of sagpdequacy falls in 91% of the cases in the
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meritorious (0.80 or above) or middling (0.70 ooab) range and never below 0.50; analogously,
the Bartlett test and the overall MSA (0.6 or ajowenfirm the significance of the correlations
(Table 26). The component matrix (Table 27) showpoaitive correlation between the first
principal component and disposable household incpereinhabitant (M1), whereas correlations
are negative for the other variables, confirming ititerpretation of the first component as an index
of good living conditions.

People at risk of relative poverty (M3) and peofleng in jobless households (M4) are the
variables with the highest communality values (€&8), which indicate that a large amount of the
variance in these variables is accounted for byiteeprincipal component.

The values assumed by the synthetic index of n@téring conditions reproduces the North-South
divide in ltaly: the Northern and Central regione &rmly at the top of the rankings, while the
bottom positions are always occupied by the Southegions (Table 29). During the last four
years, Trentino-Alto-Adige was the best performesving up 5 places. In the two initial years
Emilia Romagna occupies the top position, but @nthmoves to third (2006-2008) and second
position (2010). At the bottom of the ranking, wedf Sicilia (2004-2007) and Campania (2008-
2010).

However, the regional dynamics in the 2004-2010opehighlight that along with Trentino-Alto
Adige four other regions (Liguria, Valle d’Aostaicla and Sardegna) experience improvements in
the ranking of the material living condition indeXor 30% of Italian regions the position in the
ranking remains unchanged at the beginning andhatend of the period but the relative
performance worsens for 40%.

3.4.8 Personal security

The security dimension of well-being reflects trergeived threat to people’s lives and personal
freedom. The fear of being a crime victim has intgacindividual well-being, determining anxiety
and limiting personal freedom (OECD 2013). In ltdhlyere are still remarkable regional disparities
as regards law enforcement and security: citizems kve in Southern regions have a twice higher
chance than those in the North-East of the couafrpeing a victim of murder, extortion or
robbery. Young people in Southern regions are mmoke likely to be involved in crimes against
persons or private property than their peers inNbgh-West of the country (ISTAT 2011, 2013;
Cersosimo and Nistico 2013).

We selected five variables for describing the peatsecurity dimension of well-being (Table Al).
Four indicators are objective measures of the emié of crimes: the burglary rate (T1) measures
the number of burglaries per 1,000 householdspitlie pocketing rate (T2) measures the number
of pick-pocketing per 1.000 people; the robberge ra@t3) measures the number of robberies per
1000 people and the homicide rate (T4) measuresuimder of homicides per 100,000 people. The
fifth indicator is a subjective measure of peopke'slings about personal insecurity: the perception
of the crime risk in the area (T5) given by thecgeetage of households who are very much
concerned by the crime risk in the area where lirey

The first principal component explains a percentaigie total variance ranging between 52% for
years 2004-2005 to 59% in 2008 (Table 1). The dvBtSA is above the threshold of acceptance
(0.5 or above) and the Bartlett test confirms tigmiScance of correlations at the level of 0.0001
(Table 30). The MSA for each variable also fall$hivi the acceptable range except for one variable
(burglary rate) in just one year (2006). Table BBvgs that all the communalities are sufficiently
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high (0.5 or above), but they show larger valuegglie robbery rate (0.9), homicide rate and pick-
pocketing rate (0.8 or above), household perceptibrecrime risk (0.7). The first principal
component is negatively correlated with all theiafales considered in the analysis, suggesting that
it is, indeed, a reliable index of the personalsi&z dimension of well-being (Table 31).

The security index shows differentiated regionafgrenances, not reproducing the recurrent divide
from North and South Italy (Table 33). In fact,each year we find in the first ten positions both
Northern and Mezzogiorno regions. Among the laBasilicata is, in four out of seven years, at the
top of the ranking, but a good performance is shibaleo by Abruzzo, Sardegna and Molise. Best
performing Central region is Marche, whereas, amtegNorthern regions, Valle d’Aosta has the
highest value of the index in three years (2009828nd 2010), Friuli-Venezia Giulia, Veneto and
Trentino-Alto Adige are always among the top teruriBby the seven year period, the best
improvement in the ranking is experienced by Vdlkosta, who gains five positions; five regions
show smaller positive changes. Nine regions wenkward, especially Trentino-Alto Adige who
lost three positions between 2004 and 2010, whéneasegions did not alter their rank.

3.4.9 Research and innovation

Research and innovation represent basic compornsocial and economic progress. Many
aspects of quality of life are improved by reseaactl innovation through the development of
technologies across different sectors which intenait other well-being dimensions: for example,
innovations in energy (e.g. energies from renewadarces, such as bio-fuel, solar energy),
transport (e.g. lighter, safer and more energycieffit transport) and chemistry (e.g. green
processing) influence environmental quality; newhtelogies enhance medical care (e.g. gene
therapy and genetic testing) and people’s heatimpuations in information and communications
(e.g. mobile phones, tablets, cloud computing)giopeople’s connections and improve education
methods, and so on. Research and innovation dlsemce professional life and work satisfaction
when they are used to produce changes in the aag@m of business. The direct impact of
innovation on subjective well-being remains, howewgiite an unexplored field of study (Dolan
and Metcalfe 2012), while the influence of reseamdd innovation on economic well-being and
competitiveness has received more attention (Dgkst al. 2011, Annoni and Kozovska 2010;
Hong et al 2012; Huggins and Davies 2006; IMD 2008; McCand &xley 2012; Schwab and
Porter 2007).

We selected five variables for describing this dona well-being (Table Al). We consider the
region’s potential to innovate by means of the R&Rpenditure by public administration,
universities and public and private enterprisepaasentage of GDP (R1), and the patents registered
by the European Patent Office per million of inhabis (R3). Two indicators describe research and
innovation by looking at the region’s potentialadapt to changing demand through the availability
of human capital with technological skills: the R&Rmorkers (R4), measured as the number of
researchers, technicians and other personnel iegtoim R&D in the public administration,
universities, public and private enterprises ped0Q, inhabitants; finally, as a proxy of the
innovative potential of human capital, we consigexduates in Science and Technology (R5), the
number of science graduates per 1,000 inhabitgeid 20-29.

The share of total variance explained by the prgtcipal component ranges between 72% in 2005
and 81% in 2010 (Table 1). Good correlations apented by the MSA (Table 34) both when it is
calculated for all the variables, and for eachatalg individually, falling in the middling range.{©
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or above), and by the Batrtlett test (sig. <0.00@mmunality figures (Table 36) are sufficiently
high for all variables (greater than 0.5), but tlaeg larger for patents (0.9) and capacity to espor
(0.7 or above). The first principal component shgwesitive correlations with all the variables
(Table 35); it can be considered a suitable syitthmdicator of the research and innovation domain
of well-being.

As regards Research and innovation, the best peefsr are five Northern regions (Piemonte,
Emilia-Romagna, Lombardia, Friuli-Venezia Giuliadavieneto), (table 37). The Southern regions
are at the bottom of the ranking, except for Abojazhich is in the middle. The worst performing
regions are Calabria and Molise, which occupy &t two positions. During the seven year period,
six regions did not change their rank, whereas rsenagions experienced an improvement;
particularly noteworthy is the positive move by fitiao-Alto-Adige and Liguria which gained five
and three positions, respectively. At the oppasitd Piemonte, Lazio, Abruzzo and Sicilia lost out
the most.

3.4.10 Social Relations

The importance of social relations at individualdacommunity level has been extensively
investigated by social scientists (Cersosimo anstitdi 2008). Coleman (1990) defines social
capital as a network of relations between agergsiabcapital is a resource that can generate trust
in economic and social relations. In Coleman’s wwdiib90, p. 302), it is a resource “lodged neither
in individuals nor in physical implements of protlog, (but inherent) in the structure of relations
between persons and among persons”. Social capitaknces transaction costs and thereby
efficiency, by enhancing the level of trust betwesgents (Guiso, Sapienza, and Zingales 2004;
Trigilia 2001) or generating shared values and camty norms which support cooperative
outcomes (Aoki 2001, Spagnolo 1999). Developing dhiginal ideas of Bourdieu (1986) and
Coleman (1990), Aoki (2001, p. 209) defines socipital as “the present value sum of future
benefits, including intangible goods such as stasosial approval, and emotional stability, that
individual agents expect to derive from cooperafigsociation with the community in the social
exchange game. In order to derive returns fronndividuals must invest in it and maintain it
through social exchange.”

We describe the social relations domain of welheby means of five variables, two of which
measure the quality of personal connections ingdesfithe subjective satisfaction with family (S1)
and friends (S2), respectively (Table Al). Two Hert indicators rely instead on objective
measures: the share of population who have fundsdcations (S5) and the percentage of the
population who performed volunteer work (S4) fos@sations or volunteer groups. The final
indicator is a composite measure calculated by B4 synthetizing people’s participation in
social and cultural meetings, professional associgttrade unions, clubs or religious groups (S3).
The first principal component explains over 90%tloé variance contained in the five original
variables (Table 1). The overall measure of samgpdidequacy (Table 38), as well as that referred
to each variable, fall in each year in the meritosi range (0.8 or above) and Bartlett’s test finds
that correlations are significant at the 0.0001elevAll variables show high figures of
communalities (0.7 or above): they reach value6.8for above for three variables (the synthetic
indicator of social participation, volunteer workada the share of population who funded
associations), suggesting that a great amounteo¥dhniance in these variables is accounted for by
the first principal component (Table 40). The comgat matrix in Table 39 shows all positive
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correlations with the first principal componentushwe can interpret the latter as an index of the
social relations dimension of well-being.

For this dimension the divide North-South of Itédyless pronounced. In fact, not all the Southern
regions are positioned at the lower end of theetdlibr example Sicilia and Sardegna), and,
conversely, some Central and Northern regions aréonnd among the top twelve: this is the case
of Liguria and Lazio. Emilia Romagna at the begmynof the period occupied the third rank, but
thereafter dropped to the middle of the rankingp@ow. Emilia Romagna had the worst dynamics,
falling eight places between 2004 and 2010, folid\wg Trentino-Alto-Adige (-7) and Veneto (-5)
(table 41). Conversely, regions who improved thestntbeir ranking are Sicilia, who gained 11
positions, Umbria and Toscana who, at the end @f#riod, moved up five places with respect to
2004.

3.5 Results: well-being in Italian regions (step 2)

Following the same methodology, we derive the sstithregional well-being indicator (RWBI)
considering as variables the values of the indetained by means of the principal component
analysis for each individual dimension of well-lgeinonsidered. Thus, we have ten variables,
represented by the indexes of Culture and free,tiBdgucation, Employment, Environment,
Essential public services, Health, Material livicgnditions, Personal security, Research and
innovation and Social relations.

The first principal component explains a percentafj¢he total variance in these ten variables
ranging between 46% in 2007 and 53% in 2004 (Tapfe The overall MSA value (Table 42) falls
within the acceptable range, assuming values ofof.@bove and Bartlett's test shows that none
zero correlations exist at the significance level0@d001. Examination of the values for each
variable, however, indicates that the Environmedek has MSA values under 0.50 in all years and
should therefore be deleted from the analysis; kewebecause of the importance given to
environmental factors in the literature, we decjdedfirst approximation, to keep this indicator.
The amount of variance accounted for by the firgtgipal component is higher (0.5 or above) for
six of the indexes considered in the analysis @a&dl): culture and free time (ranging from 0.5 to
0.7), employment (from 0.6 to 0.9), essential pubkkrvices (from 0.6 to 0.9), health (from 0.5 to
0.8 except for 2008 when the communality value.®,0material living conditions (from 0.6 to
0.9), social relations (from 0.5 to 0.7). On thatcary, a small amount of the variance in four sub-
indexes (education, environment, personal secarityresearch and innovation) has been extracted
by the first principal component. Therefore, thiéelais a good synthesis of the major part of the
different dimensions selected in the analysis asréggl aspects for describing well-being. Thet firs
principal component is positively correlated with the indexes of the different domains, thus
confirming that it can indeed be considered a bletaverall indicator of regional well-being
(Table 43).

Results show a sharp demarcation between the Madhthe South of the country: every year the
first ten positions are all occupied by Centre-Noregions and the last ten by the eight
Mezzogiorno regions along with Liguria and Laziag{ie 2).

The most evident feature of the dynamics of thel-beihg index over time is the absence of
changes at the five top and bottom positions ofréimkings (Table 45). At the beginning of the

11 Detailed information on the results of the primtipomponent analysis are available on request fhenauthors.
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period 2004-2010, the first five positions are gued by Valle d’Aosta, Trentino-Alto Adige,
Friuli-Venezia Giulia, Emilia Romagna and Venetadahis remains unchanged throughout the
whole period. Similarly, the same five regions gocuhe bottom five positions at the beginning
and at the end of the period. The region that ssiffiee lack of well-being the most is Campania,
which occupies the bottom rank in five years ous@fen, whereas the best performance in terms of
well-being is observed throughout the whole penoWalle d’Aosta.

As for the analysis for the individual indicatotise final column of Table 45 gives, for each region
the absolute variation of the rank between 2004 201D. By looking at the position determined
according to the changes in the rank of the Itategions at the beginning and at the end of the
period we can definitively confirm the relativelyanked level of inertia of well-being in Italy, as
shown by the long list of regions whose variatioanrank is equal to zero. Notwithstanding this
prevailing trend, five regions improve their rela@tiposition in the ranking, and six regions are
worse off. Umbria, which initially occupied thentd position in the overall well-being ranking,
records the highest improvement (of three posijicimtlowed by Basilicata and Marche with two
positions onwards and Liguria and Sardegna who natvad by just one place. Toscana, which
was in sixth position in 2004, shows the worst geam terms of its well-being ranking, slipping
down by three positions.

Figure 3 plots Italian regions considering the vieing index, on y-axis, and per capita-GDP
divided by average GDP, on x-axis, in 2004 (Figgae and in 2010 (Figure 3b). It is worth noting
the positive linear relation between the two indgxas confirmed by the fairly high coefficient of
correlation (0.8 in 2004 and 0.9 in 2010). Thiswat really surprising since per-capita GDP and
RWBI indeed synthetize regional progress, albemfrdifferent perspectives: the first from a
productive standpoint and the latter from the madeted dimension of quality of life. The results
are consistent with the literature on regional cangons of well-being indicators and GDP
(Berloffa and Modena 2012; Marchargtieal. 2006). Moreover, Figure 3 illustrates the subishdp
unchanged position of regions at the beginning anithe end of the period: regions who in 2004
were positioned below the x-axis on the left, a#l @& regions who occupied in 2004 the upper-
right side of the figure, still remain there in 201

3.6 Well-being Dispersion across Regions

In order to assess regional disparities trendsemmg of both partial and overall well-being
indicators we calculated the coefficient of vanatiand the rate af-convergence of Italian regions
both for the RWBI index and the per-capita GDP tftg whole period and for two sub-periods:
from 2004 to 2007 and from 2008 to 2010 (Table 46).

During the seven years 2004-2010 disparities anltalgn regions decreased. As regards per-
capita GDP the coefficient of variation decreasg®% over the entire period. The even stronger
change (-18%) for the RWBI confirms the existendesaconvergence: regions became more
similar in terms of well-being and at a much highete than in terms of per-capita GDP, as shown
by the trend lines in Figure 4. However, if we laatkthe two sub-periods we can see that the rates
of -convergence are negative for both indicators ery®004-2007, but they had different signs
in the following period (2007-2010). After 2007 sdarities in per-capita GDP increase slightly. A
similar dynamic characterized all European regiomBich showed a progressive narrowing of
economic disparities until 2007 and an oppositedrinereafter, as a consequence of the economic
and financial crises (European Commission, 2013).tl@ contrary, in terms of well-being, the
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immediate effect of the crisis on Italian regiomsparities seems to be a marked, albeit brief,afse
the coefficient of variation followed, however, Bynew convergence process, although, possibly,
less intense than in the first sub-period (20047200

Despite all this, if we compare the values of theonvergence between 2007 and 2010, both
indicators exhibit the same rate of divergence (Mhereas in the sub-period before the advent of
crisis (2004-2007) Italian regions converge moréeims of RWBI (-19%) than in per-capita GDP
(-3%).

It is worth noting that both indicators have, a theginning of the period, the same value of the
coefficient of variation, that is also the highdspersion showed by the Italian regions over the
whole period. Similarly, they reached the minimuoefticient of variation in the same year (2007),
coinciding with the advent of the global economitsis, but at different levels: the minimum
dispersion as regards overall well-being is sigatfitly lower than for per-capita GDP.

Considering the results efconvergence for each of the ten partial indicatames find that some of
them exhibit a smooth increasing trend until 200@r§onal Security, Material Conditions and
Research and Innovation) with upward intervals hie following years (Personal Security and
Material Conditions), while Research and Innovatiemain quite flat. As regard the other sub-
indicators (Culture and Free Time, Health, Essémigblic Services, Education, Environment,
Social Relations), we can observe fluctuations dakierentire period (Figure 5). This implies that
there has been no continuous trend towardsnvergence in all the ambits of well-being; oe th
contrary, in some important dimensions, such asirggcand culture and free time, significant
divergences persist. A slight divergence existsr dlie whole period also for Material Living
Conditions. The Health Index dispersion, insteadraases in the first sub-period, but slows down
sharply afterwards, which determines convergence.

Conversely, for the six remaining dimensions oflskeeing (Environment, Employment, Education,
Essential Public Services, Social Relations ance&es and Innovation) we find a reduction of the
disparities throughout the seven years.

However, two sub-indicators that did not show aerall negatives-convergence rate (Material
Conditions and Health) experienced convergenchkdrsécond sub-period.

The Environment Index showed the highestonvergence rate (26%) with a decreasing trend
throughout the period except for one upward adjastnm 2007. This indicator, however, exhibits
the highest coefficient of variation in each yedhis means that regional dispersion in
environmental performance is higher than in otheredisions of well-being.

As regards the mobility of regions over time withine cross-regional distribution of each
dimension {-convergence), we consider Kendall's index of rankcordance (Table 47). For the
index of each dimension of well-being as well astf@ two indicators, RWBI and per-capita GDP,
Kendall's index tends to one. Thus, there is naevwce of rank mobility within the distribution.
This means that, although the gaps between regiomsrms of the indicators considered were
reduced over time, the processsetonvergence did not affect their relative positiBasically, the
regions with lower levels of well-being at the begng have not been able to improve their
conditions sufficiently to gain positions in thdl@ The results of the test of the hypothesisrblea
confirm the absence of rank mobility: the null hifsis of no association among the ranks in
different years (which means convergence is happgms always rejected with a significance level
of at least 5%. In fact, in many cases, we find tha result of non-convergence is even stronger,
being statistically significant at 1%. This happémsthe environment indicator just in 2009, foeth
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education indicator in 2005 and 2007, and everyr yea the other indicators (Employment,

Material Living Conditions, Social Relations, Res#aand Innovation, Personal Security, Culture
and Free Time, RWBI and per-capita GDP) exceptHealth, just in 2010, and Essential Public
Services. In conclusion, neither significant imgments nor worsening occurred for the overall
well-being indicator, the per-capita GDP and eaichedsion index in regional intra-distributional

mobility over the studied period.

3.7 Conclusions

Recent years have witnessed an explosion of stodi@seasuring well-being beyond its productive
and economic features. Scholars shared the awardhas well-being is a multidimensional
concept. This has given rise to the necessity $patie of indicators and data-bases on the wide
number of factors that researchers consider crimciaffecting progress and quality of life. Many
institutions and national governments are at warkdefine suitable measures of well-being
domains. In Italy the BES project made availabl@13 a database of 134 outcome indicators
regarding 12 dimensions for an “equitable and sustde well-being”.

Focusing on the Italian regions, the aim of thipgravas threefold: to construct synthetic indexes
for 10 different dimensions of well-being, combigif7 different variables; to then use these partial
synthetic indexes to construct an overall indicatbwell-being; finally, to assess well-being and
per-capita GDP convergence/divergence processessaczgions over the period 2004-2010. With
these goals in mind, we implemented a two-stepcpral component analysis in order to calculate
single domain indexes, in the first step, and therall regional well-being indicator, in the second
step, using as input the ten indicators previogslgerated. Regional dispersion on single domain
and overall well-being indexes was investigatecdhigans of the growth rate of the coefficient of
variation (oro-convergence); finally, the regional ranking mdpilover time was assessed by
means of a non-parametric technique based on tmeldfleindex of rank concordance (@+
convergence).

Results clearly show that differences in well-bebejween regions do not necessarily reproduce
those based on standard economic indicators. cdmsequence, these results highlight the fact that
the regional well-being divide in Italy is at leas significant as the economic divide, suggesting
the importance of paying much more attention inlisytolicies and academic debates, still mostly
focused on the economic gaps, to the quality-ef-fédatures of the development. However, the
analysis in terms of-convergence shows that Italian regions tend tatmecmore similar over
time, both in terms of per-capita GDP and overalll\lweing, even a gradual slowing-down of this
process can be observed in recent years, aftgldbal economic crisis. Moreover, convergence in
terms of well-being occurs at a much faster raém th terms of per-capita GDP. After the crisis the
two indicators, RWBI and per-capita GDP, have d#fe convergence trends: disparities in GDP
increase slightly; on the contrary, in terms of RMge effect of the crisis seems to be a rise ef th
coefficient of variation, followed, however, by am convergence process, albeit less intense than
in the first sub-period (2004-2007).

Moreover, our results show different convergencttepas for each different dimension of well-
being, highlighting the persistence of dispariesoss regions in important quality-of-life aspects
In fact, significant divergences still characterthe Personal Security and Culture and Free Time
domains. Analogously, if we look at the entire timeerval, the divergence across lItalian regions
slightly increases for the Health and Material hiyiConditions indices, even if they experienced a
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substantial recovery in the period 2007-2010. Fasrtim four dimensions -Education, Environment,
Essential Public Services and Research and Inmmvattonvergence is not a continuous process,
though at the end of the period Italian regionsfated to be more similar than at the beginning.
Finally, for two dimensions of well-being, Employnieand Social Relations, we find that
dispersion across regions has fallen both overetitee study period and the two sub-periods
considered.

The analysis of mobility among ranks within thetdlsition (-convergence) showed that for each
partial indicator, for the RWBI and for per-cap®DP, the value of Kendall's index tends to one.
This implies that the null hypothesis of no asstimmamong ranks is always firmly rejected: the
relative positions of the regions did not changbssantially, even if our results indicate that a
process ob-convergence has been at work.

The analysis points out the importance of considea synthetic well-being index along with GDP
statistics: notwithstanding the two indicators shewigh correlation, they presents different trends
in terms of regional convergence over time confirgnithat public policies targeted just on
enhancing production levels or aimed mainly to cedregional disparities in terms of GDP, could
not necessarily entail the same results in terntafity of life improvements, as suggested by the
recent literature on economic and social progr&en (2000; Stiglitz, Sen and Fitoussi 2009).
Nevertheless, some productive factors could beifgigntly affected by public policies designed
relying upon well-being indicators, as it happenisthe fields of intervention of education, essanti
public services, environment, employment, healdgearch and innovation (Salvemini 2014).
Moreover, improvements in most of well-being dimens, in reason of their structural nature,
need medium-long run policies and a coordinatidorebetween different development institutions
and agents, as well as across different levelsowkignance (central/local), as remarked by the
“Well-Being 2030” research project recently launthey the European Policy Centre and the
European Commission (Theodoropoulou and Zuleeg )20ofus, well-being indicators could help
policy makers in designing public interventions fwogress entailing wider ambits than production,
medium-long run programming periods and the instihal coordination in a multilevel
governance perspective.
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3.8 Appendices
3.8.1 Figures

Figure 1. Italian regions by per-capita GDP (2010)

Legend: per capita GDP (curo)
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Source: our elaboration on ISTAT data
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Figure 2. Regional Well-Being Index (RWBI) in thallan regions (2010)

Legend: RWBI values
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Source: our elaboration on ISTAT data
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Figure 3 — Italian regions by per-capita GDP ant-tbing index (2004, 2010)
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Figure 5-Partial Indicators - Coefficients of Vaioa (2004 -2010)
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3.8.2 Tables

Table A1l — Well-being dimensions: indicators, deifims and sources (database subsections in
parenthesis)

Indicators | Definitions | Source
Culture and free time
Persons aged 6 and over who relaq(Sit (Culture
C1 | Newspaper reading newspapers at least once a week per .
. L eisure and time use)
people with the same characteristics.
Percentage of persons aged 6 and qy&rét (Culture
C2 |Theater attendance who have attended theater at least onc? In .
eisure and time use)
the last year.
' ' . Percentage of persons aged 6 and qy&rét (Culture
C3 |Live classical music concertsfwho have attended classical live mu?lc .
. eisure and time use)
concerts at least once in the last year.
Percentage of persons aged 6 and qy&rét (Culture
C4 | Sport events who have attended sport events at leas .
. leisure and time use)
once in the last year.
Persons aged 6 and over who read books
: . i I.Stat (Culture
C5 |Books reading in the previous 12 months per 100 pec?e .
: L eisure and time use)
with the same characteristics.
Percentage of persons aged 6 and pver
. g . Perso g O|\./stat (Culture
C6 | Museums visits who have visited museums at least oncef in .
eisure and time use)
the last year.
Percentage of persons aged 3 and pvamat (Culture
C7 | Sport . . i
who practise sports. leisure and time use)
Education
People with tertiary education| Percentage of people aged 30-34 wj .
El tertiary education (ISCED 5 or 6). EES (Education)
Percentage of people aged 18-24 with ¢nly
Rate of early leavers fromower secondary school diploma (ISCE .
E2 .O y . .V W © y © |p.o (S. .EES (Education)
education and training 2) and are not enrolled in a training
program.
Total school leavers within the first two
Rate of upper secondary schppears of upper secondary school asISTAT-DPS
E3 , .
leavers percentage of the students enrolled in|{Elucation)
second year of higher secondary schoo].
S . .. | Percentage of people aged 2564
Participation n long-life I, . .
E4 Iearrlli:lp 0 ! gl participating in formal or non-formaBES (Education)
g educational programs.
. Percentage of people aged 25-64 haying
People th at least er . .
E5 ple Wi . uPp completed secondary education (ISCHES (Education)
secondary education
level not below 3a, 3b or 3c).
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Employment

Percentage of employed persons aged

BBS (Work and life

L1 |Employment rate 64, balance)
Unemployed and potential labour force
aged 15-74 (people not searching for a|ljob
L2 | Non-participation rate during the previous 4 weeks but availaB&S (Work and lifg
P P for work) as percentage of labour fordalance)
aged 15-74 and potential labour force aged
15-74.
Share of employed perso .
. . hare of currently employed persons wBES (Work and life
L3 | with temporary jobs for at leas .
temporary jobs for at least 5 years. balance)
5 years
L4 Share of workers not in regulgPercentage of workers not in complianB&S (Work and life
occupation with labour, fiscal and pension laws. balance)
Ratio bet th I
atio between fhe employmg Employment rate of women aged 25:49
rate of women aged 25-49 with. .
. with at least one child under compuls )B/ .
at least one child of compulsorg - ES (Work and life
L5 chool age (6-13) divided by the
school age (6-13), and the Zl?glance)
employment rate of women aged 25¢
employment rate of womg r\}vithout children
aged 25-49 without children '
L6 Ratio of female employmenRatio of female to male employment ral8TAT-DPS
rate to male employment rate| (%). (Labour)
Incidence  of  long termPersons looking for employment for mof AT-DPS
L7 than 12 months as percentage of the {ofa
unemployment : ? abour)
of persons seeking employment.
L8 Persons aged 15-24 looking for
employment as percentage of the lahd8TAT-DPS
Youth I t rat
outh unemployment rate force aged 15-24. (Labour)
Environment
Simple fertilizers (Nitrogen, Phosphorus,
Potassium) used per hectare of Utiliz&slTAT-DPS
Al | Fertilizers used in agriculture | Agriculture Area (in quintals). (Environment)
Number of air monitoring stations, per
A2 | Monitoring of air quality 100.000 inhabitants. ISTAT-DPS (Cities)
Number of days during which the level|of
PM10 was higher than the limit of 50
ug/m3 in  regional capital cities
A3 | Air pollution [(days/365)*100]. BES (Environment
Electricity produced by renewable sources
Energy consumption providedGWh) as percentage of electricity interpal
A4 | by renewable sources gross consumption. BES (Environment)
Percentage of regional land (ha) design&3'AT-DPS
A5 | Special Protection Areas as Special Protection Areas. (Environment)
Population per square kilometre of lan .
A6 | Population density area. I%tat (Population)
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Essential public services

Individuals who give up the chance to see
a specialist or wundergo therapeuti .
Q1 |Waiting lists for treatments | treatment (not dental) because of tsizraceggua“ty of
length of waiting lists as percentage o?
residents.
. . P t f diff tiated labl .
Differentiated urban waste ercentage ot direrentiate (recycg egiés (Quality  of
Q2 . non-recyclable) urban waste collection put .
collection services)
of total urban waste.
Percentage of children up to age 3 using
child-care services - day-care centers, mini
Q3 day-care facilities or supplementary aBES (Quality of
Child care services innovative services - of which 70% in dagervices)
care centres, out of the total population
aged up to 3 years.
Percentage of elderly people who
04 benefited from integrated home assistaiRieS (Quality of
Elderly assisted at home service (Adi) out of the total elderlgervices)
population (aged 65 and over).
Frequency of accidental long lasting
5 Irregularities in electric powepower cuts (cuts without notice long&ES (Quality of
provision than 3 minutes), (average number |B&ETViCces)
consumer).
Q6 | Imegularities in water supply Percentgge 'of households who repBES' (Quality  of
irregularities in water supply. services)
Gross domestic product
Gross domestic product (GDP) at curregt :
: . . tat (R al
GDP | Per-capita GDP market prices by NUTS 2 regions, euro peLrJros a. ( gg!on i
. . economic statistics)
inhabitants.
Health
Average number of years that a child born
in a given calendar year can expect to |ive
if exposed throughout life to the risks g
, ) ES (Health
H1 Life expectancy death observed in the same vyear ats( ealth)
different ages.
Deaths in the first year of life per 10.0
H2 Infant mortality rate live births. Oé)ES (Health)
Standardized percentage of people aged 18
. . years and over who are overweight g
H3 | Overweight or obesity obese: the indicator refers to the Bo )[/ES (Health)
Mass Index (BMI).
. Standardized percentage of people aged 14
H4 Sedentary lifestyle years and over who do not practice aB¥S (Health)
physical activity.
H5 | Nutrition Standardized percentage of people ageBES (Health)
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years and over who consume at lea
portions of fruit and vegetables a day.

5t 4

Material living conditions

d

M1 Disposable household incomBisposable household income on the toi&TAT  (Regional
per inhabitant number of inhabitants. economic accounts
Ratio of total equivalised income receiyed
. : : .. | by 20% of the population with the highe |
M2 Disposable income inequality income to that received by 20% of ”Q%ES . (Economi¢
. . : ell-Being)
population with the lowest income.
Percentage of persons at risk of poverty,
M3 People at risk of relativevith an equivalised income less than| BES (Economi¢
poverty equal to 60% of the median equivalis&dell-Being)
income.
Percentage of individuals living |n
households with at least one component
People living in joblessaged 18-59 years (with the exception IS S (Economid
M4 | households households where all members are f ell-Being)
time students under 25 years) where g
nobody works or receives an occupatignal
pension.
. .| Percentage of people in overcrowdg% :
People suffering poor housi 18 . : . : S (Economi¢
M5 " wellings without basic facilities or with .
conditions Well-Being)
structural defects.
Personal Security
T Burglary rate Number of burglaries per 1.0 )BES (Security)
households.
Number of pick-pocketing per 1.0 )B :
: , E t
T2 Pick-pocketing rate people. S (security)
T3 Robbery rate Number of robberies per 1.000 people. BES (Sequrity
T4 Homicide rate Number of homicide per 100.000 peopleBES (Security)
. ' . Percentag(? of househ'olds.wh.o are ?é)ﬁ_ AT DPS
T5 | Perception of crime risk much worried by the crime risk in the a E .
. ? egality and safety
where they live.
Research and Innovation
R&D expenditure by Publir.
R1 |R&D expenditure Adm|n|§trat|on, Un|v§r5|t|es and publiBES (Research ar
and private companies as percentagelrofovation)
GDP.
: Percentage of the value of the goqdSTAT-DPS
R2 | Capacity to export exports on GDP. (Internationalization
Number of patents registered by [BES-ISTAT - DPS
R3 |Patents European Patent Office per millip(Research and
inhabitants. Innovation)
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R4

R&D workers

Researchers, technicians and o
personnel involved in R&D in the Pub
Administrations, University, public an
private companies, per 1.000 inhabitant]

N&raT .

[
iEF%esearch
L nnovation)

DPS
and

R5

Graduates in Science a

Technology

People aged 20-29 with degree

scientific and technological discipling
per 1.000 inhabitants.

>
o

IBTAT -
2¢Research
Innovation)

DPS
and

Social Relations

S1

Satisfaction with
relations

family

Share of population aged 14 and over
are very satisfied with their fami
relationships.

Bes

¥elationships)

(Social

S2

Satisfaction with friendshi

relation

Share of population aged 14 and over
are very satisfied with the relationsk
with friends.

e}

Bes

| (Social
r%lationships)

S3

Synthetic indicator of soci
participation

Based on the aggregation of the follow|
indicators:

People aged 14 and over who during
past 12 months have participated
ameetings of associations, trade unions
professional associations or in activit
(cultural, sporting, recreational, spiritug
organized or promoted by religious
spiritual groups; have attended meeting

political parties and/or have worked free

for a party.

ng

the
in

s

lISelationships)

(Socia

or
s of

S4

Volunteer work

Percentage of the population aged 14
over who in the past 12 months perforn
non-paid volunteer work for associatic
or volunteer groups.

and
NBES
melationships)

(Socia

S5

Share of population wh

funded associations

Share of population aged 14 and over
an the past 12 months have fung
associations.

vho
&ES
relationships)

(Social

182



Table 1 — Variance explained by the first principamponent (%) for each well-being dimension
and for the well-being synthetic index by year

Nr. of

. 2004 2005 2006 2007 2008 2009 2010
variables
Culture and free time 7 79 79 80 83 81 80 80
Education 5 84 88 92 92 85 84 76
Employment 8 91 91 91 89 89 87 86
Environment 6 63 65 71 71 72 72 71
Essential public services 6 45 57 56 60 59 66 64
Health 5 88 75 73 61 67 80 82
Material living conditions 5 96 93 94 92 93 91 92
Personal security 5 52 52 57 57 59 56 53
Research and innovation 5 76 72 76 79 79 79 81
Social relations 5 92 91 92 91 93 91 92
Regional Well-Being Index 10 53 51 a7 46 50 50 47

Source: our elaboration on ISTAT data

Table 2 - Culture and free time: Measure of sangpdidequacy and Bartlett test

2004 2005 2006 2007 2008 2009 2010

Newspaper reading 0.799 0.791 0.847 0.762 0.769 0.709 0.774
Theater attendance 0.582 0.785 0.804 0.802 0.783 0.77 0.725
Live classic music concerts 0.735 0.868 0.85 0.895 0.848 0.836 0.917
Sport events 0.524 0.738 0.841 0.647 0.656 0.695 0.826
Books reading 0.685 0.706 0.804 0.791 0.841 0.85 0.864
Museums visits 0.756 0.768 0.906 0.899 0.803 0.789 0.835
Sport 0.928 0.746 0.896 0.831 0.816 0.854 0.939
overall MSA
KMO MSA .718 .769 .853 .809 .795 .788 .845
Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Source: our elaboration on ISTAT data

Table 3- Culture and free time: Component matrocri@ation with the first principal component)

2004 2005 2006 2007 2008 2009 2010

Newspaper reading 912 .851 .863 .932 .901 .874 .905
Theater attendance .818 .806 T71 .785 72 .793 .740
Live classic music concerts .889 .873 .873 912 .896 .887 .887
Sport events .636 .567 .644 .629 621 .665 532
Books reading 915 921 927 .949 .952 .946 .954
Museums visits .964 .979 974 .980 .979 .983 .986
Sport .904 .953 .960 .946 .958 910 942

Source: our elaboration on ISTAT data
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Table 4- Culture and free time: Communalities

2004 2005 2006 2007 2008 2009 2010
Newspaper reading 831 .725 744 .868 .812 .764 .820
Theater attendance .668 .650 .595 617 .596 .629 547
Live classic music concerts 791 763 762 .832 .804 .786 .786
Sport events 404 322 415 .395 .385 442 .283
Books reading .837 .848 .859 .900 .906 .894 910
Museums visits 929 959 .949 .960 .959 967 971
Sport .817 .908 921 .894 917 .829 .887
Source: our elaboration on ISTAT data
Table 5- Culture and free time Index by region gear
2004 2005 2006 2007 2008 2009 2010 £(2010-2004)
Position  Regions idex Regions dex Regions index Regions Lr;?j;( Regions Regions Regions Regions  Ranks
1 Trentino-AA. 361 Trentino-AA. 363 Trentino-AA.  3.7entino-AA. 372 Trentino-AA. 372 Trentino-AA.  3.6bentino-AA. 352 Campania 5
2 FriuliV.G. 3.08 Friuli-V.G. 3.06 Lombardia 3.02 Friuli-@. 3.05 Friuli-V.G. 3.16 Friuli-V.G. 3.14 Friuli-V.G. HEmiia-Romagna 2
3 Veneto 3.04 Lombardia 305 Emiia-Romagna  3.01 Lombardia .03 Yalle d'/Aosta  3.03 Lombardia 2.89 Lombardia 3.02 Tosca 2
4 Lombardia 2.98 Lazio 3.02 Veneto 3.00 Piemonte 2.99 Veneto 02 Bazio 2.87 Veneto 2.95 Puglia 2
5  Emiia-Romagna  2.89 Veneto 2.90 Toscana 2.86 Veneto 2.8hbkadia 2.96 Emila-Romagna  2.85 Lazio 2.93 Veneto 1
6  Toscana 2.85 Piemonte 2.79 Valle dAosta  2.78 Emiia-Rpraa 2.90 Lazio 2.94 Veneto 2.84 Valle d’Aosta 2,90 Piemonte 1
7 Lazo 2.80 Emila-Romagna  2.76 Friuli-V.G. 2.75 Valle 0%ta  2.89 Emiia-Romagna  2.82 Piemonte 2.79 Emiia-Romag2.77 Umbria 1
8  Piemonte 2.78 Toscana 2.72 Piemonte 2.74 Lazio 286 Toscana  2.74 Valle d'Aosta  2.78 Toscana 2.76 Abruzzo 1
9 \ValedAosta 271 Valled'Aosta 270 Lazio 2.70 Liguria .72Piemonte 2.74 Toscana 2.69 Piemonte 2.71 Trentino-AA. 0
10 Liguria 2.67 Marche 2.64 Umbria 2.62 Toscana 2.60 Liguria 64 Marche 2.67 Liguria 2.70 Friuli-V.G. 0
11 Marche 2.60 Umbria 2.48 Marche 2.61 Umbria 245 Umbria 2idfiia 2.59 Marche 251 Liguria 0
12 Umbria 2.42 Liguria 2.41 Liguria 2.59 Sardegna 243 Marche A4 Ymbria 2.48 Sardegna 249 Marche 0
13 Abruzzo 241 Abruzzo 2.39 Sardegna 2.36 Marche 2.37 Samlegn  2.44 Sardegna 2.37 Umbria 2.44 Lombardia 1
14 Sardegna 2.31 Sardegna 2.39 Abruzzo 2.34 Abruzzo 2.30 Abruz 2.28 Abruzzo 2.29 Abruzzo 2.37 Basilcata 1
15 Campania 2.01 Basilicata 2.02 Basilicata 2.14 Basiicata .11 Basilicata 2.10 Basiicata 2.08 Basiicata 1.95 Lazio 2
16  Basilcata 197 Calabria 1.94 Puglia 1.97 Molise 1.92 Caripa 1.88 Sicilia 1.99 Molise 1.95 Sardegna 2
17 Pugla 191 Puglia 1.93 Molise 1.94 Campania 1.88 Molise 7 C8mpania 1.98 Sicilia 1.94 Molise 2
18 Molise 1.88 Campania 1.91 Campania 1.90 Sicilia 1.86 8icil 1.83 Molise 1.93 Calabria 194 Sicilia 2
19 Siciia 1.85 Molise 187 Sicilia 1.82 Puglia 1.82 Calabria .82Calabria 1.80 Puglia 1.83 Calabria 2
20 Calabria 162 Sicilia 1.78 Calabria 1.77 Calabria 170 Rugl 1.75 Puglia 1.80 Campania 180 Valed'/Aosta -3

Source: our elaboration on ISTAT data
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Table 6- Education: Measure of sampling adequadyBantlett test

2004 2005 2006 2007 2008 2009 2010
for each variable
People with tertiary 0.73 0.824 0.734 0.658 0.753 0.797 0.78
education
Rate of early leavers from 0.856 0.824 0.87 0.821 0.668 0.777 0.849
education and training
Rate of upper secondary 0.738 0.831 0.855 0.864 0.407 0.675 0.835
school leavers
Participation in long-life 0.843 0.889 0.779 0.673 0.89 0.906 0.876
learning
People with at least upper 0.723 0.775 0.702 0.74 0.818 0.851 0.755
secondary education
overall MSA
KMO MSA 771 .821 775 741 721 .812 .803
Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Source: our elaboration on ISTAT data
Table 7- Education: Component matrix (correlatiathuwhe first principal component)
2004 2005 2006 2007 2008 2009 2010
People with tertiary education .505 A71 567 495 .148 .285 293
Rate of early leavers from education -.690 -679 -569 -648 -581 -.440 -.372
and training
Rate of upper secondary school -991 -99% -999 -999 -997 -.997 -.996
leavers
Participation in long-life learning .673 .580 .654 490 .257 AT75 145
People with at least upper secondary .644 .603 .612 .616 374 .380 .329
education
Source: our elaboration on ISTAT data
Table 8-Education: Communalities
2004 2005 2006 2007 2008 2009 2010
People with tertiary .255 222 321 245 .022 .081 .086
education
Rate of early leavers AT7 462 .323 420 .337 194 139
from education and
training
Rate of upper secondary .983 .993 997 .997 .994 994 .993
school leavers
Participation in long-life .453 337 428 .240 .066 225 .021
learning
People with at least 415 .363 374 379 .140 144 .108

upper secondary
education

Source: our elaboration on ISTAT data
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Table 9- Education Index by region and year

2004 2005 2006 2007 2008 2009 2010 A (2010-2004)
Positon ~ Regions e Regions e Regions e Regions 12?52 Regions gldﬁz Regions e Regions e Regions  Ranks
1 Trentino-AA. 032 Trentino-AA. 051 Umbria 0.68 Umbria 4 Trentino-AA. 034 Trentino-AA. 054 Trentino-AA.  @€Friuli-V.G. 9
2 FiulvG, 0.18 Veneto 018 Trentino-AA.  0.48 Friulig. 0.18 Marche 0.14 Puglia -0.13 Marche -0.11 Umbria 6
3 Unbria 0.08 Marche 0.10 Emiia-Romagna  0.40 Emiia-Romagnal4 Deneto -0.48 \eneto -0.14 Veneto -0.15 Abruzzo 5
4 Veneto -0.17 Friuliv.G, 0.04 Marche 0.08 Veneto 0.10 Catabr -0.49 Basilcata -0.24 Calabria -0.20 Lombardia 3
5  Emia-Romagna -0.17 Emiia-Romagna  0.03 Veneto 0.06 Merc -0.07 Basilcata -0.51 Emila-Romagna -0.30 Puglia -063cana 2
6  Marche -0.17 Umbria -0.44 FriuliV.G, -0.08 Calabria -0.16lifia -0.55 Calabria -0.31 Emiia-Romagna  -0.60 Emiia-Rgma 1
7 lazo -0.37 Basilcata -0.46 Molise -0.24 Trentino-AA. .20 Friuli-V.G. -0.73 Friuli-V.G, -0.32 Piemonte -0.73 liaz 1
8  Calabria -0.64 Lazio -0.55 Abruzzo 047 Abruzzo -0.38 Rugl -0.77 Umbria -0.34 Lazio -1.01 Molise 1
9 Piemonte -0.68 Toscana -0.68 Lazio -0.62 Pigmonte -0.5kFRamagna  -0.85 Lazio -0.79 Umbria -103 Valle dAosta 1
10 Abnzo +0.79 Calabria -0.69 Toscana -0.91 Basilcata 6-0io -0.94 Piemonte -0.86 Basilcata -1.08 Siciia 1
11 Toscana -0.81 Piemonte -0.84 Piemonte -0.95 Lazio - Bhdie -0.94 Marche -091 FriuliV.G, -112 Trentino-AA. 0
12 Basiicata -0.84 Abruzzo -0.86 Puglia -1.04 Molise -L191kle -102 Toscana -0.97 Liguria -1.14 Campania 0
13 Molise -1.14 Liguria -1.16 Basiicata -1.27 Puglia -1.36sbana -1.03 Abruzzo -1.04 Toscana -1.17 Veneto 1
14 Lombardia -1.29 Molise -1.18 Calabria -1.35 Toscana -15luan -1.13 Molise -1.15 Molise -117 Sardegna 1
15 Liguria -1.34 Lombardia -1.35 Liguria -1.52 Campania -1G8mpania -1.30 Campania -1.21 Abruzzo -1.23 Piemonte 2
16 Campania -1.53 Puglia -151 Lombardia -1.62 Liguria -Lifuta -141 Liguria -1.34 Campania -1.36 Basilicata 2
17 Valed'Aosta  -162 Sardegna -1.96 Campania -1.67 Lombardi  -2.04 Lombardia -1.81 Lombardia -1.34 Lombardia -1.3%lily 3
18 Pugia -173 Valle d'Aosta  -2.19 Sardegna -1.93 Vale dtho  -2.18 Sicilia -1.98 Sicilia -1.78 Valle dAosta  -1.54 idae 4
19 Siciia -1.78 Campania -2.23 Sicilia -2.17 Sicilia -265Ibal'Aosta -2.30 Sardegna -2.39 Sardegna -1.79 Calabria 4
20 Sardegna -181 Sicilia -2.24 Vale d'Aosta  -3.11 Sardegna  3.12-Sardegna -2.73 Valle d'Aosta ~ -2.80 Siciia -2.00 Rugl -13

Source: our elaboration on ISTAT data

Table 10- Employment: Measure of sampling adeqaaclyBartlett test

2004 2005 2006 2007 2008 2009 2010

for each variable
Employment rate 0.884 0.898 0.85 0.823 0.815 0.787 0.78
Non-participation rate 0.772 0.859 0.859 0.885 0.854 0.86 0.889

Share of employed persons with 0.828 0.71 0.792 0.798 0.893 0.806 0.899
temporary jobs for at least 5 years

Share of workers not in regular 0861 0.872 0931 0.808 0.893 0.792 0.79
occupation

Ratio between the employmentrate  0.66 0.838 0.833 0.745 0.79 0.805 0.778
of women aged 25-49 with at least

one children of compulsory school

age (6-13), and the employment rate

of women aged 25-49 without

children

Ratio of the female employment rate 0.731 0.792 0818 0.866 0.886 0.807 0.824

to male employment rate

Incidence of long term 0.822 0.834 0.803 0.967 0.927 0.875 0.852

unemployment

Youth unemployment rate 0.758 0.876 0.841 0.848 0.928 0.818 0.878
overall MSA

KMO MSA .790 .842 .843 .846 .875 .819 .836

Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Source: our elaboration on ISTAT data
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Table 11- Employment: Component matrix (correlatioth the first principal component)

2004 2005 2006 2007 2008 2009 2010

Employment rate 977 978 .982 .984 .982 .976 .979
Non-patrticipation rate -994 -992 -994 -991 -989 -.982 -.983
Share of employed persons with -747 -731 -704 -700 -.744 -778 -.798
temporary jobs for at least 5 years

Share of workers not in regular -962 -972 -954 -931 -941 -.945 -.934
occupation

Ratio between the employment rate of 620 510 690 679 558 675 539
women aged 25-49 with at least one

children of compulsory school age (6-

13), and the employment rate of

women aged 25-49 without children

Ratio of the female employment rate  .949 .934 .939 .940 .942 915 .902
to male employment rate

Incidence of long term -890 -926 -912 -912 -929 -911 -.840
unemployment

Youth unemployment rate -989 -994 -985 -965 -.969 -.897 -.939

Source: our elaboration on ISTAT data

Table 12- Employment: Communalities

2004 2005 2006 2007 2008 2009 2010

Employment rate .955 .956 .965 .969 .965 .952 .958
Non-participation rate .987 .985 .987 .982 .978 .965 .966

Share of employed persons with .557 .535 495 490 .554 .605 .637

temporary jobs for at least 5 years

Share of workers not in regular .926 944 911 .867 .886 .894 .872
occupation

Ratio between the employment rate .384 .260 476 460 311 .455 291
of women aged 25-49 with at least

one children of compulsory school

age (6-13), and the employment

rate of women aged 25-49 without

children

Ratio of the female employment .901 .873 .881 .884 .887 .838 .814

rate to male employment rate

Incidence of long term 791 .858 .832 .831 .863 .829 .705
unemployment
Youth unemployment rate 979 .988 971 .930 .939 .805 .883

Source: our elaboration on ISTAT data
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Table 13- Employment Index by region and year

2004 2005 2006 2007 2008 2009 2010 A (2010-2004)
Position  Regions e Regions Eﬁ: Regions e Regions :2?3: Regions e Regions :;stz Regions e Regions  Ranks
1 Trentino-AA.  -053 Trentino-AA. 059 Trentino-AA. & Trentino-AA.  -0.50 Trentino-AA.  -0.56 Trentino-A.A -0.52 Trentino-A.A.  -0.56 Piemonte 4
2 Valled'Aosta  -0.56 Valle dAosta  -0.69 Valle d'Aosta  .6DEmiia-Romagna -0.63 Emilia-Romagna -0.70 Veneto 203l d'Aosta -0.70 Emiia-Romagna 1
3 Emiia-Romagna -0.72 Emiia-Romagna -0.70 Emilia-Romagn0.71 Veneto -0.68 Veneto -0.72 Emila-Romagna  -0.76 Yene -0.80 Friuli-V.G. 1
4 Veneto -0.79 Lombardia -0.79 Veneto -0.78 Valle dAosta .740/alle d'Aosta -0.79 Valle d'Aosta -0.79 Emila-Romag -0.85 Abruzzo 1
5  Lombardia -0.83 Veneto -0.80 Lomhardia -0.83 Marche -0 @thardia -0.84 Lombardia -0.89 Lombardia -0.86 Trentind-A 0
6 FiulivG. -0.91 FriuliV.G. -0.82 Marche -0.87 Lombadi -0.80 Marche -0.86 Friuli-V.G. -0.92 Marche -0.88 ValAdsta 0
7 Piemonte -L07 Marche -0.99 Friuli-V.G. 093 Friul-v.G.  -0.94 FriuliV.G. -0.94 Toscana -0.96 Friuli-V.G. -0.89hbardia 0
8  Marche -1.08 Toscana -1.00 Pigmonte -0.98 Pigmonte -0%4dm -0.95 Marche -1.03 Toscana -1.05 Liguria 0
9 Toscana -1.09 Piemonte -1.03 Toscana -1.03 Toscana -@fDRie -1.05 Liguria -1.10 Umbria -1.13 Molise 0
10 Liguria -1.32 Liguria -1.26 Liguria -1.22 Umbria -1.19 Unitor -1.13 Umbria -1.18 Liguria -1.14 Sardegna 0
1 Umbria -1.35 Umbria -1.44 Umbria -1.32 Liguria -1.24 Liairi -1.30 Piemonte -1.19 Piemonte -1.17 Puglia 0
2 Abuzzo -L.70 Abruzzo -1.65 Abruzzo -1.58 Abruzzo -1.55 i -1.52 Abruzzo -1.54 Lazio -157 Basiicata 0
13 Lazo -1.92 Lazio -1.83 Lazio -1.83 Lazio -1.76 Lazio -1.78o -1.69 Abruzzo -1.65 Campania 0
14 Molise -2.38 Molise -241 Molise -2.42 Molise -2.23 Molise 247 Molise -240 Molise -2.21 Siciia 0
15 Sardegna -2.63 Sardegna -2.55 Sardegna -253 Sardegna 1 Sedegna -2.64 Sardegna -251 Sardegna -2.38 Calabria 0
16 Puglia -2.78 Puglia -2.77 Basilicata -2.73 Puglia -2.671Rug -2.69 Puglia -2.53 Puglia -247 Veneto 1
17 Basilcata -2.80 Basilicata -2.79 Puglia -2.75 Basiicata  -2.72 Basilicata -2.91 Basilcata -2.81 Basilicata -2.15ana 1
18 Campania -3.17 Campania -3.18 Campania -315 Campania 6 Cafpania -3.11 Campania -2.96 Campania -2.93 Lazio 1
19 Siclia -341 Sicilia -342 Sicilia -3.21 Sicilia -3.25 Yia -3.34 Sicilia -3.06 Siciia -3.04 Marche 2
20 Calabria -3.58 Calabria -3.78 Calabria -3.57 Calabria 2-EAlabria -3.51 Calabria -3.37 Calabria -352 Umbria 2

Source: our elaboration on ISTAT data

Table 14- Environment: Measure of sampling adeqiigcyear and Bartlett test

2004 2005 2006 2007 2008 2009 2010
for each variable
Fertilizers used in agriculture 0.635 0.652 0.807 0.694 0.736 0.676 0.783
Monitoring of air quality 0.573 0.621 0.618 0.574 0.589 0.638 0.645
Air pollution 0.53 0.653 0.663 0.692 0.573 0.681 0.91
Energy consumption provided by 0.531 0.567 0.606 0.576 0.527 0.623 0.655
renewable sources
Special Protection Areas 0.404 0.453 0.486 0.514 0.511 0.615 0.568
Population density 0.711 0.723 0.744 0.789 0.803 0.673 0.804
overall MSA

KMO MSA .562 .612 .648 .627 .606 .647 .706

Bartlett test (sig.)

<0.013 <0.042

<0.002 <0.001 <0.001

<0.001 <0.001

Source: our elaboration on ISTAT data

188



Table 15- Environment: Component matrix (correlatrath the first principal component)

2004 2005 2006 2007 2008 2009 2010

Fertilizers used in agriculture -434 -459 -474 -472 -.488 -.494 -570
Monitoring of air quality 733 .620 .895 .708 .838 .862 .846
Air pollution -241 -277 -252 -314 -390 -.490 -.502
Energy consumption provided by 988 989 985 990 .985 .983 .968
renewable sources
Special Protection Areas 541 502 .396 .631 .629 .660 453
Population density -489 -507 -502 -517 -542 -571 -.626
Source: our elaboration on ISTAT data
Table 16- Environment: Communalities

2004 2005 2006 2007 2008 2009 2010
Fertilizers used in agriculture .188 .210 225 222 .238 244 324
Monitoring of air quality .538 .385 .801 .502 .702 742 716
Air pollution .058 077 .064 .099 152 .240 .252
Energy consumption 977 978 970 .980 970 967 937
provided by renewable
sources
Special Protection Areas 292 252 157 .399 .396 .436 .205
Population density .240 .257 .252 .267 293 327 392

Source: our elaboration on ISTAT data
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Table 17- Environment Index by region and year

2004 2005 2006 07 2008 2009 2010 A(2010:2004)
Position  Regions :2?3: Regions :;?E: Regions heex Regions hoex Regions :;?E: Regions 1;?5: Regions Regions  Ranks
1 ValedAosta 854 ValedAosta  843Valed'Aosta  9BfledMosta  887ValedAosta 828 ValedAosta  8edAosta 669 FruliV.G. 5
2 Trentino-AA. 449 Trentino-AA. 368 Trentino-AA.  38Brentino-AA. 437 Trentino-AA. 434 Trentino-AA.  36Bentino-AA. 325 Campania 4
3 Abzo 139 Abruzzo 134 Abruzzo 116 Calabria 164 Molse 125 Molise 143 Moise 169 Marche 3
4 Fliv.G. 090 Molise 091 FiiuliV. G. 101 Toscana 58 Abruzzo 082 Abruzzo 1.09 Basilcata 1.03 Piemonte 3
5  Calabria 080 Calabria 082 Sardegna 095 Abruzzo 1.50iEetei 082 Basiicata 102 Abruzzo 083 Veneto 3
6 Basiicata 0.76 Frufiv.G. 0.68 Umbria 093 Molse 150gw@na (.73 Calabria 080 Calabria 082 Abruzzo 2
T Umbria 0.74 Toscana 067 Basilicata 090 Basilcata 1.388ma 0.71 Sardegna 0.70 Umbrig 067 Liguria 2
8 Molise 0.73 Basllcata (.66 Calabria 082 Umbria 115 PG, 062 FriuliV. G, 060 Sardegna 058 Calabria 1
9 Lguria (.58 Umbria 062 Toscana 0.72 Piemonte 112Caabi 061 Toscana 056 FiiulkV. G. 042 Lazio 0
10 Toscana 053 Sardegna 052 Molise (.58 Sardegna 110Umbria 045 Umbria 046 Toscana 037 Toscana 0
11 Sardegna 050 Liguria 021 Liguria 046 FruiV. G. 0.8 028 Sicila 0.16 Liguria 012 Trentno-AA. 0
12 Piemonte 025 Piemonte 018 Siciia 0.30 Sicila 086 March 0.16 Piemonte 0.09 Sicila 20,03 Umbria 0
13 Marche 0.22 Sicila 018 Piemonte 0.28 Lazio 086 Siciia 13(Pugia 000 Puglia 0,06 Vale fAosta 0
1 Lazo 0.18 Marche 0.03 Marche 0.13 Campania 085 Piemonte 12 guria 0.2 Lazio .27 Emiig-Romagna -1
15 Veneto 0.11 Lazio 0.1 Lazio 012 Liguria 085 Pugla 18rhe -0.03 Piemonte 0.3 Lombardia 1
16 Campania 004 Campania 0.00 Puglia 0.08 Pugla 080 HRiimagna 0.1 Emiia-Romagna  -0.09 Marche -0.38 Basdicat 2
17 Pugla 0.03 Puglia <006 Emiia-Romagna 005 Lombardia 3 Qdzio 0.2 Lazio {0.12 Emiig-Romagna -051 Sardegna 3
18 EmiaRomagna (001 Emia-Romagna 007 Lombardia ~ -éfeto 067 Veneto -0.16 Veneto 021 Veneto 069 Puglia 4
19 Scila 007 Veneto {0.19 Campania <014 Marche 060 Lok -0.24 Lombardia 040 Lombarda 073 Molise 5
20 lombardia  -0.18 Lombardia 0.30 Veneto {0.18 Emiia-Romag 0.5 Campania {049 Campania <059 Campania 0758kl 1
Source: our elaboration on ISTAT data
Table 18- Essential public services: Measure ofpdizugn adequacy and Bartlett test
2004 2005 2006 2007 2008 2009 2010
for each variable
Waiting lists for treatments 0.813 0.671 0.77 0.847 0.814 0.646 0.894
Differentiated urban waste 0.654 0.65 0.805 0.8 0.578 0.902 0.786
collection
Child care services 0.547 0.543 0.733 0.8 0.775 0.891 0.831
Elderly assisted at home 0.349 0.321 0.543 0.736 0.615 0.604 0.839
Irregularities in electric 0.609 0.672 0.691 0.763 0.625 0.658 0.791
power provision
Irregularities in water supply 0.684 0.796 0.861 0.834 0.705 0.65 0.773
overall MSA
KMO MSA .608 .641 .743 .802 .679 711 811
Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Source: our elaboration on ISTAT data
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Table 19- Essential public services: Componentimétorrelation with the first principal

component)
2004 2005 2006 2007 2008 2009 2010
Waiting lists for treatments -410 -846 -884 -817 -889 -905 -.904
Differentiated urban waste collection 706 713 601 759 580 716 648
Child care services .870 .648 572 .769 .638 .750 752
Elderly assisted at home .061 371 527 453 .508 A74 .509
Irregularities in electric power
provision -783 -914 -876 -875 -726 -787 -.759
Irregularities in water supply -817 -933 -795 -906 -862 -939 -.854
Source: our elaboration on ISTAT data
Table 20- Essential public services: Communalities
2004 2005 2006 2007 2008 2009 2010
Waiting lists for treatments .168 .716 781 .667 791 .820 .818
Differentiated urban waste 576 513 420
. 499  .508 .362 337
collection
Child care services .758 .420 .328 .592 406 562 .566
Elderly assisted at home .004.138 278 .206 .258 224 .259
Irregularities in electric power .765 .619 577
gut P 613 .835 767 527
provision
Irregularities in water supply .668 .870 .633 820 742 881 129
Source: our elaboration on ISTAT data
Table 21- Essential Public Services Index by regiod year
2004 2005 2006 2007 2008 2009 2010 £(2010-2004)
Iy . Index . Index . Index . . Index . Index . .
Position Regions e Regions e Regions vlte Regions wlie Regions e Regions vale Regions e Regions  Ranks
1 ValedAosta 323 Valed'Aosta 151 Friuli-V.G. 1.B8uli-V.G. 1.23 Friuli-V.G. 0.99 Emiia-Romagna  1.17 Uriéd 1.05 Toscana 8
2 Emiia-Romagna 1.49 Trentino-AA. 090 Trentino-AA.  6.Bmiia-Romagna  1.21 Emiia-Romagna  0.66 Friuli-v.G. T1RiuliV.G. 1.04 Lombardia 5
3 Lombardia 1.09 Friuli-V.G. 0.67 Valle dAosta  0.65 Val\osta 0.81 Umbria 0.61 Trentino-A.A. 055 Emilia-Ramna  1.01 Veneto 5
4 Trentino-AAA. 106 Liguria 045 Emiia-Romagna 045 TrimotA.A. 078 Valle dAosta 057 Valle d'Aosta 048 Kad'’Aosta  0.71 Piemonte 4
5  Toscana 0.94 Lombardia 0.43 Veneto 0.43 Veneto 0.71 Liguria 0.39 Veneto 0.47 Trentino-AA.  0.69 Molise 4
6  Veneto 0.82 Emilia-Romagna  0.40 Liguria 0.38 Lombardia 2(fentino-AA. 038 Liguria 0.40 Marche 0.58 Valle d'Aast 3
7 Marche 0.75 Umbria 0.20 Umbria 0.30 Piemonte 0.07 Veneto 0 Ddinbardia 0.37 Liguria 0.48 Puglia 3
8  Piemonte 0.61 Veneto 0.17 Lombardia 0.13 Liguria 0.00 Lomiaa 0.18 Basilicata -0.01 Lombardia 0.39 Emiia-Romagna 1
9 Liguria 0.60 Piemonte -0.07 Abruzzo -0.04 Umbria -0.10 Beath 0.07 Umbria -0.02 Abruzzo 0.39 Trentino-AA. 1
10 Friviv.G. 0.54 Marche -0.10 Molise -0.12 Marche -0.18 Akzo -0.18 Marche -0.04 Basilicata 0.35 Sicilia 1
11 Umbria 0.32 Abruzzo -0.40 Basilicata -0.20 Molise -0.19 idel -0.46 Piemonte -0.25 Veneto 0.25 Marche -1
12 Abuzo 0.01 Molise -0.50 Marche -0.20 Abruzzo -0.24 Piefeon -0.71 Lazio -0.92 Piemonte -0.27 Lazio -1
13 Molise -0.32 Toscana -0.69 Piemonte -0.28 Toscana -0.28:héar -0.87 Toscana -1.13 Toscana -0.60 Liguria -2
14 Basiicata -0.37 Lazio -1.29 Lazio -1.05 Lazio -0.86 Lazio 1.26 Sardegna -1.20 Lazio -0.63 Campania -2
15 lazo -0.42 Campania -1.53 Toscana -1.12 Basilicata -088c@ina -1.36 Campania -1.57 Campania -1.20 Sardegna -2
16 Puglia -0.72 Puglia -1.60 Puglia -2.17 Sardegna -1.06 Sprde -1.46 Puglia -1.84 Sardegna -1.49 Calabria -2
17 Campania -0.95 Basilicata -2.05 Campania -2.26 Puglia 6-Cgmpania -151 Abruzzo -1.87 Molise -1.61 Abruzzo -3
18 Sardegna -0.99 Sardegna -2.09 Calabria -2.44 Campania 0 PRglia -2.31 Molise -2.17 Calabria -1.68 Basiicata -4
19 Siciia -1.33 Sicilia -2.75 Sardegna -2.55 Calabria -2.58i8 -3.15 Sicilia -3.00 Puglia -1.76 Friuli-v.G. -8
2 Calabria -1.52 Calabria -2.88 Sicilia -2.69 Sicilia -2.7dldria -3.20 Calabria -3.39 Sicilia -2.32 Umbria -10

Source: our elaboration on ISTAT data
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Table 22- Health: Measure of sampling adequacyBartett test

2004 2005 2006 2007 2008 2009 2010
for each variable
Life expectancy 0.81 0.696 0.886 0.937 0.725 0.735 0.624
Infant mortality rate 0.805 0.83 0.905 0.692 0.804 0.796 0.676
Overweight or obesity 0.908 0.85 0.817 0.726 0.747 0.798 0.678
Sedentary lifestyle 0.874 0.747 0.808 0.824 0.762 0.779 0.743
Nutrition 0.783 0.743 0.75 0.77 0.681 0.825 0.641
overall MSA

KMO MSA .835 771 .809 .788 737 792 .679
Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Source: our elaboration on ISTAT data

Table 23- Health: Component matrix by year (cotretawith the first principal component)

2004 2005 2006 2007 2008 2009 2010
Life expectancy .361 .583 424 .603 .522 516 504
Infant mortality rate -.947 =777 -771 -.697 -.769 -.907 -.891
Overweight or obesity -.846 =770 -.803 -.824 -.788 -.873 -.798
Sedentary lifestyle -931 -923 -924 -898 -891 -911  -942
Nutrition .965 .907 .879 .750 .786 .864 .865
Source: our elaboration on ISTAT data
Table 24- Health: Communalities
2004 2005 2006 2007 2008 2009 2010
Life expectancy 131 .340 .180 .363 273 .266 254
Infant mortality rate .897 .603 594 486 592 .822 794
Overweight or obesity 716 .593 .646 679 .622 162 .637
Sedentary lifestyle .868 .853 .855 .806 794 .831 .886
Nutrition .930 .823 773 562 .618 147 749

Source: our elaboration on ISTAT data
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Table 25- Health Index by region and year

2004 2005 2006 2007 2008 2009 2010 £,(2010-2004)
Position ~ Regions e Regions ?il: Regions ::::: Regions i:::: Regions e Regions ::::: Regions s Regions  Ranks
1 FriufVG. -0.23 Trentino-A.A. 0.9 ValledAosta  -0.28 Piemonte -0.50 Piemonte -0.33 Trentino-AA. 014 Trentino-AA.  -0.20 Marche 6
2 Tentino-AA.  -0.41 Veneto -0.34 Friuti-V.G. 047 Trentino-A.A. 093 ValledAosta  -L11 ValledAosta 029 Toscana -0.34 Valle d Aosta 5
3 Piemonte -043 Friuti-V.G. -0.36 Trentino-A.A. 049 Friufi-V.G. -0.94 Liguria -0.73 Piemonte -0.40 Friuli-VG. -0.37 Friuti-V.G. 2
4 Veneto -0.44 Piemonte -0.45 Lombardia -0.36 Basilicata -1.03 Lombardia -0.66 Ligunia -0.41 Emfia-Romagna -0.42 Piemonte 2
3 ValledAosta 047 Toscana 047 Veneto -0.59 Veneto -112 Trentino-A.A. 037 Friui-V.G. -0.44 Piemonte -0.42 Veneto 2
6 Marche -0.54 EmiliaRomagna -0.48 Ligunia -0.60 Emilia-Romagna -1.17 Veneto -0.59 Emilia-Romagna -0.49 Veneto -0.45 Campania 2
7 Lombardia -0.56 Marche -0.57 Emilia-Romagna  -0.60 Toscana -1.20 Friuti-V.G. -0.43 Veneto -0.51 Lombardia -0.34 Ligunia 1
Liguria -0.37 Liguria -0.59 Piemonte -064 Valle dAosta  -124 Emilia-Romagna -0.68 Toscana -0.54 Umbria -0.61 Lazio 1
9 EmiliaRomagna -0.63 Lombardia -0.59 Toscana -0.66 Lombardia -1.25 Toscana -0.72 Lombardia -0.55 Liguria -0.69 Abruzzo 1
10 Toscana -0.76 Umbnia -0.67 Marche -0.82 Marche -129 Umbria -0.82 Umbria -0.56 Valle dAosta  -0.73 Molise 1
11 Umbria -0.80 Valle dAosta  -0.70 Umbria -0.86 Sardegna -1.37 Marche -0.70 Marche -0.70 Sardegna -0.79 Basilicata 1
12 Lazo -0.86 Sardegna -0.73 Sardegna -0.92 Umbria -1.38 Lazio -0.99 Sardegna -0.73 Marche -083 Sicilia 1
13 Sardegna -0.96 Motise 0.8 Lazio -1.04 Liguria -148 Abruzzo -140 Lazio -0.88 Lado -0.87 Lombardia 0
14 Abrzo -1.2 Lazio -0.85 Molise -1.04 Lazio -1.49 Motise -1.28 Abruzzo -1.00 Puglia -121 Trentino-A.A. -1
15 Molise -1.24 Abruzzo 0.9 Abruzzo -1.10 Motise -1.38 Campania -1.44 Molise -1.19 Abzzo -1.22 Sardegna -2
16 Basilicata -141 Campania -1.29 Basilicata -1.28 Abruzzo -1.80 Puglia -1.32 Campania -1.26 Molise -1.22 Calabria -2
17 Campania -142 Puglia -1.36 Puglia -133 Puglia -1.82 Basilicata -1.54 Puglia -127 Basilicata -125 Umbria -3
18 Puglia -1.43 Basilicata -1.40 Campania -1.47 Campania -1.87 Calabtia -1.48 Calabnia -1.31 Calabria -1.30 Puglia -4
19 Sicilia -1.55 Sicilia -1.50 Sicilia -1.30 Calabria -1.93 Sicilia -1.62 Basilicata -1.33 Campania -137 EmiliaRomagna -5
20 Calabna -1.66 Calabria -1.55 Calabnia -1.81 Sicilia -1.93 Sardegna -0.96 Sicilia -1.53 Sicia -1.31 Toscana -8
Source: our elaboration on ISTAT data
Table 26- - Material living condition : Measureszmpling adequacy and Bartlett test
2004 2005 2006 2007 2008 2009 2010
for each variable
Disposable household 0.767 0.78 0.806 0.826 0.757 0.638 0.651
income per inhabitant
Disposable income 0.814 0.797 0.814 0.847 0.889 0.482 0.654
inequality
People at risk of relative 0.697 0.738 0.815 0.754 0.716 0.66 0.675
poverty
People living in jobless 0.813 0.797 0.887 0.864 0.844 0.858 0.923
households
People suffering poor 0.859 0.883 0.914 0.846 0.851 0.666 0.965
housing conditions
overall MSA
KMO MSA 782 795 846 823 802 666 735
Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Source: our elaboration on ISTAT data
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Table 27- Material living conditions: Component mafcorrelation with the first principal

component)
2004 2005 2006 2007 2008 2009 2010
Disposable household income per
inhabitant .895 .900 .902 .906 .895 .922 .905
Disposable income inequality -782 -798 -863 -803 -849 -654 -.873
People at risk of relative poverty -995 -979 -978 -973 -975 -977 -988
People living in jobless households 992 =991 -.984 989 987 978 =991
People suffering poor housing
conditions -930 -.875 -.917 -771 -.845 -.759 -.570
Source: our elaboration on ISTAT data
Table 28- Material living conditions: Communalities
2004 2005 2006 2007 2008 2009 2010
Disposable household income .800 .810 .814 .820 .800 .851 .819
per inhabitant
Disposable income inequality 612 .636 744 .644 721 428 .762
People at risk of relative 991  .959 .956 .946 .950 .955 975
poverty
People living in jobless 985 .981 .969 977 974 .957 .983
households
People suffering poor housing .866  .765 .842 594 714 575 325
conditions
Source: our elaboration on ISTAT data
Table 29- Material Living Conditions Index by regiand year
2004 2005 2006 2007 2008 2009 2010 4 (2010-2004)
I, . Index . Index . Index . Index . Index . Index . Index .
Position Regions e Regions valle Regions e Regions vale Regions Regions Regions Regions  Ranks
1 Emila-Romagna -0.71 Emiia-Romagna -0.68 Valle d'Aosta -0.62 Trentino-A.A. ~ -0.56 Trentino-A.A.  -0.60 TrentinoA.  -0.62 Trentino-A.A.  -0.55 Lombardia 2
2 Lombardia -0.75 Veneto -0.71 Trentino-A.A.  -0.73 Friuig/ -0.64 Veneto -0.70 Lomhardia -0.70 Emiia-Romagna 2Guli-V.G. 2
3 Veneto -0.76 Toscana -0.72 Emilia-Romagna -0.76 Emiigaségna  -0.66 Emiia-Romagna -0.73 Veneto -0.71 Veneto a¥cana 2
4 Friuliv.G. 0.77 Valle d'Aosta ~ -0.74 Veneto -0.77 Valhosta  -0.70 Lombardia -0.73 Emila-Romagna  -0.72 Lordizar -0.78 Marche 2
5  Toscana -0.79 Trentino-A.A.  -0.76 Toscana -0.77 Veneto 72-6riuli-V.G. -0.74 Valle d'Aosta ~ -0.75 Valle dAosta .70 Emila-Romagna 1
6  Trentino-AA.  -0.83 Lombardia -0.78 Friuli-V.G. -0.82 Ldvardia -0.81 Toscana -0.79 Friuli-V.G. -0.77 Friuli-V.G.  0.86 Abruzzo 1
7 ValedAosta  -0.94 Friul-V.G. -0.81 Lombardia -0.86 Twma -0.83 Valle d'Aosta  -0.83 Toscana -0.78 Toscana lodige 1
8  Marche -0.99 Umbria -0.99 Marche -0.94 Piemonte -0.83 March -0.85 Piemonte -0.88 Liguria -0.87 Campania 1
9 Umbria -1.05 Marche -0.99 Piemonte -0.98 Marche -0.84 Pigeno -0.93 Liguria -0.89 Umbria -0.92 Veneto 0
10 Liguria -1.06 Piemonte -1.00 Umbria -1.20 Umbria -0.99 Usbr -0.99 Marche -0.90 Marche -0.94 Umbria 0
11 Piemonte -1.12 Abruzzo -1.26 Abruzzo -1.23 Liguria -1.1§uria -1.10 Umbria -1.03 Piemonte -1.06 Piemonte 0
12 Abrzzo -1.37 Liguria -1.29 Liguria -1.26 Abruzzo -1.32 Azro -1.27 Lazio -1.31 Lazio -1.20 Basilicata 0
13 lazio -1.47 Lazio -1.42 Lazio -1.50 Lazio -1.36 Lazio -1.2011z20 -1.45 Abruzzo -1.47 Puglia 0
14 Molise -1.93 Molise -1.89 Sardegna -2.02 Sardegna -2.00¢dol -1.90 Sardegna -1.78 Sardegna -1.58 Calabria 0
15 Sardegna -2.04 Sardegna -1.96 Basilicata -2.07 Molise 0 80degna -2.04 Molise -2.01 Molise -1.80 Lazio 1
16 Basiicata -2.42 Basilicata -2.28 Molise -2.20 Basilicata  -2.17 Puglia -2.13 Puglia -2.22 Basilicata -2.20 Sardegna 1
17 Puglia -2.60 Puglia -2.62 Puglia -2.72 Puglia -2.32 Baatic -2.37 Basilcata -243 Puglia -2.25 Sicilia 1
18 Calabria -3.31 Calabria -3.21 Calabria -3.35 Calabria 4-3Rila -3.32 Calabria -3.15 Calabria -3.15 Valle d'Amst 2
19 Campania -3.34 Campania -3.22 Campania -345 Campania 9 Caldbria -3.35 Sicilla -3.21 Sicilia -3.20 Liguria 2
20 Siciia -3.80 Sicilia -351 Sicilia -3.57 Sicilia -3.49 Cpania -3.67 Campania -3.34 Campania -342 Trentino-A.A. -5

Source: our elaboration on ISTAT data
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Table 30- Personal security: Measure of sampliregjadcy and Bartlett test

2004 2005 2006 2007 2008 2009 2010
Burglary rate 0.605 0.612 0.421 0.711 0.563 0.517 0.556
Pick-pocketing rate 0.571 0.661 0.554 0.583 0.676 0.567 0.677
Robbery rate 0.541 0.519 0.469 0.618 0.552 0.499 0.485
Homicide rate 0.623 0.585 0.5 0.429 0.583 0.485 0.524
Perception of crime risk 0.539 0.621 0.611 0.686 0.695 0.714 0.641

overall MSA

KMO MSA .565 597 516 .604 .619 561 .580
Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Source: our elaboration on ISTAT data

Table 31- Personal security: Component matrix @ation with the first principal component)

2004 2005 2006 2007 2008 2009 2010
Burglary rate -.074 -.006 -.126 -.167 -.060 -.118 -.109
Pick-pocketing rate -368 -322 -583 -455 -325 -.429 -.482
Robbery rate -.976 -.970 -.964 -.974 -.914 -.963 -.962
Homicide rate -422 -581 -397 -618 -823 -.668 -.575
Perception of crime risk -800 -709 -815 -772 -623 -722 -.702
Source: our elaboration on ISTAT data
Table 32-Personal security: Communalities
2004 2005 2006 2007 2008 2009 2010
Burglary rate .005 3.9E-05 .016 .028 .012 .014 .012
Pick-pocketing rate .136 .104 .340 .207 .104 .184 .233
Robbery rate .952 .941 .930 .949 .836 .927 .926
Homicide rate .178 .338 157 .382 672 447 331
Perception of crime risk .640 .503 .664 .596 .386 521 493

Source: our elaboration on ISTAT data
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Table 33- Personal security Index by region anda yea

2004 2005 2006 2007 2008 2009 2010 £(2010-2004)
Position  Regions idex Regions ndex Regions ndex Regions ndex Regions Regions Regions ndex Regions  Ranks
value value value value
1 Basiicata -047 Valle d'Aosta -0.39 Basilicata -0.38 ibeata -0.51 Valle d'Aosta -0.29 Basilicata -0.25 Vadosta  -0.53 Trentino-A.A. 3
2 Molise -0.56 Marche -0.58 Molise -0.53 Molise -0.55 Basia -0.38 Molise -0.60 Basilicata -0.58 Abruzzo 2
3 Marche -0.58 Basilcata -0.60 Marche -0.82 Marche -0.85i8kol -0.63 Marche -0.77 Molise <0.73 Basilicata 1
4 Abrzzo -0.85 Friuli-V.G. -0.87 Friuli-V.G. -0.83 Valletlosta  -0.86 Marche -0.64 Friufi-V.G. -0.81 Marche -0.88 Ide 1
5 FriulV.G. -1.01 Molise -0.90 Abruzzo -0.83 Friuli-V.G. 0490 Abruzzo -0.76 Valle d‘Aosta  -0.84 Friuli-V.G. -0.95kthe 1
6 ValedAosta  -118 Abruzzo 091 Valle d'Aosta  -0.89 Almo -1.09 Friufi-V.G. -0.77 Abruzzo -0.97 Abruzzo -1.07stana 1
7 Sardegna -119 Sardegna -1.27 Sardegna -1.06 Sardegna 4 Tedrtino-AA.  -1.05 Sardegna -1.15 Sardegna -1.12 &icil 1
8  Trentino-AA.  -1.23 Veneto -1.27 Veneto -1.36 TrentincA.  -1.27 Veneto -1.14 Veneto -1.29 Veneto -1.25 Lazio 1
9 Toscana -1.26 Toscana -1.35 Trentino-AA. ~ -1.39 Veneto 32-Toscana -1.50 Toscana -141 Umbria -1.50 Puglia 1
10 Veneto -1.27 Trentino-A.A.  -1.36 Toscana -148 Toscana 36-Limbria -1.56 Umbria -162 Toscana -1.58 Friuli-V.G. 0
11 Umbria -1.28 Umbria -1.58 Sicilia -1.60 Umbria -1.56 Em@magna -1.63 Sicilia -1.85 Trentino-AA.  -163 Sardegna 0
12 Sicila -1.63 Emilia-Romagna -1.63 Umbria -1.72 EmiiafRegna  -1.79 Sicilia -1.73 Emiia-Romagna  -1.86 Emilia-Rgma -1.70 Lombardia 0
13 Emiia-Romagna -181 Sicilia -1.72 Emiia-Romagna  -1.841i8 -1.97 Sardegna -1.85 Trentino-AA. 1,92 Sicilia .83 Calabria 0
14 Lombardia -215 Lombardia -1.99 Calabria -2.30 Piemonte  .36-Piemonte -1.95 Piemonte -2.32 Lombardia -2.32 Liguria 0
15 lazo -241 Piemonte -2.08 Lombardia -2.37 Lombardia -2dBbardia -2.13 Lombardia -2.45 Piemonte -2.43 Emiia-Rgma 1
16 Piemonte -241 Lazio -2.46 Piemonte -2.53 Puglia -2.90c.azi -2.39 Lazio -2.56 Lazio -2.89 Piemonte 1
17 Calabria -242 Puglia -2.88 Puglia -2.60 Calabria -2.92lBug -2.96 Liguria -3.22 Calabria -3.18 Campania 1
18 Liguria -2.89 Liguria -2.92 Lazio -3.06 Lazio -2.98 Liguria -3.18 Calabria -3.27 Liguria -3.46 Veneto 2
19 Pugla -3.36 Calahria -3.08 Liguria -3.60 Liguria -3.48 dlaia -4.15 Puglia -3.33 Campania -3.56 Umbria 2
20 Campania -5.05 Campania -5.08 Campania -493 Campania 5 GAifipania -4.31 Campania -4.39 Puglia -3.78 Vale d'Aosta -5
Source: our elaboration on ISTAT data
Table 34- Research and innovation: Measure of Sagnptiequacy and Bartlett test
2004 2005 2006 2007 2008 2009 2010
R&D expenditure 0.669 0.654 0.689 0.78 0.701 0.701 0.714
Capacity to Export 0.682 0.652 0.688 0.665 0.719 0.724 0.785
Patents 0.677 0.643 0.696 0.722 0.753 0.624 0.737
R&D workers 0.72 0.668 0.729 0.802 0.748 0.679 0.743
Graduates in Science and 0.861 0.937 0.922 0.886 0.909 0.884 0.899
Technology
overall MSA
KMO MSA 721 .700 741 770 .760 .708 .766
Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
Source: our elaboration on ISTAT data
Table 35- Research and innovation: Component m@oirrelation with the first principal
component)
2004 2005 2006 2007 2008 2009 2010
R&D expenditure .644 .623 .601 127 718 721 762
Capacity to Export .840 .850 .847 .819 831 .905 .875
Patents .968 .950 971 977 974 .961 .970
R&D workers 741 .764 .800 .858 .901 .883 .902
Graduates in Science and .852 .782 .785 a77 751 .695 737
Technology

Source: our elaboration on ISTAT data
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Table 36- Research and innovation: Communalities

2004 2005 2006 2007 2008 2009 2010

R&D expenditure 414  .388 .361 529 515 520
Capacity to Export 706 .722 717 .670 .690 .819
Patents 937 .902 .943 .954 .949 .924
R&D workers 549 583 .640 .736 .812 779
Graduates in Science and 725 611 .617 .603 .564 .483
Technology

.581
.765
941
.814
.544

Source: our elaboration on ISTAT data

Table 37- Research and innovation Index by regrahyeear

2004 2005 2006 207 2008 2009 2010 £(2010-2004)
Positon ~ Regions e Regions e Regions e Regions e Regions e Regions :2?32 Regions valu: Regions  Ranks
1 Piemonte 392 Emiia-Romagna 4,26 Emiia-Romagna 4, 22=Romagna 4,28 Emiia-Romagna 4,07 FriufiV.G. 3,96IBRomagna 4,00 Piemonte 3
2 Emila-Romagna 3,57 Piemonte 3,76 Friuli-V.G. 3,71 Pieteon 3,61 Friul-V.G. 3,78 Emiia-Romagna 3,91 FriuliV.G. 98 Lazio 3
3 Lombardia 3,28 Lombardia 3,62 Lombardia 359 Lombardia 2 BEmonte 3,70 Lombardia 3,53 Lombardia 3,38 Abruzzo 3
4 FrulvG. 3,00 FriuliV.G. 3,36 Piemonte 3,59 Friufi@. 3,52 Lombardia 3,51 Piemonte 3,36 Piemonte 3,36 Sicilia 3
5 \Veneto 2,70 Veneto 3,11 Veneto 3,08 Veneto 3,22 \leneto K=t 3,19 Veneto 3,17 Toscana 2
6 Toscana 2,23 Toscana 2,70 Toscana 2,58 Toscana 258 Toscana 264 Trentino-A.A. 280 Trentino-AA. 289 Vale dAosta 1
T lazo 1,91 Lazio 2,46 Marche 2,29 Marche 2,44 Trentino-A.A. 2,36 Toscana 259 Liguria 2,63 Puglia 1
8 Abuzo 1,79 Marche 2,22 Liguria 2,20 Liguria 2,28 Liguria 3@Liguria 2,37 Toscana 2,58 Lombardia 0
9 Marche 1,66 Liguria 2,05 Lazio 2,15 Trentino-AA. 223 lmzi 2,30 Marche 2,37 Marche 2,46 Veneto 0
10 Liguria 1,66 Trentino-A.A. 2,02 Trentino-AA. 193 Lazio 2 Marche 2,29 Lazio 2,01 Lazio 2,09 Marche 0
11 Trentino-AA. 160 Abruzzo 1,95 Abruzzo 1,86 Umbria 1,92hin 171 Vale d'Aosta 1,68 Abruzzo 1,61 Umbria 0
12 Umbria 1,58 Umbria 1,91 Umbria 1,81 Abruzzo 1,91 Abruzzo 018bruzzo 1,64 Umbria 1,58 Molise 0
13 ValedAosta 1,16 ValedAosta 152 Valed'Aosta  (l@ampania 1,24 Campania 1,33 Umbria 1,54 Campania 1.2b1Gala 0
14 Campania 0,94 Campania 1,28 Campania 1,23 Valle d'Aosta 07 \ble d'Aosta 1,12 Campania 127 Vale dAosta  Effla-Romagna -1
15 Sicla 0,82 Siciia 1,09 Basilcata 1,02 Basilcata 1,08rdegna 1,12 Sardegna 1,04 Sardegna 114 Campania -1
16 Puglia 0,77 Sardegna 1,04 Sicila 0,98 Sardegna 1,01 Basil 1,06 Basilcata 1,02 Basilcata 1,07 Fiiuli-vV.G. 2
17 Sardegna 0,76 Puglia 0,99 Sardegna 0,97 Puglia 0,98 Puglia 00 Paigha 0,99 Puglia 0,95 Sardegna 2
18 Basiicata 0,66 Basilcata 0,88 Puglia 0,92 Siciia 0,9dilgi 0,99 Siciia 0,93 Sicilia 0,91 Basilcata 2
19 Molise 0,54 Molise 0,73 Molise 0,59 Calabria 0,63 Calabria 59Molise 0,59 Molise 0,57 Liguria 3
20 Calabria 0,33 Calabria 0,64 Calabria 0,59 Molise 0,60 Molis 0,57 Calabria 0,57 Calabria 053 Trentino-AA. -5

Source: our elaboration on ISTAT data
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Table 38- Social relations: Measure of samplingjadey and Bartlett test

2004 2005 2006 2007 2008 2009 2010
Satisfaction with family 0.796 0.804 0.772 0.73 0.779 0.765 0.811
relations
Satisfaction with friendship 0.786 0.819 0.738 0.705 0.788 0.775 0.785
relations
Synthetic indicator of social  0.838 0.866 0.845 0.887 0.782 0.822 0.704
participation
Volunteer work 0.795 0.835 0.825 0.753 0.801 0.93 0.836
Share of population who 0.9 0.902 0.855 0.776 0.887 0.873 0.787
funded associations

overall MSA

KMO MSA .822 .845 .805 .765 .807 .829 .782
Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Source: our elaboration on ISTAT data

Table 39- Social relations: Component matrix (datren with the first principal component)

2004 2005 2006 2007 2008 2009 2010

Satisfaction with family relations .836 .836 874 .832 .840 .862 .878
Satisfaction with friendship relations 884 -875 -890 881 -908 -892 -882
Synthetic indicator of social .952 .953 .938 .924 971 .950 .959
participation
Volunteer work .981 973 .980 .976 973 .965 .968
Share of population who funded 979 978 972 .981 .983 .968 .978
associations
Source: our elaboration on ISTAT data
Table 40- Social relations: Communalities

2004 2005 2006 2007 2008 2009 2010
Satisfaction with family .698 .700 .765 .693 .705 743 771
relations
Satisfaction with friendship 781 .765 .793 776 .825 .796 778
relations
Synthetic indicator of social .907 .908 .880 .854 .943 .902 919
participation
Volunteer work 962 .947 .960 .953 947 .932 .937
Share of population who funded .959 .956 .945 .962 .966 .937 .957

associations

Source: our elaboration on ISTAT data
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Table 41- Social relations Index by region and year

2004 2005 2006 207 2008 2009 2010 1(2010-2004)
Position  Regions e Regions gjdﬁz Regions gjdﬁz Regions :,r;de;( Regions ::ljjz Regions Eﬁz Regions gjdﬁz Regions  Ranks
1 Trentino-AA. 409 Friuli-V.G. 4,08 FriuliV.G. 394 FitG. 365 Fruliv.G. 389 Friuliv.G. 370 Friuli-v.G 367 Emla-Romagna 8
2 Veneto 277 Vale dAosta 269 Vale d'Aosta 268 Piersont 280 Piemonte 2.75 Piemonte 268 Toscana 268 Trentiho-A. 7
3 Emiia-Romagna 264 Lombardia 255 Lombardia 264 Vdkodta 268 Toscana 2.71 Umbri 256 Lombardia 255 Veneto 5
4 Lombardia 259 Toscana 254 Toscana 2.59 Umbria 257 Veneto 268 Vale d/Aosta 254 Umbria 254 Lazio 5
5 PiulvG. 253 Piemonte 253 Piemonte 257 Lombardia ~ 62@lle dAosta  2.60 Lombardia 252 Vale d'Aosta 252 iata 3
6 Valed'Aosta 244 Veneto 240 Veneto 245 Toscana 258tMe-A.A. 240 Toscana 246 Piemonte 249 Marche 2
7 Toscana 2.35 Umbria 2.39 Umbria 2.38 Trentino-AA. ~ 2.37 bandia 2.35 Trentino-AA. 227 Veneto 2.36 Liguria 2
8 Piemonte 218 Sardegna 2.24 Marche 221 Veneto 220 Marche .32 Sardegna 219 Trentino-AA. 217 Puglia 2
9 Umbria 212 Trentino-AA. 211 Trentino-AA.  2.14 Sicila 2.14 Umbri 2.16 Marche 217 Sicill 215 Abuzzo 1
10 Marche 2,09 Marche 198 Sicilia 198 Emiia-Romagna 2 G1i8i 2.09 Veneto 2.15 Sardegna 201 Campania 0
11 Sardegna 194 Siciia 195 Emiia-Romagna 193 Marche Brfifa-Romagna 1.9 Siclia 2,09 Emila-Romagna 2,00 Lanti 1
12 Liguria 1.80 Basilicata 1.85 Molise 193 Sardegna 2.00 g 1.89 Emiia-Romagna  1.98 Marche 191 Vale d'Aosta -1
13 Basiicata 175 Liguria 1.74 Sardegna 191 Molise 1.85 bl 179 Molise 1.85 Molise 187 Sardegna 1
14 Abrzo 1.71 Emiia-Romagna  1.73 Liguria 171 Abruzzo 1L8fira 172 Liguria 176 Liguria 180 Calabria 1
15 Lazo 165 Molise 166 Basilicata 143 Basilicata 161 At 153 Basilcata 155 Abruzzo 165 Piemonte 2
16 Pugla 142 Abruzzo 143 Puglia 141 Liguria 155 Basiicat 150 Abruzzo 142 Basilcata 158 FulV.G. 4
17 Molise 137 Puglia 1.39 Abuzzo 134 Puglia 139 Calabria 38 Calabria 142 Calabria 158 Molise 4
18 Calabria 1.28 Calabria 139 Calabria 1.34 Calabria 1.33@ug 136 Puglia 137 Puglia 1.34 Toscana 5
19 Campania 1.28 Lazio 1.27 Campania 1.25 Lazio 1.29 Lazio Cdfpania 1.36 Campania 1.26 Umbria 5
20 Siclia 1.22 Campania 1.26 Lazio 1.18 Campania 123 Carapani 116 Lazio 1.28 Lazio 114 Sicilia -11

Source: our elaboration on ISTAT data

Table 42-- Regional well-being: Measure of samphdgquacy and Bartlett test

2004 2005 2006 2007 2008 2009 2010

Culture and free time 0.802 0.835 0.699 0.809 0.912 0.91 0.823
Education 0.81 0.688 0.497 0.939 0.363 0.376 0.453
Employment 0.774 0.783 0.802 0.752 0.741 0.83 0.784
Environment 0.488 0.373 0.413 0.294 0.319 0.361 0.277
Essential public services 0.712 0.774 0822 0938 0.885 0.938 0.888
Health 0.942 0.883 0.844 0.853 0.805 0.762 0.818
Material living conditions 0.84 0807 0.795 0.752 0.794 0.742 0.798
Personal security 0.673 0.636 0.32 0.62 0.749 0.308 0.438
Research and innovation 0.807 0.817 0.754 0.705 0.71 0.826 0.71
Social Relations 0.842 0.774 0.666 0.813 0.75 0.792 0.687
overall MSA
KMO MSA 794 174 715 T72 .749 767 .730
Bartlett test (sig.) <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Source: our elaboration on ISTAT data
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Table 43- Regional well-being: Component matrixr(eation with the first principal component)

2004 2005 2006 2007 2008 2009 2010

Culture and free time 715 755 .698 .848 .798 .832 .858
Education .336 372 .047 .330 .085 .000 .299
Employment .830 .884 767 .929 .807 .872 917
Environment 811 .670 .814 501 .736 .608 .458
Essential public services 921 901 .755 .937 .786 .830 .858
Health 743 T71 .806 744 597 877 .820
Material living conditions 744 .864 773 931 .796 .858 .905
Personal Security 429 .594 463 534 .696 A77 540
Research and innovation .348 .489 304 .601 .385 .638 .650
Social Relations .759 .790 714 .829 .831 .790 .848

Source: our elaboration on ISTAT data

Table 44- Regional well-being: Communalities

2004 2005 2006 2007 2008 2009 2010

Culture and free time 511 570 487 719 .637 .692 .736
Education 113 .138 .002 .109 .007 .000 .090
Employment .689 .781 .588 .862 .651 .760 .840
Environment .657 .449 .662 251 541 370 210
Essential public services .849 .812 571 .879 .618 .690 .736
Health 551 594 .650 .554 .356 .769 672
Material living conditions 554 746 597 .866 .634 .736 .819
Personal security .184 .352 214 .285 .485 227 291
Research and innovation 121 .239 .092 .361 .148 407 422
Social Relations 576 .623 .509 .687 .690 .624 719

Source: our elaboration on ISTAT data
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Table 45- Overall index of well-being by region arehr

2004 2005 2006 2007 2008 2009 2010 4 (2010-2004)
Position Regions index Regions index Regions index Regions index Regions index Regions index Regions index Regions  Ranks
value \alue \alue
1 Valle d'Aosta 7.30 Valle d'’Aosta 5.58 Valle d'’Aosta T\&lle d'Aosta 4.15 Valle d'Aosta 5.85 Valle d'’Aosta 52l d'Aosta 344 Toscana 3
2 Trentino-A.A. 443 Trentino-AA. 350 Trentino-AA.  38Dentino-AA. 348 Trentino-AA. 403 Trentino-AA.  35lentino-A.A.  3.30 Molise 2
3 Friuli-v.G. 1.54 Friuli-V.G. 159 Friuli-V.G. 1.76 Friul/.G. 2.21 FriuliV.G. 1.77 FriuliV.G. 2.28 Friuli-V.G. 26 Lombardia 1
4 Emila-Romagna  1.26 Emila-Romagna  1.08 Emilia-Romagna8l @miia-Romagna  2.15 Emiia-Romagna  0.96 Emiia-Rona@g 1.77 Emiia-Romagna  1.62 Piemonte 1
5 Veneto 1.05 Veneto 0.79 Umbria 0.57 Veneto 1.72 Veneto OetBeto 1.27 Veneto 114 Abruzzo 1
6 Toscana 0.99 Lombardia 0.50 Veneto 0.56 Piemonte 1.22 dmbri 0.48 Lombardia 0.90 Marche 0.86 Lazio 1
7 Lombardia 0.71 Toscana 0.44 Abruzzo 0.47 Lombardia 1.02bavdia 0.28 Marche 0.67 Umbria 082 Valle d’Aosta 0
8 Marche 0.69 Marche 0.43 Toscana 0.33 Toscana 0.92 Marche 8 Pieinonte 0.62 Lombardia 0.82 Trentino-AA. 0
9 Piemonte 0.61 Piemonte 0.33 Lombardia 0.28 Marche 0.75drmsc 0.17 Toscana 0.55 Toscana 0.59 Friuli-V.G. 0
10 Umbria 0.56 Umbria 0.21 Marche 0.23 Umbria 0.66 Abruzzo Widria 0.36 Piemonte 0.31 Emiia-Romagna 0
11 Abruzzo 0.53 Abruzzo 0.20 Piemonte 0.14 Abruzzo 0.17 Pigeon 0.10 Liguria 0.30 Liguria 0.25 Veneto 0
12 Lguria 0.14 Liguria -0.41 Liguria -0.15 Liguria -0.30 Ligia -0.30 Basilcata -0.52 Abruzzo 0.07 Puglia 0
13 lazio -0.72 Molise -1.03 Basilicata -0.41 Molise -0.76 Meli -0.45 Abruzzo -0.53 Basilicata -0.67 Calabria 0
14 Molise -0.78 Lazio -1.23 Molise -0.72 Lazio -0.80 Basiliaat -0.54 Lazio -0.79 Lazio -0.75 Sicilia 0
15 Basilcata -0.93 Basilicata -1.96 Lazio -1.16 Basiicata ~ 1.03 Lazio -1.18 Sardegna -0.91 Sardegna -1.21 Campania 0
16 Sardegna -1.26 Sardegna -2.00 Sardegna -1.26 Sardegna 7 Satdegna -1.38 Molise -1.36 Molise -1.22 Liguria 1
17 Puglia -2.34 Puglia -3.06 Puglia -2.58 Puglia -2.68 Puglia 2.94 Puglia -2.61 Puglia -2.95 Sardegna 1
18 Calabria -2.53 Calabria -3.80 Calabria -2.70 Calabria 0-Bitilia -3.43 Sicilia -3.30 Calabria -3.25 Marche 2
19 Sicilia -2.97 Sicilia -3.83 Sicilia -2.92 Sicilia -3.88 Caemia -3.94 Campania -3.46 Sicilia -346 Basilcata 2
20 Campania -3.09 Campania -4.00 Campania -367 Campania 9 CaRbria -4,00 Calabria -368 Campania -360 Umbria 3

Source: our elaboration on ISTAT data

Table 46 -6-convergence for each of the indexes of overall-being, for the overall index of
well- being and for per-capita GDP

Ccv ¢-convergence rate MIN MAX

2004 2007 2010 2004-2007 2007-2010 2004-2010 year year
Culture and free time 0.58 0.65 0.68 0.12 0.05 0.17 058 2004 0.70 2008
Education 0.7 05 0.6 -0.29 0.2 -0.14 0.42 2009 0.70 2004
Employment 0.55 0.55 0.49 -0.001 -0.11 -0.11 049 2010 0.56 2008
Environment 1.68 1.75 1.24 0.04 -0.29 -0.26 1.24 2010 1.75 2007
Essential public senices 0.64 05 0.52 -0.22 0.05 -0.18 0.48 2009 0.64 2004
Health 0.57 0.67 0.59 0.18 -0.13 0.03 0.45 2006 0.67 2007
Material living conditions 0.45 0.5 0.47 0.1 -0.06 0.03 045 2004 0.50 2009
Personal security 0.34 0.38 0.54 0.14 0.41 0.6 0.33 2005 0.54 2010
Research and innovation 0.75 0.77 0.73 0.02 -0.04 -0.02 0.73 2010 0.78 2006
Social relations 0.82 0.73 0.64 0.1 -0.13 -0.22 0.64 2010 0.83 2005
RWBI 0.73 0.59 0.59 -0.19 0.01 -0.18 0.59 2007 0.73 2004
per-capita GDP 0.73 0.71 0.71 -0.03 0.01 -0.02 0.71 2007 0.73 2004

Source: our elaboration on ISTAT data
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Table 47 - Kendall's indexy-convergence

Ve e Bhcaion Enploment Envionment SN metn R CORE eton reatons P G
2004 1 1 1 1 1 1 1 1 1 1 1 1

2005 09774 % 09632 #0097 X+t 09630 09218 ** 09617 ¥** (982 (9759 ¥% 0994 ke (9887 ¥ (0085 *+r | s
2006 09737 ¥+ 09361 ** 0997 *t 09444 *+ 08767 09684 ¥** 09617 *** (9872 ¥+ 09812 k(991 ¥4 (0752 #r | s
2007 0.9744 %% 09549 ** (0925 Xt 0903 ** 09203 ** 0909 ¥** 00699 ** (9865 ¥* 09750 *xt (9827 ¥* 004 #r | s
2008 09752 ¥+ 0894 ** 09932 **t 09203 ** 08519 ** (9556 ¥** 00812 *** (9662 ¥ 09722 k(9789 ¥+ (0842 ¥r | s
2000 09782 *+* 08353 ** 00887 *** 0918 ** 08865 ** 09579 ¥** 00720 k(9827 %% 09630 *xt (9797 ¥4+ (0857 #r | s
2010 09729 *+* 08571 ** 09887 *+ 09316 ** 08594 = 09226 ** 09789 *** (9789 ¥+ 09662 **t 09744 ¥+* 0865 *r ] s

Source: our elaboration on ISTAT data

** reject null hypothesis at 5%
*** reject null hypothesis at 1%

* reject null hypothesis at 10%
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CONCLUSIONS

The research presented in this thesis concernestuldg of European regions’ economic and social
progress from two different viewpoints. On the drend, the aim was to assess the impact of
European Regional Policy by looking at specificaaref the regional economies. On the other, the
analysis pursued two main goals. The first one thhagefinition of a multidimensional measure of
well-being at NUTS 2 level. The second goal wasnaestigation of the dynamics of well-being
and its various dimensions in comparison with thaisper-capita GDP, to establish if a process of
convergence occurred across regions over time.

Coherently with the recent academic debate, in eddhe essays economic and social progress
were assessed by considering multidimensional fadtoat affect regional development beyond
productive aspects. The thesis is articulated reettessays: the first carries out a counterfactual
evaluation of European Cohesion Policy at the EU NUTS 2 level; the second focuses on well-being
measurement and investigates convergence for EU27 regions; lastly, the third essay proposes a
measure of well-being and analyses its dynamicdtédian regions by following an alternative
methodological approach and by using a specifialzkege for Italy tailored to quantifying well-
being.

The first essay initially reviewed the empiricalefiature on the evaluation of Cohesion Policy
effectiveness, which in the past mainly focusedpen capita-GDP growth rate. Despite the wide
number of empirical contributions in this field, nmambiguous results have yet been reached
(Edeervenet al. 2002). These studies can be framed by considefirsg, their methodological
approach and, second, their observed policy effactelation to the first criterion, we identified
three main approaches: case studies, model simngasind econometric applications. In relation to
the latter are two different methodological apptasc the first one is based on econometric
regressions; the second belongs to the new striir@aiment effects evaluation. Aside from the
methodology used, up until now the evaluation ofi€xon Policy has produced contrasting results.
Based on the findings, a further classificationtloé empirical works contemplates three main
strands of studies: those which find positive pokdfects, those which prove conditional effects,
and lastly, those which demonstrate that policylem@ntation has a null effect or a negative effect.
This essay adopts a treatment effect method namedreBsion Discontinuity Design
(Thistlethwaite and Campbell 1960). The main inniweafeature of our analysis can be found in
our consideration of two specific fields of intemien for the assessment of EU Regional Policy
effectiveness: Research, Technological Developraedtinnovation, and Transport Infrastructure.
Following Barca and McCann (2011), a different ome variable was used for each field of
expenditure: the growth in patent applications R@search and Innovation and the growth in
potential road accessibility (Stelder 2014) forAgport Infrastructure. Moreover, the analysis also
considered evaluations in terms of per-capita GDP.

The analysis used an original dataset with comparalformation at the European regional level
including also the certified expenditure for specihterventions over the period 1999-2007. This
allowed us to select the regions receiving the ifipetids and to adopt theharp version of the
RDD methodology.

The sample consisted of the NUTS 2 regions of tHediEh 15 member states. We considered two
groups of regions in relation to eligibility for @esion Policy Objective 1: Objective 1 regions
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(treated units) and non-Objective 1 regions (umdéctainits). The presence of discontinuity in the
outcome variable in correspondence with the thidsigdntifying the two groups was considered
as an effect of the policy transfers (treatmenkje Tmpact of the policy was estimated both with a
non-parametric (local linear regression) and a rpatac approach (polynomial regression
estimated with OLS). Analyses were conducted ségsréor the two fields of intervention and for
per-capita GDP.

First, the presence of discontinuity was assessetbdking at the most widely used outcome
variable: the annual average growth rate of peita&pDP. We considered the Eurostat database on
regional accounts and we referred to a period ftdein years (from 1995 to 2010) and two sub-
periods (1995-2003 and 2003-2010). Moreover, asthdr robustness check, we took into account
several sample compositions in order to excludestfexts of possible outliers.

However, our findings did not highlight a clearef of the policy transfers: the results were not
statistically significant, though a significant gioge effect was found in some cases in the long-ru
The impact of the transfers in RTDI and Technicasi&tance was then investigated by considering
the growth rate in patent applications per milliahabitants (fractional count; by inventor and
priority year). The results demonstrated that Qijecl regions had a higher growth rate in patent
applications of at least one percentage point ttmnObjective 1. The analysis was defined along
two guidelines: by considering different time imalis and several sample compositions. The whole
period under study for the outcome variable was912®0, but we looked also at three sub-
periods: 1999-2007, 2002-2010 and 2002-2007. Tlseltse obtained were robust to both the
different periods and different sample compositiamalysed. The first three years gave an
important contribution to the growth of Objectiverdgions in the outcome variable, while in the
last three years, discontinuity was weaker. Thatipesmpact of the policy we observed was not
due to the presence of outliers; nor was it depanole the inclusion in the sample of regions with a
worse initial situation, because the results wdse eobust to different sample compositions. Our
findings were strongly confirmed also in a polynahparametric regression and were robust to the
presence of other cut-off points and to discontinim another covariate not influenced by the
funds. As an additional check, the outcome varialds expressed as difference in levels and no
significant discontinuity between the two groupseeged. As for the evaluation of the policy in
terms of the growth rate of potential road acceéldyibthe results appeared less strong than for
patent applications and the analysis could notthetsired in different time intervals due to a lack
of the data. A higher growth rate of 0.9 percentpgets was found for Objective 1 regions
compared with others. Another important featurensténg from the analysis was the presence in
the treated group of two opposite trends in thevgnarate of potential road accessibility: on one
side, we found that Spanish and Portuguese regxypearienced greater growth; on the other, were
the Italian, German and Greek regions. The hetaegefound in the treated group is likely linked
to the outcome variable used, that considers omgd r accessibility and consequently,
improvements in road infrastructures. The regionthe sample however received transfers for all
kinds of transport projects, so part of the fundsyrhave been devoted to improvement in the
accessibility of other transport networks. For ttgason, the results obtained are not of negligible
importance in identifying the impact of Europeargi®eal Policy transfers to Objective 1 NUTS 2
regions.
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On the whole, considering the evidence resultimgnfithis essay, a positive impact of European
Cohesion Policy was found on consideration of dpefields of intervention and specific outcome
variables. Looking at growth in terms of per-ca@i@P, on the other hand, the effects of the policy
were not clearly defined, especially in the shemt.

In all the cases analysed, no discontinuity wasidlowhen the outcome variable was expressed as
difference in levels, meaning that the backwardomg experienced a higher growth rate and the
same variation in levels as the more developeansgi

Moreover, regions in the two groups (treated artdeated) showed greater difference in the growth
rate of the outcome variable than in the finanti@hsfers they received, which suggests that at the
policy is efficient in terms of value for money. i$hssue opens up new perspectives of research
into the intensity of the treatment.

The second essay examines the economic and soogakps of European regions in terms of their
level of well-being. Interest in the measurementadl-being has grown amongst scholars and
major international institutions to such an extat recent years have witnessed an explosion of
studies with a shared awareness of the multi-dimeaknature of well-being. This has given rise
to the necessity of indicators and databases owitlhee number of factors that researchers consider
crucial in affecting progress and quality of lifdany institutions and national governments are at
work to define suitable measures of well-being dom#&Eurofound 2012; European Commission
2009; OECD 2011, 2013 to name some).

In line with this debate, the second essay aimsotatribute to the empirical literature on the
measurement of social and economic progress bylasiltg a synthetic indicator of well-being. It
analyses well-being levels and its dynamics for Elilfopean regions (EU27 member states) at the
NUTS 2 level with a threefold aim. First, we comsted six sub-indices in order to synthesize six
different dimensions of human well-being (people&alth and social conditions; education and
long life learning; household material conditionlsnowledge economy; local environment
attractiveness in terms of infrastructure endowant tourist inflows; age and gender equality in
labour market conditions) and an overall synthetdicator of regional well-being, the European
Well-Being index (EWB). Second, we defined a taxogmf European regions in relation to well-
being dimensions by means of a cluster analysisdhywe investigated the occurrence of cross-
regional convergence/divergence in terms of weiidpeand per-capita GDP over the period
studied.

We selected fifteen variables grouped in the siavakmentioned well-being dimensions and we
considered a period of eleven years, from 20000tb02 and two sub-periods, the first one from
2000 to 2005 and the second one from 2005 to Z0H@.first step of the analysis concerned the
construction of the six composite indices of wallfdy; these partial indicators were later
aggregated in an overall index of well-being by@tdg the Equal Weight method.

In the second step, a cluster analysis was perfbramethe six sub-indices, in order to group
European regions on the basis of their well-beegfdres and to identify, at the same time, the
number of different clusters of European regionstlma grounds of their well-being. From the
cluster analysis results, European regions werapga in five distinctive sets in relation to their
different levels of well-beinglLow well-beingregions Middle-low well-beingegions Middle well-
beingregions Middle-high well-beingandHigh well-beingregions. These groups consist of regions
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belonging to several countries and the results destnate that the cluster solution can predict also
other key outcomes, such as regional per-capita. GDP

The perspective of analysis became diachronicenthird step, which involved assessment of the
dynamics of well-being across regions. This wasieadrout by looking at the existence of
convergence by means of two non-parametric teclesiguandy convergence). The analysis in
terms ofc-convergence intended to verify if disparities @ased over time (Friedman 1992). It
was led by using three different measures of dgper the coefficient of variation, the Theil index
and the Gini index. The results showed that, aardsgthe EWB index, in the ten-year interval
analysed, European regions converged independgfiithe measure of inequality used. Moving our
attention to per-capita GDP, the decrease was kigier in value, even though the convergence
process was almost completely concentrated initeedub-period and it was relatively feeble in
the second. The trend observed in the inequalitysones of GDP was also found for the economic
dimension of the EWB, the Material Conditions indén the other hand, a concave curve was
found for the Health, Local Attractiveness and uidlo less markedly, Education indices. Relative to
these domains, there was an increase of the diggasgmong European regions in the first five
years, despite that there was evidence of a straugerergence in terms of per-capita GDP. In the
following five years, on the other hand, whilst GB&hvergence rate was feeble, regions became
more similar in these dimensions. Conversely, averriine was obtained for the Labour Market
Equality index, meaning that cross-regional geratet intra-generational disparities in the labour
market were increasing at the end of the periodyaed. A decreasing trend for both sub-periods
was instead observed for the Knowledge Economyxintdt®ugh convergence in the second sub-
period was weaker. Convergence was analysed alserms of intra-distributional mobility
dynamics, assessed by means of Kendall's Indexard concordancey (convergence- Boyle and
McCarty 1997). The results showed no evidence gibreal mobility across ranks. This means that
the c-convergence process was not strong enough ta fosémge in the EU regions ranking list in
the time interval considered.

The general picture emerging from this study ig tharopean regions present different features
both in terms of GDP and well-being. Well-being nst completely disconnected from the
productive aspects captured by GDP, supportingdie that rather than going “beyond GDP” we
need to complement it with additional measures ud#lity of life. Moreover, the cluster analysis
results point to the fact that regional disparitiesur not only between countries but also within
them, as not all regions of a same country falthe same group. The major conclusion of the
dynamics analysis is that European regions grewensonilar over the period analysed both in
terms of well-being and per-capita GDP; even thooghvergence for the latter was significantly
slowed down in the second sub-period.

In the third essay, attention moved to the Italiagions. This study used the database recently
provided by the Equitable and Sustainable Well-B&BES) project carried out by the Italian
National Institute of Statistics (ISTAT) in conjuren with the National Council for Economy and
Labour (CNEL). This project produced a databasesinyg twelve BES dimensions consisting of a
set of 134 outcome indicators. In 2013, the fir&SBreport was published (ISTAT 2013). In it,
well-being in Italy is examined from a multi-dimeémsal perspective in line with the
recommendations of the “Stiglitz Commission”, buthwut attempting the final step of aggregating
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the data into a synthetic measure of well-beingg(i& et. al 2009), which was, instead, a specific
goal of the third essay of this thesis.

Our data set consisted of 57 variables at the nagjievel for the period 2004-2010, grouped in ten
dimensions of well-being: Culture and free timeu&ation, Employment, Environment, Essential
Public Services, Health, Material Living Conditipri®ersonal Security, Research and Innovation
and Social relations. For each well-being domaia,censtructed a synthetic indicator by means of
a principal component analysis (PCA). These suleatdrs were thus synthesized by means of a
PCA in an overall Regional Well-Being Index (RWBIn the second part of the analysis,
dispersion in well-being across Italian regions wasessed. We referred to two non-parametric
techniques d-convergence ang-convergence), considering both the partial andalvendicators
previously calculated, and we considered the wipeleod and two sub-periods (2004-2007 and
2007-2010). Moreover, we compared the dynamicsegional well-being with those of the
traditional indicator of economic performance, papita GDP. Our contribution to this area of
research is both conceptual and methodologicadt,Firexpands the range of domains and variables
used to measure well-being in Italy compared wii# previous empirical literature. Second, the
selection of the relevant dimensions of well-bewitpwing the results of the BES project minimise
arbitrariness in the choice of variables. Third,nantioned above, whilst the BES report did not
attempt the final step of synthesizing the data ambverall measure of well-being, this was instead
a specific contribution of this essay. Furtherthte best of our knowledge, this is the first waok t
use a two-step principal component analysis toutatie single domain sub-indices, first, and the
overall well-being indicator, second, considerihg sub-indices as the new variables. Finally, we
investigate the regional disparities trends in geohboth partial and overall well-being indicators
by means of a convergence analysis.

Results clearly show that differences in well-beb®ween regions do not necessarily reproduce
those based on standard economic indicators. Hnemsecond part of the study, we see that Italian
regions tended to become more similar over timé boterms of per-capita GDP and overall well-
being, even if a gradual slowing-down of this psscés observed in recent years following the
global economic crisis. Moreover, convergence mimgeof well-being occurred at a much faster
rate than for per-capita GDP. After the crisis, e indicators — RWBI and per-capita GDP — had
different convergence trends: GDP disparities slyghcreased; whilst in terms of RWBI, the crisis
seems to have caused a rise in the coefficient asfaton, followed, however, by a new
convergence process, though less intense thae iiirsh sub-period (2004-2007).

The analysis of rank mobility{convergence) showed that for each partial indicéto RWBI and

for per-capita GDP, the value of Kendall's indexids to one. This implies that the relative
positions of the regions did not substantially deover time, even though the empirical evidence
discussed above showed the occurrence of a protessonvergence.

To sum up, the results allow us to conclude thgioreal differences in well-being are at least as
relevant as those in terms of per capita GDP. dh féifferent patterns were found for the different
dimensions of well-being, highlighting the persmte of disparities in important quality of life
aspects across regions and suggesting the neeadetangre attention in public policy goals and
design to quality-of-life features of economic awdial progress.
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SOMMARIO

La tesi affronta lo studio del progresso econon@cmciale delle regioni europee da due differenti
prospettive di analisi. Un primo ambito di riceeaostituito dalla valutazione del I'impatto della
Politica Regionale Europea, considerando specti&npi di intervento e i relativi aspetti delle
economie regionali. Un secondo terreno di anaiigiarda la costruzione di indicatori sintetici di
benessere e lo studio delle relative dinamicheedldi NUTS 2.

La tesi si compone di tre saggi, ciascuno dei qadbtta, in linea con il dibatto recente, un
approccio multidimensionale allo studio del progeesconomico e sociale, in cui viene considerato
un insieme di aspetti che concorrono a definireeihessere e la qualita della vita e non soltanto
quelli piu strettamente legati alla produzione.

Il primo saggio, dal titolo “Assessing Cohesion iBypleffectiveness on European NUTS 2:
Counterfactual evaluation on transport accessyalitd research and innovation using a Regression
Discontinuity Design approach”, presenta una vaiotae controfattuale della Politica di Coesione
Europea a livello NUTS 2. Nel paragrafo inizial@pone una rassegna della letteratura empirica
sulla valutazione dell’efficacia della Politica @besione evidenziando come i contributi in questo
campo, quasi esclusivamente focalizzati sull'impalkella policy in termini di crescita del Pil pro-
capite, non forniscano risultati unanimi (Edervestnal 2002). Tali studi vengono nella tesi
classificati, dapprima, in base all’approccio melodico considerato e, successivamente, rispetto
all'effetto della politica da essi riscontrato.riglazione al primo criterio, si identificano trepapcci
principali: casi studio, modelli di simulazione gpéicazioni econometriche. Inoltre, con riferimento
a queste ultime, € possibile individuare il ricoasdue differenti tecniche di analisi: la primdasa
sulle regressioni econometriche e valuta la paliapplicando le tradizionali equazioni di crescita,
la seconda appartiene invece al nuovo filone @rca della valutazione controfattuale dell’ effetto
del trattamento. La valutazione della Politica de€ione ha comunque prodotto conclusioni finora
contrastanti. Sulla base di tali risultati, pudegesoperata un’ulteriore classificazione dei lavori
empirici, individuando tre principali categorie studi: quelli che trovano un effetto positivo delle
politiche, quelli che ottengono un effetto condimto e, per finire, gli studi che dimostrano che
limplementazione della politica ha effetti nullinegativi.

Per valutare gli effetti della politica di coesigomgiesto saggio utilizza un approccio metodologico
basato sull’effetto del trattamento e denominatgrBssion Discontinuity Design (Thistlethwaite e
Campbell 1960). La principale caratteristica inrtorgdella nostra analisi consiste nel considerare
due specifici campi di intervento per la valutaaatell’efficacia della Politica Regionale Europea:
Ricerca, Sviluppo Tecnologico e Innovazione (RS@&l)Infrastrutture di Trasporto. Seguendo
I'approccio proposto da Barca e McCann (2011),l@eralutazione della spesa in ciascun campo di
intervento si utilizza una specifica variabile ditcome: la crescita nelle domande di brevetto per
Ricerca e Innovazione e la crescita nel “potenziilaccessibilita stradale” (Stelder 2014) per le
Infrastrutture di Trasporto. La stessa politicataas inoltre, valutata in termini di crescita ¢l
pro-capite.

L’analisi ha fatto uso di un originale data-set if@nissione Europea-DG REGIO, Ministero per lo
Sviluppo Economico-DPS) con informazioni compaiadiivello delle regioni europee includendo
inoltre la spesa certificata per specifici campi idiervento nel periodo 1999-2007. Cio ha
consentito di selezionare le regioni che hannovutespecifici aiuti e di adottare la versicstearp
della metodologia RDD.
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Il campione € composto dalle regioni NUTS 2 dell'o@h 15 stati membri. Sono stati considerati
due gruppi di regioni in relazione all’eligibilitper I'Obiettivo 1 della Politica di Coesione: le
regioni Obiettivo 1 (regioni trattate) e le regioran-Obiettivo 1 (regioni non trattate). La presenz
di una discontinuita nella variabile di outcomedorrispondenza della soglia che separa i due
gruppi € considerata come un effetto dei trasfemtimgella politica (trattamento). L'impatto della
politica e stato stimato sia con un approccio narametrico (regressioni lineari locali), sia con un
approccio parametrico (regressioni polinomiali stiencon OLS). Le analisi sono state condotte
separatamente per i due campi di intervento el gk pro-capite.

Nella prima parte di questo lavoro la presenzaistiahtinuita, che indica che la politica e stata
efficace, é stata verificata considerando comeabde di outcome il tasso di crescita annuale del
Pil pro-capite in riferimento ad un periodo di aiizi anni (dal 1995 al 2010) e a due sotto-periodi
(1995-2003 e 2003-2010). Come ulteriore prova dhusbezza si sono prese in considerazione
diverse composizioni del campione, al fine di edehe gli effetti legati a possibili outliers. |
risultati ottenuti non mostrano un chiaro effet ttasferimenti della politica. Nella gran pare d
casi i risultati sono privi di significativita statica, anche se un qualche effetto positivo eostat
trovato nel lungo periodo (1995-2010).

La valutazione dellimpatto di trasferimenti in sgfeci campi di intervento produce risultati
differenti, e per certi versi opposti, a quellicasitrati per il tasso di crescita del Pil pro-capit
L'impatto dei trasferimenti in RSTI e Assistenzacifiea e stato valutato considerando il tasso di
crescita nelle domande di brevetto per milione lditaati (conteggio frazionario; per inventore e
anno prioritario). | risultati hanno dimostrato daeegioni Obiettivo 1 hanno sperimentato un tasso
di crescita nelle domande di brevetto piu elevat@ltheno un punto percentuale rispetto alle
regioni non-Obiettivo 1. L’analisi € stata condottansiderando diversi intervalli temporali e
diverse composizioni del campione. L’intero pericgkaminato per la variabile di outcome copre
dodici anni (1999-2010), ma l'analisi & stata cdtal@nche considerando tre sotto-periodi: 1999-
2007, 2002-2010 e 2002-2007. | risultati ottenusao rivelati robusti sia per i differenti period
analizzati, sia per le diverse composizioni del g@me. In particolare, € emerso che durante i primi
tre anni la variabile di outcome nelle regioni Qtw® 1 ha sperimentato una notevole crescita,
mentre negli ultimi tre anni la discontinuita ossda tra le regioni interessate dalla politica di
intervento e quelle non coinvolte perché non Obiettl si € rivelata piu debole. L”impatto
positivo della politica non &, peraltro, determmatalla presenza di outliers e non dipende
dall'inclusione nel campione di regioni aventi upeggiore situazione iniziale perché i risultati
sono robusti anche per composizioni del campiopelite da questi effetti. | nostri risultati sono
inoltre fortemente confermati anche dalla regressiparametrica polinomiale e sono robusti
rispetto alla presenza di altri punti di cut-offliediscontinuita in altre covariate non influenzese
fondi. Come controllo addizionale, I'analisi € statondotta anche esprimendo la variabile di
outcome come differenza in livelli e in tal casomr@emersa alcuna discontinuita significativa tra i
due gruppi.

L'ultima parte del primo saggio si occupa dellawakrione della spesa in Infrastrutture di Trasporto
in termini di tasso di crescita del “potenzialeadicessibilita stradale”. | risultati evidenziano un
effetto meno forte rispetto alle domande di brevetto studio non puo essere strutturato per divers
intervalli di tempo a causa della mancanza dei d&nalisi ha evidenziato la presenza di un tasso
di crescita piu elevato di 0.9 punti percentualr e regioni Obiettivo 1 rispetto alle altre.
Un’ulteriore importante caratteristica emersa prissenza, all'interno del gruppo dei trattati, ded
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diversi trends nel tasso di crescita del “potemzdilaccessibilita stradale”: da una parte, learigi
spagnole e portoghesi che hanno sperimentato wsziter nettamente piu elevata; dall'altra, le
regioni italiane, tedesche e greche con dei tassiedcita piu bassi e piu simili al gruppo dei non
trattati. L'eterogeneita in termini di tassi di scia del gruppo dei trattati puo essere, tuttavia,
legata alla natura della variabile di outcome z##ita, la quale considera soltanto I'accessibilita
stradale (e di conseguenza soltanto i migliorameatie infrastrutture stradali). Le regioni del
campione, tuttavia, hanno ricevuto trasferimentiqmmni tipo di progetto di trasporto, per cui, jgart
dei fondi potrebbe essere stata devoluta a migherdi nell’accessibilita di altre reti di trasparto
non catturati dalla variabile di outcome utilizzaRer questa ragione i risultati ottenuti, seppure
meno forti di quelli relativi al campo di interventRicerca, Sviluppo Tecnologico e Innovazione”
non sono di trascurabile importanza nell’identificae dell’impatto dei trasferimenti della Politica
Regionale Europea alle regioni Obiettivo 1.

Nel complesso, la nostra ricerca, considerandoifsperampi di intervento e specifiche variabili di
outcome, si riscontra nettamente un impatto pasitiella Politica di Coesione. Al contrario,
esaminando la crescita in termini di Pil pro-cagteeffetti della politica non sono chiaramente
definiti, soprattutto nel breve periodo.

In tutti i casi esaminati, quando la variabile dia@ome €& espressa come differenza in livelli, non
viene riscontrata alcuna discontinuita: in altrimieni, le regioni in ritardo, seppure abbiano
sperimentato un tasso di crescita piu elevato deligoni piu sviluppate, mostrano altresi una
analoga variazione in livelli.

Inoltre, le regioni appartenenti ai due gruppi ulaitati e dei non trattati hanno mostrato maggio
differenze nella crescita della variabile di outeahne nei livelli di trasferimenti ricevuti.

Il secondo saggio, dal titolo “Convergence dynanmc&uropean regional well-being” esamina il
benessere nelle regioni europee attraverso lauzisite di indicatori sintetici e I'analisi delle
dinamiche relative delle regioni in un intervallo dndici anni. L’individuazione di misure
appropriate del benessere in una prospettiva nmkidsionale é stata di recente oggetto di
interesse da parte di studiosi, organizzazioniri@zonali e governi nazionali. In particolare gsi
affermata la necessita di definire indicatori eatbase su un ampio numero di fattori considerati
cruciali nell'influenzare la qualitd della vita ehec prescindono dalla dimensione meramente
produttiva del progresso.

Il secondo saggio di questa tesi mira, pertanto;oatribuire alla letteratura empirica sulla
misurazione del progresso economico e sociale lemldo per 216 regioni Europee (UE a 27
membri) sei sub-indicatori compositi quali misuralirettante dimensioni del benessere e, a partire
da questi, un indicatore sintetico complessivandite di Benessere Europeo (EWB dall’acronimo
in Inglese). Le dimensioni del benessere esamsm@te: salute e condizioni di vita delle persone;
istruzione e apprendimento permanente; condizioaterrali delle famiglie; economia della
conoscenza; attrattivita dell’ambiente locale immi@i di dotazioni infrastrutturali e di flussi
turistici in entrata; uguaglianza intergenerazienal tra sessi nelle condizioni del mercato del
lavoro. Attraverso una analisi cluster e stataltiepdefinita una tassonomia delle regioni europee
in relazione alle dimensioni del benessere. Infi@estata verificata I'esistenza di processi di
convergenzal/ divergenza tra le regioni europeejnsiaferimento alle diverse dimensioni della
gualita della vita e del benessere complessivodeh®il pro-capite in un arco temporale di undici
anni (2000-2010). I risultati dell’analisi consambodi raggruppare le regioni europee in cinque

211



clusters, distinti tra loro ma omogenei al loroemio, che rispecchiano differenti assetti del
benessere: basso (terzo cluster); medio-bassoduuinster); medio (secondo cluster); medio alto
(quinto cluster) e elevato (quarto cluster). Eenessante notare come le regioni di uno stess@Paes
non siano mai incluse tutte nello stesso gruppmleexziando I'esistenza di forti disparita regionali
in Europa, anche a livello sub-nazionale.

La dinamica del benessere di ciascuna regione @saeninata guardando alllandamento di tre
differenti misure di dispersione dei sub-indicateri dell'indicatore sintetico complessivo di
benessere (convergenapal fine di verificare se le disparita tra le m@gisi sono ridotte nel corso
del tempo (Friedman 1992): il coefficiente di varane, I'indice di Theil e I'indice di Gini. |
risultati mostrano una tendenza alla convergenaegnde gli undici anni considerati, delle regioni
europee in termini di EWB, qualsivoglia misura dipgersione venga adottata. In riferimento al Pil
pro-capite la riduzione é stata superiore in vat@getto a quella in termini di benessere, anehe s
il processo di convergenza si € manifestato qussiugivamente nel primo sotto-periodo (anni
2000-2005) e mostrandosi, invece, molto debolepaeiodo successivo. Come era ragionevole
attendersi, lo stesso andamento osservato perderendi dispersione del Pil e confermato per
guanto riguarda il sub-indicatore delle condiziomateriali di vita, che rappresenta la dimensione
economica nel nostro indice sintetico complessivdahessere. Trend differenti caratterizzano,
invece, gli altri domini, confermando la diversaura della dimensione economico-produttiva del
benessere da quella del complesso insieme diifatier definiscono la qualita della vita. Per le
dimensioni della Salute, Attrattivita Locale e, Bacse meno marcatamente, per l'indice di
Istruzione si osserva, infatti, un aumento delgpdiita tra le regioni europee nei primi cinqueiann
nonostante la piu forte convergenza in terminiitlpfo-capite. Nei cinque anni successivi, invece,
mentre il tasso di convergenza del Pil pro-capit® @ebole, le diverse misure di dispersione
indicano che le regioni europee tendono a divepite simili nelle suddette dimensioni. Al
contrario, una curva convessa e stata ottenutéilpeice di Uguaglianza nel Mercato del Lavoro:
in altri termini, nel secondo sotto-periodo, sie&rificato, sul mercato del lavoro, un aumento sia
delle disparita tra sessi che di quelle tra genenazUn trend decrescente delle misure di
dispersione € stato invece osservato per entranmgmtto-periodi relativamente all’indice di
Economia della Conoscenza, anche se la convergehzacondo sotto-periodo appare piu debole.
La dinamica del benessere in ambito europeo ¢ staltae esaminata guardando agli spostamenti
delle regioni nella classifica del benessere, awvalla mobilita nei ranghi all’interno della
distribuzione, ricorrendo al calcolo dell’indice diendall, a cui in letteratura si fa spesso
riferimento comey-convergenza (Boyle e McCarty 1997). L’analisi rexndenzia alcuna mobilita
delle regioni tra i ranghi. Questo significa chenostante il verificarsi del processo di
convergenza, le regioni europee hanno mantenuttarsnalmente invariata la loro posizione
relativa nella classifica in termini di benesseedf’imtervallo di tempo considerato.

La ricerca mette in evidenza le forti disparitestesiti tra le regioni europee sia in termini di -
capite che delle differenti dimensioni della qualiella vita e del benessere complessivo. Tuttavia,
'entita e le dinamiche di tali disparita nelle dséere, quella economico-produttiva, e quella
attinente al complesso dei fattori che concorronaedfinire la qualita della vita, non sono
coincidenti. Questa evidenza empirica sembra corder I'importanza di pervenire a misure
accurate e multidimensionali del benessere aldira#frire un adeguato supporto alla progettazione
di politiche finalizzate alla riduzione delle dispa regionali e a raggiungere prefissati standahrd
benessere nei diversi aspetti della qualita détéa v
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Nel terzo saggio, dal titolo “Measuring Well-Being a Multidimensional Perspective: a
Multivariate Statistical Application to Italian Regs” I'attenzione si concentra sulla misurazione e
'analisi del benessere nelle regioni italiane. ricerca e prevalentemente basata sugli indicatori
contenuti in una specifica banca dati Istat crealiambito del progetto BES (Benessere Equo e
Sostenibile) portato avanti congiuntamente daitisd Nazionale di Statistica (Istat) e dal
Consiglio Nazionale per 'Economia e il Lavoro (CNE

Questo saggio considera 57 variabili a livello oegie per il periodo 2004-2010, raggruppate in
dieci dimensioni del benessere: Cultura e Temperaplstruzione, Lavoro, Ambiente, Servizi
Pubblici Essenziali, Salute, Condizioni Materiali ¥ita, Sicurezza Personale, Ricerca e
Innovazione e Relazioni Sociali. La ricerca si mmo@ un triplice obiettivo: a) costruire un
indicatore sintetico per ciascuna delle dieci disi@m del benessere considerate, applicando
analisi in componenti principali (ACP); b) costret un indice complessivo di benessere
considerando come variabili gli indicatori ottenaglla fase precedente dell’analisi; c) valutare
'esistenza di processi di convergenza tra le magi@liane in termini di benessere usando due
tecniche non parametriche applicate sia agli indicgarziali che all’indice sintetico complessivo.
Inoltre, le dinamiche regionali in termini di beeese vengono confrontate con quelle del Pil pro-
capite. Il contributo del lavoro a quest’areaiderca €, dunque, sia concettuale che metodologico.
Si estende, infatti, rispetto alla letteratura emopiesistente, lo spettro di domini e di variabgate
per misurare il benessere in Italia; inoltre, dude I'arbitrarieta nella selezione delle variabgate
per descrivere le diverse dimensioni della quatlgla vita, prendendo come riferimento le
indicazioni contenute nel progetto BES. A differandi quest'ultimo, tuttavia, un contributo
specifico del lavoro € quello di fornire una miswamposita di benessere. Sul piano della
metodologia utilizzata, questo e il primo studi@ e¢fsa una ACP in due stadi, in cui al primo stadio
si calcolano gli indicatori per ciascun dominio,nel secondo questi vengono utilizzati come
variabili per la costruzione dell’indicatore sintet complessivo. Infine, a differenza di gran parte
degli studi sul benessere delle regioni italianest&to considerato anche l'aspetto dinamico,
valutando I'andamento delle disparita regionalraattrso I'analisi del tasso di variazione della
dispersione del benessere e della mobilita deffmnetra i ranghi nel periodo considerato.

| risultati dell’analisi in componenti principali @strano che le differenze in termini di benessere
non necessariamente riproducono quelle basate isdigatori economici standard. Le differenze
regionali nel benessere sono almeno altrettanewvaniti di quelle in termini di Pil pro-capite,
suggerendo la necessita di dedicare maggiore aitennella definizione degli interventi e degli
obiettivi di politica pubblica agli aspetti del gr@sso economico legati alla qualita della vita.
Infine, la ricerca evidenzia come le regioni itakatendano a diventare piu simili nel periodo
considerato, sia in termini di Pil pro-capite chebdnessere complessivo, anche se e possibile
osservare un graduale rallentamento di questo gsoceegli anni piu recenti, probabilmente come
conseguenza degli effetti della crisi economic@dfiniaria innescatasi nel 2007. Tuttavia, €
possibile notare come la convergenza in terminbetiessere sia risultata piu intensa ed elevata
rispetto a quella riscontrabile osservando soltdatdinamica del Pil pro-capite. Questo risultato
conferma la limitatezza delle analisi della perfanoe dei territori basate esclusivamente sulla
rilevazione e la valutazione delle dimensioni mezata produttive.

Infine, I'analisi della mobilita tra i ranghiy{convergenza) mostra che la posizione relativeedell
regioni non si € modificata sostanzialmente nelpignanche se si e verificata una progressiva
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riduzione delle disparitasfconvergenza): le regioni italiane, in altri termit@ndono a divenire piu
simili ma rimangono sostanzialmente immobili ngitaduatoria del benessere.
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