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Preface

The past two decades have been characterized by an exponential growth of web ap-

plications designed for a wide range of human areas, from scienti c research to en-

terprise activities, from leisure to business. The development of these applications,

in general, is not easy, especially when a high-level of customization is required;

furthermore, if it is necessary to support advanced analysis features with  nal sug-

gestions/forecasts, it becomes mandatory to integrate different tools.

In this thesis we present an innovative and integrated framework for web appli-

cation development; the whole framework is composed by a powerful set of tools

and offers a wide range of features: Document and Content Management, Social

Cooperation, Knowledge Discovery and Business Process Management.

We start our treatment by introducing the core of the framework, named Borè.

Borè is a novel semantic-based framework that realizes Web3.0 principles and it rep-
resents a tool for the next-generation Internet. This architectural paradigm allows

high levels of customization to be reached and it facilitates and enriches user�s web

browsing experience. Borè is extremely innovative in two respects. Foremost, it al-

lows Web information to be de ned, organized, stored, queried and displayed as

customizable objects and relations: an inexpert user can simply create the required

Web. Secondly, Borè directly supports social networks (i.e., Social Cooperations),

which spontaneously arise when users share resources among each others.

Rooted on these backgrounds, our work continues with two extensions of the core

framework with the aim of building an innovative and complete tool for both Busi-

ness Process Management and Knowledge Discovery. We  rst start by investigating

and summarizing the state-of-the-art techniques for both topics, then we introduce

innovative solutions for these purposes and we show advantages of the proposed

techniques.

In particular we focus on recommender systems and on probabilistic approaches

to recommendation. We present our extensions to classic probabilistic topic models,

introducing causality and dependency through a sequential approach. Our contribu-

tions on this topic can be summarized in these directions. (i) we propose a uni ed

probabilistic framework to model dependency in preference data, and instantiate the

framework in accordance to different sequential assumptions; (ii) we study and ex-
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perimentally compare the proposed models, highlight relative advantages and weak-

nesses; (iii) we adaped these models to support a recommendation scenario to gen-

erate personalized and context-aware recommendation lists; (iv) we show that the

proposed sequential modeling of preference data better models the underlying data,

as it allows more accurate recommendations.
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Prefazione

Gli ultimi decenni sono stati caratterizzati da una crescita esponenziale delle ap-

plicazioni web create per settori differenti, dalla scienza al mondo aziendale, dallo

svago al business. In generale, lo sviluppo di queste applicazioni non è semplice,

specialmente quando è richiesto un alto livello di personalizzazione; inoltre, se è

necessario supportare funzionalità avanzate di analisi allo scopo di fornire suggeri-

menti/previsioni, diventa obbligatorio integrare tool differenti.

In questa tesi viene presentato un framework per lo sviluppo di applicazioni web

integrato ed innovativo; la piattaforma è composta da un potente insieme di strumenti

ed offre un ampio ventaglio di funzionalità: Document and Content Management,

Social Cooperation, Knowledge Discovery e Business Process Management.

Il lavoro di tesi si apre con l�introduzione del framework di base, chiamato Borè,

che rappresenta una piattaforma innovativa di tipo semantico e si presenta come un

tool per Internet della nuova generazione. Tale paradigma architetturale permette di

raggiungere altissimi livelli di personalizzazione facilitando ed, al contempo, arric-

chendo l�esperienza di navigazione degli utenti  nali. Borè è estremamente innova-

tivo in due aspetti. Prima di tutto permette di de nire, organizzare, salvare, interrog-

are e visualizzare le informazioni web sotto forma di nodi e relazioni personalizz-

abili: un utente non esperto è in grado di creare, in maniera semplice ed intuitiva,

il web �desiderato�. Inoltre Borè supporta direttamente il paradigma delle social

network, che nascono spontaneamente nel momento in cui gli utenti condividono

risorse.

Sulla base di questi concetti, il nostro lavoro continua con due estensioni del

framework allo scopo di creare uno strumento completo ed innovativo con funzion-

alità di Business Process Mining e di Knowledge Discovery. In una prima fase viene

investigato e descritto lo stato dell�arte relativo ad entrambi i topic, in seguito sono

introdotte soluzioni innovative per le quali sono dimostrati i vantaggi competitivi.

Il nostro focus si è concentrato sui sistemi di raccomandazione ed, in partico-

lare, sugli approcci probabilistici. Nello speci co vengono presentate delle esten-

sioni ai modelli probabilistici classici, che introducono causalità e dipendenza tra le

osservazioni, grazie ad un approccio sequenziale. I nostri contributi relativamente

a questo topic possono essere cos!̀ sintetizzati: (i) proposta un framewowrk proba-
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bilistico uni cato per modellare le dipendenze tra le osservazioni; tale framework

viene istanziato seguendo differenti assunzioni sequenziali; (ii) studio e compara-

zione sperimentale dei modelli proposti, evidenziando relativi vantaggi e svantaggi;

(iii) adozione di tali modelli nello scenario delle raccomandazioni al  ne di generare

liste di suggerimenti personalizzate e contestuali; (iv) dimostrazione che l�approccio

sequenziale proposto modella in maniera più ef cace i dati, in quanto permette di

generare suggerimenti più accurati.

Ringraziamenti

Durante la preparazione di questa tesi, ho avuto la fortuna e l�onore di lavorare con

professionisti brillanti e, al contempo, persone splendide. I miei più sentiti ringrazi-

amenti vanno al mio tutor Filippo Furfaro e a Luigi Pontieri per il loro continuo sup-

porto e la loro guida sia nell�ambito lavorativo che in quello personale. Mi auguro

di poter avere sempre persone come loro al mio  anco. Un ringraziamento speciale

va a Giuseppe Manco per il suo aiuto, la sua motivazione, la sua conoscenza e i suoi

ammirevoli standard etici. Estendo la mia gratitudine a tutto il gruppo di ricerca con

il quale ho collaborato in questi anni e a tutti coloro che hanno creduto in me. In-

 ne desidero ringraziare il professore ed amico Domenico Saccà, grazie al quale ho

vissuto questa splendida avventura.

Rende,

Novembre 2013 Marco Carnuccio



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Journals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.2 Book chapters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.3 Papers in refereed conference proceedings . . . . . . . . . . . . . . . 2

1.2.4 Other publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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Introduction

1.1 Objectives

The past two decades have been characterized by an exponential growth of web ap-

plications designed for a wide range of human areas, from scienti c research to en-

terprise activities, from leisure to business. The development of these applications,

in general, is not easy, especially when a high-level of customization is required;

furthermore, if it is necessary to support advanced analysis features with  nal sug-

gestions/forecasts, it becomes mandatory to integrate different tools.

In this thesis we present an innovative and integrated framework for web appli-

cation development; the whole framework is composed by a powerful set of tools

and offers a wide range of features: Document and Content Management, Social

Cooperation, Knowledge Discovery and Business Process Management.

The core of the framework, named Borè, is a novel semantic-based framework

that realizes Web3.0 principles and it represents a tool for the next-generation Inter-
net. This architectural paradigm allows high levels of customization to be reached

and it facilitates and enriches user�s web browsing experience. Borè is extremely

innovative in two respects. Foremost, it allows Web information to be de ned, orga-

nized, stored, queried and displayed as customizable objects and relations: an inex-

pert user can simply create the requiredWeb. Secondly, Borè directly supports social

networks (i.e., Social Cooperations), which spontaneously arise when users share

resources among each others.

The core architecture has been extended with innovative features with the aim of

de ning a complete and uni ed framework named Caldera, a platform for manag-

ing ad analyzing collaborative process, which integrates an advanced recommender

system.

These two topics have been widely investigated to accomplish this thesis and inno-

vative solutions have been proposed for both areas:

• Business Process Management. We have extended classical process mining

techniques with a predictive process-mining approach, which fully exploits con-

text information, and determines the right level of abstraction on log traces in
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data-driven way. Combining several data mining and data transformation meth-

ods, the approach allows the recognition of different context-dependent process

variants, while equipping each of them with a separate regression model. Inter-

esting results have been obtained on a real application scenario, showing that the

proposed method is precise and robust.

• Recommendation System. We have focused on probabilistic topic models and

we have extended the popular LDA model relaxing the bag-of-word assumption

by hypothesizing that the current observation depends on previous information.

Proposed models provide a better framework for modeling contextual informa-

tion in a recommendation scenario, when the data exhibits intrinsic temporal

dependency. These results have been con rmed by an experimental evaluation

over real-life datasets.

1.2 Publications

The following publications have been produced while accomplishing this thesis.

1.2.1 Journals

• Barbieri N., Manco G., Ritacco E., Carnuccio M., Bevacqua A.: Probabilistic

Topic Models for Sequence Data. Machine Learning Journal, Volume 93, Issue

1, pp. 5�29, October 2013.

1.2.2 Book chapters

• Bevacqua A., Carnuccio M., Folino F., Guarascio M., Pontieri L.: A Data-

Driven Prediction Framework for Analyzing and Monitoring Business Process

Performances. To appear in: Lecture Notes in Business Information Processing

(LNBIP) � Springer-Verlag, 2013.

1.2.3 Papers in refereed conference proceedings

• Bevacqua A., CarnuccioM., Ortale R., Ritacco E.: A new Architectural Paradigm

for Content-based Web Applications: Borè. Proceedings of the 15th International

Database Engineering and Applications Symposium (IDEAS11). Lisbon, Portu-

gal, September 2011.

• Bevacqua A., Carnuccio M., Cuzzocrea A., Ortale R., Ritacco E.: Enforcing In-

teraction and Cooperation in Content-Based Web 3.0 Applications. Web Tech-

nologies and Applications � 14th Asia-Paci c Web Conference (APWeb12).

Kumning, China, April 2012.

• Barbieri N., Bevacqua A., Carnuccio M., Manco G., Ritacco E.: Probabilistic Se-

quenceModeling for Recommender Systems. Proceedings of the 4th International

Conference on Knowledge Engineering and KnowledgeManagement (KDIR12).

Barcelona, Spain, October 2012.
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• Bevacqua A., Carnuccio M., Cuzzocrea A., Ortale R., Ritacco E.: A Semantic-

based Framework for Supporting Interaction and Cooperation in Content-Based

Web 3.0 Applications. Proceedings of the 21st Italian Symposium on Advanced

Database Systems (SEBD13). Roccella Jonica, Italy, July 2013.

• Bevacqua A., Carnuccio M., Folino F., Guarascio M., Pontieri L.: A Data-

Adaptive Trace Abstraction Approach to the Prediction of Business Process Per-

formances. Proceedings of the 15th International Conference on Enterprise In-

formation Systems (ICEIS13). Angers Loire Valley, France, July 2013. Winner

of the Best Paper Award.

• Bevacqua A., Carnuccio M., Folino F., Guarascio M., Pontieri L.: Adaptive Trace

Abstraction Approach for Predicting Business Process Performances. Proceed-

ings of the 21st Italian Symposium on Advanced Database Systems (SEBD13).

Roccella Jonica, Italy, July 2013.

1.2.4 Other publications

• Bevacqua A., Carnuccio M., Ferragina M., Liguori A., Ortale R., Ritacco E.:

Borè: un framework open source orientato al web 3.0. Atti della V Conferenza

Italiana sul Software Libero (CONFSL11). Milan, Italy, June 2011.

1.3 Organization of the thesis

The remainder of this thesis is organized as follows: Chapter 2 introduces the ar-

chitecture and discusses the advantages of the Borè framework; Chapter 3 presents

Caldera, an extension of the proposed architecture that includes advanced features of

knowledge discovery and business process management; these two topics are widely

investigated in this chapter. Chapter 4 reports innovative respects introduced in the

framework, concerning probabilistic approaches to recommendation. In particular,

this chapter focuses on new extensions to classic probabilistic topic models, intro-

ducing causality and dependency through a sequential approach. This provides a

better framework for modeling contextual information in a recommendation scenario

when the data exhibits intrinsic temporal dependency. Finally, Chapter 5 discusses

conclusions and future work.
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Borè: an architectural paradigm for content-based

web applications

2.1 Introduction

The Web is an evolving system, which tries to adapt to the needs of users. The tran-

sition to Web2.0, and, currently, to Web3.0, are the expression of this trend: the

goal is to focus on the leading role of the end user in Web browsing, which should

be supported by adequate tools. In this chapter, we propose Borè, an architectural

paradigm for developing content-based web applications based on cooperative inter-

action, whose foundations are based on the Web3.0 principles.

The proposed architecture is extremely innovative in two respects. The  rst one

is the possibility of de ning, organizing, storing, querying and displaying the infor-

mation as customizable objects and relations: a not-expert user can create the Web

that he may prefer. The second one is the realization of social networks, which spon-

taneously arise when users share resources among each others.

The chapter is structured as follows: Section 2.2 describes motivation and back-

ground of the proposed architecture. Section 2.3 introduces some preliminaries and,

then, proceeds to cover the architecture of the Borè platform. Section 2.4 widely dis-

cusses the data model and its customizations, while Section 2.5 presents an overview

of the formal language used as uni ed interaction protocol among all components

of the Borè platform. Section 2.6 treats the establishment of social networks and

privileges management in Borè. Section 2.7 provides an overview of some estab-

lished competitors and highlights the main advantages introduced by Borè. Finally,

in Section 2.8, we present some exempli cative case studies that exploit proposed

architecture�s features.

2.2 Motivation and background

Web-browsing models aim at reaching a challenging goal: to turn the Web environ-

ment into an intelligent and proactive setting, in which users play a key role. This is

known as the Semantic Web and involves the development of advanced Web inter-

faces, capable to enrich with semantics both the supplied information and the users�
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activities, with the ultimate goal of offering customized access and support to each

individual user. Hitherto, efforts both in industry and academia towards the Semantic

Web can be categorized as follows.

The Web1.0 is a model that saw the Web as a large container of information

provided by various types of organizations. Users had a window on the Web mainly

through their own homepage. From the structural point of view, available information

was statically organized into taxonomies.

The Web2.0 model tried to overcome the static nature of the previous one by

enabling some interactions with the end users. This has fostered the development

and delivery of Web services as well as the growth of user communities, which

play a key role in the enrichment of the Web information. Paradigmatic examples

of Web2.0 applications include forums, blogs and social networks. Users share their
experiences and provide an initial interpretation of semantic information through the

tagging system: in this respect, the term folksonomy [71, 72] was coined in contrast

to the taxonomy of Web1.0.
Nowadays, the not yet de nitive Web3.0 model tries to further evolve the Web

into the personal universe of each user, thus introducing the concept of portable

personal Web, that follows from the widespread adoption of new technologies and

devices. The idea is to generate adaptive systems, such as [21], which record and

analyze users� activities, in order to de ne suitable user pro les, whose knowledge

is in turn useful to anticipate their preferences, expectations and tastes; in other words

a digital life stream database will be created. As a matter of fact, the single individual

becomes the core of the Web, thus making the folksonomy evolves in the me-onomy.

In this chapter, we propose a novel architectural paradigm, referred to as Borè, for

developing content-based Web applications based on Web3.0 principles. The basic
idea is that aWeb system should adapt to users� requirements, hence it must be able to

evolve in order to integrate new data and new functionalities without the intervention

of experts: users must be enabled to create their ownWeb as a �little universe�. These

universes should be able to interact with each other, share objects and communicate

in order to build custom social networks, or social cooperations. As a matter of fact,

Borè is extremely innovative in two respects. Foremost, it allows Web information

to be de ned, organized, stored, queried and displayed as customizable objects and

relations: an inexpert user can simply create the requiredWeb. The second interesting

feature is the possibility of directly supporting social networks/cooperations, which

spontaneously arise through user resource sharing.

2.3 Framework

In this section we introduce some preliminary concepts as well as the architecture of

the devised Borè platform.

2.3.1 Preliminaries

The intuition behind Borè is to exploit some principles of the object-oriented pro-

gramming [68, 85] in the context of Web-application development. The logic model
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of a Web application is viewed as a directed graph G , whose nodes are the resources,

while edges denotes the relations among pairs of such resources. By resource we

mean all those entities that pertain to the Web application: a page, media contents,

users, communities and so forth. A link between two resources (e.g., two Web pages)

is a relation modeled as a direct edge from the former resource to the latter one.

By following the ideas of semantic Web systems, that exploit de nition lan-

guages such as OWL1, RDFS2 and RDF3, Web information can be generalized by

structuring raw data in high-level content objects.

More precisely, each resource (resp. relation) is a pair {type, instance}: type is
the general de nition (i.e., the schema), of the resource (resp. relation) and it is com-

posed by a set of f ields, whereas instance is the type instantiation. A  eld is an

atomic information, whose base type can be any among integer, real, string and so

forth. The single inheritance property [68, 85] holds for both resources and rela-

tions. A resource (resp. relation) that inherits from another resource (resp. relation)

acquires all of information within the latter in addition to its own. The separation

in types and instances and the inheritance property bring the signi cant advantages

of object-oriented software development in the design and implementation of Web

applications. We here mention module reuse, simpli ed code development, ease of

extension and maintenance and compactness of shared information.

Formally, the prototype G of a Web application in Borè can be modelled as a tu-

ple G = {R,E,RTT,ETT,RT,ET}, whose constituents are introduced next. R is the

set of all resources corresponding to the nodes of G . E is the set of all relations (i.e.,

the set of edges of G). RTT and ETT are, respectively, the resource and the relation

type taxonomies: resource and relation types are stored in two dedicated taxonomies

enabling type inheritance. The root of RTT is the type Object, while the root of

ETT is Edge. A possible implementation of both RTT and RTT will be exempli-

 ed in Section 2.4. RT and ET are two forests of taxonomies. Each taxonomy in

RT (resp. ET ) is an inheritance hierarchy among resource (resp. relation) instances.

RTT , ETT , RT and ET are useful constituents, that allow a simple management of

Web browsing in terms of navigation operators as it will be described in Section 2.5.

In our formalization, the interaction of an user with a Web application can be seen

as a visit on the prototypeG : by clicking on a link within the currentWeb page, which

corresponds to following a relation that departs from the resource being currently

experienced, the user moves to another Web page (i.e., visits another resource of the

graph model).

The strengths following from the adoption of the aforesaid logic model for Web

applications deployed within Borè are manifold. First, a simpli ed resource man-

agement and querying. In particular, query processing in response to user interac-

tions can take advantage of the solid results and foundations in the  eld of graph

theory [16]. Second, the possibility to dynamically de ne new resources and types.

Third, different Web applications can share the same schema (i.e., the set of all re-

1 http://w3.org/TR/owl2-overview
2 http://w3.org/TR/rdf-schema
3 http://w3.org/RDF
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sources and relations types) and differ only in their respective instances. Fourth: com-

pactness and cooperation. As a matter of fact, different Web applications may share

some resources, thus avoiding redundancies. Moreover, resource sharing allows the

generation of social cooperations and social networks among users.

To exemplify the foregoing concepts, we introduce in Fig. 2.1 the graph (or logic

model) of a toy Web application. The resources pertaining to the Web application

(i.e., an institute, two workers, a student and an event) are represented by nodes.

Edges between nodes correspond to relations between resources. Actually, the graph

in Fig. 2.1 depicts an institute, with two workers and a student, that publishes news

and organizes events. The  elds of individual nodes (resources) as well as their ids

will be explained in Section 2.4.

First Name: John

Last Name: Smith

Age: 25

Name:

University of Calabria

Act. Descr.: The

University of Calabria is...

Works

Works

Studies

Publishes

Organizes
First Name: Alice

Last Name: Moore

Age: 40

First Name: Bob

Last Name: Jackson

Age: 24

Person (id=6)

Person (id=9)

Person (id=12)
Institute (id=3)

Name: News 1

Subtitle: Subtitle1,Subtitle2

Description: Descr2

News (id=15)

Name: Event 1

Start Date: 25/03/11

End Date: 13/05/11

Description: Descr1

Event (id=18)

Fig. 2.1: The graph model of a toy web application

2.3.2 Architecture

The architecture of the Borè platform, shown in Fig. 2.2, is designed around the

Model-View-Controller (MVC) design pattern [20]. This separates the three essen-

tial aspects of an application (i.e., business, presentation and control logic) with the

purpose of considerably reducing both time and costs for development and mainte-

nance. The architectural components of the Borè platform includedwithin theModel,

View and Controller layers are indicated in Fig. 2.2. In the following we point out

main features of each layer.

View

The View is responsible both for the navigation of the web application graph and for

query-result visualization. However, being in a Web environment, the  nal rendering

of the information delivered by any Web application deployed within Borè is del-

egated to the user browser, which is the actual GUI. Query answers are delegated
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Fig. 2.2: Borè architecture
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to the Interface Composer module, that can communicate with other architecture

layers.

The Interface Composer relies on some pluggable, customizable and extensible

modules, that can be categorized as follows:

• Template. It is associated to each resource type, and speci es the whole layout of

the individual Web pages;

• Style Sheet. It speci es the rendering of the different resources appearing in a

single Web page;

• Custom View. Useful with all those resources, whose rendering is not performed

by the two preceding modules.

The View essentially decouples the presentation of the individual resources from

the layout structure of the Web pages in which they appear.

More speci cally, the user interface is built automatically from the node of the

graph being currently visited. Such interface displays information concerning the

current resource and some further resources that are related to the former. These lat-

ter resources are selected from those nodes of the graph of the Web application that

are connected to the current node through relations. A view is provided by default:

users are able to immediately browse resources and relations, in a plug-and-play en-

vironment.

Controller

The Controller manages information processing. It is composed by the following

modules:

• Query Manager. Module that interprets user requests (i.e., interaction with the

Web application) and translates them into the corresponding browsing or update

operations on the graph;

• Access Control. It represents, essentially, a message dispatcher that coordinates

nearly all modules of the Borè platform and controls the users� access to re-

sources;

• Each resource can be associated to one or more events. The Event Managermod-

ule handles the events through pluggable, customizable and extensible Action

Managers, which differ based on the nature of the events to notify to users. Some

action managers should be provided by default (e.g., timers, email noti ers and

so forth).

Model

TheModel component is the data storage layer. It offers primitive functions both for

query answering and for updating the graph of the Web application as well as the

taxonomies of the relative resources and relations.

Resources and relations are separately managed by the Resource Manager and

the RelationManager, respectively. The ResourceManager (resp. RelationManager)
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is responsible for accessing, storing, updating and versioning the individual resources

(resp. relation) and the resource (resp. relation) taxonomies. Hence, Resource and

Relation Managers are a representation of the Web application graph.

Resource and Relation Managers communicate with the Storage Engine, which

handles raw data. Raw data is retrieved through theData Index, which contains meta

data information, and the Cartridge Manager, which loads, stores and updates the

various instances by means of pluggable, customizable and extensible storage units

(e.g., relational DBs,  les, and so forth).

2.4 Data model

Borè neatly separates the schema of the data from its instances through the Model

component. In this section we provide an explanation of the data model, showing

how raw data are stored and managed within Borè. Both the resource type taxonomy

RTT and the relation type taxonomyETT introduced in Section 2.3 are stored within

the Data Index. A possible implementation of the Data Index in the context of the

example of Fig. 2.1 is shown in tables 2.1, 2.2 and 2.3.

Resource Types

id name father id

1 Object null

2 Node 1

3 Community 1

4 News 2

5 Event 2

6 Person 3

7 Institute 3

Table 2.1: Resource type table

Relation Types

id name father id

1 Edge null

2 Publishes 1

3 Collaborates 1

4 Organizes 2

5 Works 3

6 Studies 3

Table 2.2: Relation type table

Type Fields

id type id name type Cardinality

1 2 title string 1.1

2 2 description text 0.1

3 4 subtitle string 0.n

4 5 start date date 1.1

5 5 end date date 0.1

6 6  rst name string 1.1

7 6 last name string 1.1

8 6 age int 1.1

9 7 name string 1.1

10 7 activity description string 0.1

Table 2.3: Resource  eld table
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Resource Instances

id type id father id

1 1 null

2 3 1

3 7 2

4 1 null

5 3 4

6 6 5

7 1 null

8 3 7

9 6 8

10 1 null

11 3 10

12 6 11

13 1 null

14 2 13

15 4 14

16 1 null

17 2 16

18 5 17

Table 2.4: Resource instance table

Relation Instances

id type id source dest

1 5 6 3

2 5 9 3

3 6 12 3

4 2 3 15

5 4 3 18

Table 2.5: Relation instance table

Int Assignments

id instance id  eld id value pos

1 6 8 25 0

2 9 8 40 0

3 12 8 24 0

Table 2.6: Int assignment table

String Assignments

id instance id  eld id value pos

1 3 9 Un. of Calabria 0

2 3 10 The Un. of Calabria is 0

3 6 6 John 0

4 6 7 Smith 0

5 9 6 Alice 0

6 9 7 Moore 0

7 12 6 Bob 0

8 12 7 Jackson 0

9 14 1 News1 0

10 15 3 Subtitle1 0

11 15 3 Subtitle2 1

12 17 1 Event1 0

Table 2.7: String assignment table

Text Assignments

id instance id  eld id value pos

1 14 2 Descr1 0

2 17 2 Descr2 0

Table 2.8: Text assignment table

Date Assignments

id instance id  eld id value pos

1 18 4 25/03/11 0

2 18 5 13/05/11 0

Table 2.9: Date assignment table
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The Resource Type table contains the type de nitions and stores the taxonomy.

A resource is identi ed by an unique id, a name and a resource type parent, fa-

ther id (single inheritance property); note that the root has no parent. In the proposed

schema, there are seven resource types: Object, Node, Community,News, Event, Per-

son and Institute, whose taxonomy is depicted in Fig. 2.3. The Resource Field table

contains the information about the  elds of a type: each  eld is related to a single

resource and it has its own base-type and cardinality.

To better elucidate, let us consider the type with id5, whose name is Event. Its

taxonomy path is Object (id1) → Node (id2)→ Event (id5). The speci c  elds of

Event are start date and end data. However, since Event inherits from Node, it also

borrows the  elds of the latter (i.e., title and description).

The de nition of the Relation Type table is analogous to the one of the Resource

Type table: there is an id, a name and the relation parent id (father id). In the example

of Fig. 2.1, there are six types of relations, namely, Edge, Publishes, Collaborates,

Organizes, Works and Studies, whose taxonomy is illustrated in Fig. 2.4.

The separation of data from its schema in Borè allows a new custom type to be

easily de ned, which trivially involves to add new tuples in Resource Type, Relation

Type and Resource Field tables.

Object

Node

News

Event

Community

Person

Institute

Fig. 2.3: Resource type taxonomy

Edge

Publishes Organizes

Collaborates

Works

Studies

Fig. 2.4: Relation type taxonomy

The availability of a Data Index, that de nes both the resource-type and the

relation-type taxonomies allows a web application to be populated by storing the

actual raw data as instances within suitable cartridges. These can be heterogeneous

external data sources, viewed as additional modules in the context of the architecture

of the Borè platform. Possible examples of exploitable cartridges include relational

databases,  le systems, XML databases, map-reduce storage units, remote contents

and so forth. A possible cartridge implementation for the context of the example in

Fig. 2.1 is provided by the relational database shown in tables 2.4, 2.5, 2.6, 2.7, 2.8

and 2.9.

The Resource Instance table stores the instances of theWeb application. By look-

ing at the attribute type id, one can recognize all the resource types that compose the

graph of Fig. 2.1, namely, an Institute (id 3), three Persons (two workers with id 6

and 9 and one student with id 12), one news (id 15) and one event (id 18). For the

sake of clearness Fig. 2.1 has been simpli ed in expressing taxonomies.
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Taxonomies are represented through the attribute father id. To exemplify, the

person id 12 inherits from the resource id 11 (which is a community instance) which,

in turn, inherits from id 10, an Object instance. Instances�  eld are mapped in several

tables, one for each base-type. The  eld tables for the example of Fig. 2.1 are String,

Int, Date and Text Assignments. Let�s consider the person with id 12. In the string

assignment table there are two entries associated with that person (i.e., the ones with

id 7 and 8). The former has value equals to Bob and its  eld id is 6; this is an external

key for the table Resource Fields (see tab. 2.3): this means that the name of the  eld

is  rst name and its cardinality is 1.1. As a matter of fact, the  rst (and unique) name
of person id 12 is Bob. The analysis of  eld id 8 reveals that the last name of the

person with id 12 is Jackson. Notice that the pos attribute is necessary to distinguish

between different values for a  eld with cardinality greater than 1: logically, a  eld

with more than one value, is an array indexed by the attribute pos.

The Relation Instance table stores links between pairs of resources. Its schema

includes a key attribute id, an external key (type id) for the relation type table (see

tab. 2.2) and two further external keys for the resource instance table, namely source

and dest, that represent the source and the destination of the corresponding directed

edge in the graph.

Consider the relation id 5. Its type id is 4, which means that it is an Organizes

relation. The relation source is resource id 3 (whose type is Institute) and the relation

destination is resource id 18 (an Event). An illustration of this relation with related

resource taxonomies is shown in Fig. 2.5. The picture shows blocks with rounded

corners that correspond to instances. These blocks are connected with irregular and

dotted blocks, that provide details on the corresponding instances (i.e., their types

and  elds). Block containment denotes inheritance. Precisely,University of Calabria

(id3) is an Institute, which inherits from a Community (id2) as well as from an Ob-

ject (id1) (since the Community with id2 in turn inherits from the Object with id1).

University of Calabria has two  elds, namely (Name and Activity Description), and

is linked to an Event (id18), through the relation Organizes. Event, in turn, inherits

from a Node (id17) and from an Object (id16). Event�s  elds are StartDate, End-

Date, Name and Description. Notice that Name and Description are inherited from

the Node instance (id17).

2.5 Graph querying

The Query Manager module translates each user interaction � simple (i.e., click

stream) and advanced queries (i.e., performed via a speci c form) � into a suit-

able mathematical set language, that is well suited to graph-based interpretation of

the Web application itself. This language is the actual engine of the Borè platform

and allows a high degree of modularity: each architectural module can be modi ed,

reused or re-implemented without modifying other components. In this section we

review some fundamental aspects of such language, by exploiting the de nitions ex-

pressed in Section 2.3.
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id 1Type: Object

id 2

Type: Community

id 3

Type: Institute

Name: University

of Calabria

Act. Descr.: The

University of

Calabria is...

Organizes

id 16Type: Object

id 17Type: Node

Name: Event1

Description: Descr1

id 18

Type: Event

Start Date: 25/03/11

End Date: 13/05/11

Fig. 2.5: An insight into the portion of the web graph of Fig. 2.1 including the resources

University of Calabria and Event1 and their relationships

The starting point is represented by some of its most basic operators. One opera-

tor is IsA: given a type t and a taxonomy T , such that t ∈ T , IsA returns all the types

which lie on the path from the taxonomy root to t. Formally:

IsA(t,T ) = {t}∪{t ′|∃t ′(t ′→ t) ∈ T}∪{t ′|∃t ′′ : (t ′′→ t) ∈ T ∧ t ′ ∈ IsA(t ′′,T )}

where (x→ y) is a tree branch in which x is the parent, while y is the child; in other
words y inherits from x.

Another operator is type: given a resource (relation) instance i and a type taxon-

omy T , type returns t, the last type (i.e., top-down following the hierarchy in T ) i

belongs to.

t = type(i,T )

The typeList operator is closely related to IsA and type ones: given a resource

(relation) instance i and RTT , typeList is de ned as follows:

typeList(i,RTT ) = IsA(type(i,RTT ),RTT )

By building on the three basic operators discussed above, it is possible to de ne

more complex operators. For instance, f ilterDown and f ilterU p operators enable

user browsing in the Web application. Given a resource r, f ilterDown permits to

select all neighbor resources {r1, . . . ,rn} such that a direct edge from r to ri (where

i= 1, . . . ,n) exists in the Web application graph.

Formally, given a resource r, two subsets RTT ′ ⊆ RTT and ETT ′ ⊆ ETT , and a

boolean function δ (that represents some generic binary property):

f ilterDown(r,RTT ′,ETT ′, δ, RTT,ETT,R,E) = {r′|r,r′ ∈ R∧ (r⇒ r′) ∈ E

∧ IsA((r⇒ r′),ETT )∩ETT ′ 6= /0

∧ typeList(r′,RTT )∩RTT ′ 6= /0∧ r′ ⊢ δ}
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where notation (x⇒ y) indicates a relation from the resource x to the resource y

and r′ ⊢ δ means that δ holds true on r′. Symmetrically, f ilterU p allows the naviga-

tion of indirect edges in the graph:

f ilterU p(r,RTT ′,ETT ′, δ, RTT,ETT,R,E) = {r′|r,r′ ∈ R∧ (r′⇒ r) ∈ E

∧ IsA((r′⇒ r),ETT )∩ETT ′ 6= /0

∧ typeList(r′,RTT )∩RTT ′ 6= /0∧ r′ ⊢ δ}

To better understand the translation of user interactions with the Web front-end

we next enumerate some example queries. Queries� results provide the new content

of the Web front-end to supply to the end user in response to the aforesaid inter-

actions. These queries are meant for the example of Fig. 2.1 and their role will be

clari ed in the case studies of Section 2.8.

f ilterDown ( Un. of Calabria,{Ob ject},{Publishes},

null,RTT,ETT,R,E) = {News 1,Event 1} (2.1)

This query returns all resources, whose types list contains Object, that are reachable

from the Uniniversity of Calabria node through a Publishes relation, assuming the

taxonomiesRTT , ETT , R and E and assuming there is no constraints (i.e., δ function
is null).

f ilterDown ( Un. of Calabria,{News},{Edge},

null,RTT,ETT,R,E) = {News 1} (2.2)

This query returns all resources, whose types list contains News, that are reachable

from the University of Calabria node through an Edge relation, assuming the tax-

onomies RTT , ETT , R and E and assuming there is no constraints.

f ilterU p ( Un. of Calabria,{Person},{Collaborates},null,

RTT,ETT,R,E) = {Alice Moore,John Smith,Bob Jackson} (2.3)

This query returns all resources, whose types list contains Person, that reach the Un-

inversity of Calabria node through a Collaborates relation, assuming the taxonomies

RTT , ETT , R and E and assuming there is no constraints.

f ilterU p ( Un. of Calabria,{Person},{Collaborates},

age< 30,RTT,ETT,R,E) = {John Smith,Bob Jackson} (2.4)

This query returns all resources, whose types list contains Person, that reach theUni-

versity of Calabria node through a Collaborates relation, assuming the taxonomies

RTT , ETT , R and E and assuming that we are looking for under 30 years old people.

f ilterU p ( Un. of Calabria,{Person},{Works},

age< 30,RTT,ETT,R,E) = {John Smith} (2.5)

This query returns all resources, whose types list contains Person, that reach theUni-

versity of Calabria node through a Works relation, assuming the taxonomies RTT ,

ETT , R and E and assuming that we are looking for under 30 years old people.
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2.6 Social cooperation

In this section we discuss the second strong point of the proposed framework: the

generation of a social cooperation environment.

One of the basic ideas of Borè is that the user should be free to create its ownWeb

�universe� and share it with others. Even the user is a Web resource and, particularly,

he represents the centre of his web.

Let us suppose that an user creates several Web applications and publishes them

to other users. If such applications share resources, an environment of social cooper-

ation and social networking spontaneously arises, since different users interact with

one another.

Community1

Shared
Resources Community2

Resource
Pool

Resource
Pool

Fig. 2.6: Social cooperations

Fig. 2.6 shows a simple scenario with two communities. Each community has a

set of owned resources, the Resource Pool) and some Shared Resources. Both the

communities can read and, possibly, modify shared resources and can be noti ed on

any interaction/update.

To elucidate, in the context of the toy example of Fig. 2.1, the two communities

can be University of Calabria and Alice Moore. Hypothetically, we can imagine that

the only shared resource between the two communities is News 1. This essentially

enables a social cooperation between University of Calabria and Alice Moore; a

detailed explanation is given in Section 2.8.

2.6.1 Privileges management

The social nature of the proposed architecture calls for a !exible but, at the same

time, strong privilegesmanagement on the resources. In Borèwe propose a Unix-like

grant system. The difference is that, normally, each item is assigned to an owner and

a group whilst, in our scenario, a node could be assigned to several communities; for

this reason we choose to associate a rich set of privileges to each node on the graph.

A user, for instance, can access or edit a speci c node in the graph because he is

its owner or because he is a member of the community which created the resource.

Formally, a privilege G is a tuple G = {α,β,γ}, where: α is the community the

resource belongs to; β is a constraint over α: G can be assigned to the sub-set of α,
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for which β holds; γ is the privilege type (i.e., it is the set of all actions allowed on
the resource).

Each resource can be associated to 0, 1 or more privileges, which specify avail-

able actions on the resource assigned to a subset of users. This is a very  ne-grained

privilege management (i.e., on each resource). In many practical cases, however, this

approach might be too complex and impractical, especially in con gurations with a

large number of nodes. For this reason a coarse-grained con guration is appreciated.

With this con guration it is possible to select and assign privileges for a group of

resources with the same type. For example, a company might decide to publish (i.e.,

make visible to guests) all the news, but to reserve other types (e.g., invoices, per-

sonal information and so forth) only for the members of speci c communities and/or

their owners. This approach signi cantly simpli es privileges management, but at

the same time decreases assignment !exibility. A mixed approach is, in our opinion,

the optimal strategy. A set of coarse-grained privileges can be assigned and, when it

is necessary, it is possible to de ne  ne-grained privileges. By turning to the previous

example, the company could deny to any guest the invoice querying (coarse-grained

constraint), but it can give to an user the permission to see only his own invoices

( ne-grained privileges).

2.7 Borè vs existing technologies

In this section, we discuss the main differences between Borè and some established

competitors. Such competitors can be divided into two main categories, namely,

frameworks and applications.

Frameworks include Web infrastructures such as Django4, Ruby on Rails5 and

Symfony6. These are meant to support expert users in the development of applica-

tions based on the Model-View-Controller pattern. On the other hand, applications

are content-management systems, such as Joomla"7, Drupal8 and Alfresco9, whose

goal is to enable, even inexpert users, to simply publish their contents on the Web

through a wide variety of tools, components and templates. Borè exhibit meaningful

differences w.r.t. both frameworks and applications.

In particular, one general limitation of frameworks is that they are not easily cus-

tomizable and extensible. As a matter of fact, the de nition of new structured types is

usually a complex process that necessarily involves expert developers (e.g. in Django

this involves a non trivial coding process). Moreover, the graphical tools for resource

instantiation and manipulation will be accessible only to system administrators. Ad-

ditionally, apart from back-of ce features, there is no ready to use representation

4 http://djangoproject.com
5 http://rubyonrails.org
6 http://symfony-project.org
7 http://joomla.org
8 http://drupal.org
9 http://alfresco.com
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of the newly de ned objects for the end user. Conversely, Borè allows the de ni-

tion of new resources and relations through user-friendly embedded graphical tools

(see Section 2.8), and it provides default representations of new instances. This suit-

able interface for type instantiation and instance manipulation offered, can be simply

accessed by system administrators and user as well. Borè is also easily extensible

through the implementation of well-de ned interfaces (see Section 2.4).

Applications mainly provide the user with friendly tools for template de nition.

Unfortunately, apart from some exceptions (e.g., Drupal), such competitors gener-

ally do not allow the de nition of new types and they lack of features for resource

and relation manipulation in terms of taxonomies, that are instead provided by Borè.

Therein, we recall that the latter is equipped with suitable user-friendly graphical

tools for taxonomy management presented in Section 2.4 that will be exploited in

Section 2.8. Additionally, applications do not support relation customization and ma-

nipulation, that are instead a strong point of Borè.

To summarize,Borè is a platformwhose features not only comprise the character-

istics of both frameworks and applications, but also include new and more advanced

functionalities, such as the management of user and community-interactions through

social cooperations and resource sharing.

2.8 Case studies

In this section we present two case studies; the  rst one is a toy case study aimed

at highlighting some major features of Borè, the second one is a real-life case study

that exploits Borè features in a complex scenario.

2.8.1 A toy case study

Case study presented in this section consists in the explanation of the toy Web ap-

plication introduced in the example of Fig. 2.1. Let�s suppose that the prof. Alice

Moore, one of the workers of the institute University of Calabria, would like to call

a Faculty Council.

The  rst step is the accessing the home page of the institute (see Fig. 2.7(a)):

the Borè automatic output is essentially a collection of frames, each of which cor-

responds to a speci c representation of Web contents. The main frame shows the

description of a resource, whose type is Institute and whose realization is University

of Calabria. The description, basically, contains the  eld values (i.e., Name and Ac-

tivity Description). The side boxes contain the results of the operators described in

Section 2.5 (i.e., f ilterU p and f ilterDown). In particular, the top frame (i.e., For-

ward Link Box) shows the result of the query 2.1 reported in Section 2.5, while the

bottom one (i.e., Backward Link) reports the answer to the query 2.3.

When Alice follows the Alice Moore link, her personal home page is displayed

(see Fig. 2.7(b)). The latter is again composed of a main frame that displays her per-

sonal information and of a set of side boxes. The f ilterU p and f ilterDown queries
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to construct these side boxes are automatically issued when Alice moves from the

University of Calabria page (Fig. 2.7(a)) to her personal Web page (Fig. 2.7(b)). No-

tice that, in the graph model of the toy example of Fig. 2.1, the resource Alice Moore

has no incoming edges: hence, the f ilterU p operator returns an empty set and the

backward link box is not displayed at all on her personal page. Additionally, the box

named Shared contains all resources that Alice Moore shares in the Web application

with University of Calabria: the Shared box actually connects Alice Moore to her

social network.

Since Alice wants to call a Faculty Council, she need to create a new custom

resource type and, then, to instantiate it. A form for the de nition of a new resource

type is shown in Fig. 2.7(c). On the left side, the tree structure shows the resource

type taxonomy: once selected the father node, the new type will be appended in its

hierarchy. On the right side there are tools for the de nition of the new type  elds.

The form for resource instantiation is depicted in Fig. 2.7(d). Such a form is

used by Alice to create a resource (i.e., an instance) of the type Faculty Council

by providing values for each  eld. Alice can also specify a connection between her

personal page and the new resource.

Among other operations, Alice can send an invitation to involved people or as-

sociate a reminder that will dispatch emails to the participants before the Faculty

Council. In Borè, these operations correspond, respectively, to the de nition of a

new relation (e.g., Participates), connecting the invited people and the council, and

to the association of a custom Action Manager to the newly created resource Faculty

Council.

2.8.2 A real-life case study

Previous section presented a toy example with the aim of describing Borè features.

An open source implementation of the proposed framework can be found online10.

This software has been used for the realization of different web portals; see for ex-

ample:

• http://icar.cnr.it, the web portal of the Institute for high performance com-

puting and networking, a computer science research institute of Italian National

Research Council (CNR);

• http://openknowtech.it, the portal of the OpenKnowTech project, a public-

private laboratory which aims at developing and assess the adoption of open

source for software development and use;

• http://tetris.deis.unical.it, the platform for the training related to the

TETRis (Tetra Innovative Open Source Services) research project.

In this section we are going to analyze the Institute for high performance com-

puting and networking (ICAR-CNR) web portal. This Institute is located at Rende

(Cosenza) and has two branches in Naples and in Palermo. ICAR presently enrols

10 http://oktlab.openknowtech.it/OKTLAB/it/newsview.wp?contentId=NEW425
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(a) Home page

(b) Personal page

(c) New type creation page

(d) Instance de nition page

Fig. 2.7: Browsing, de nition and instantiation of a new resource in Borè
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over 100 employees (researchers, technicians and administrative staff), equally dis-

tributed on the three sites. In addition many professors from University of Calabria,

University �Magna Graecia� of Catanzaro, University �Mediterranea� of Reggio

Calabria, University �Federico II� of Naples and University of Palermo have re-

search appointments with ICAR and actively cooperate in the research activities of

the Institute.

The mission of the institute is to carry out research activities in the  eld of Com-

puter Science and Information Technology, cooperatingwith the academic world and

with other private and public research organizations. Some of the prominent research

topics the Institute is engaged in are: Database and Knowledge Base Systems, Mod-

els and Tools for Parallel Processing, Representation and Control of Complex Sys-

tems, Knowledge Discovery in Databases and Data Mining, Arti cial Intelligence,

Multimedia Systems, Mathematical Computation, Arti cial Vision.

In addition to its research activities, the institute is interested in the pre-competitive

development and technological transfer of research results, and carries out edu-

cational and training activities, through scholarships and research fellowships, ad-

vanced after-university specialization courses, and non-university higher education

activities. The scienti c and administrative responsibility of the Institute is assigned

to a Director, while for each section there is a Responsible. The management roles

take advantage of the support of the following committees: the Scienti c Council,

the Institute Committee, and the Section Committees (one for each section).

People at ICAR-CNR may work either in the administrative or in the research area

in several different positions. Furthermore, scholarship students, fellowship students

and part-time people collaborate with the institute staff. Researchers usually work

on projects, proposed and developed in conjunction with public and private organi-

zations; further, they can be involved in other activities, such as teaching at university.

For each scienti c theme of interest, there is a research area with one responsible;

likewise, for each research project, there is a project team. A researcher can be en-

gaged in more project groups and can be tied to different research themes.

As it is natural within a research organization, collaborative work takes place

through a number of communities and work groups. Indeed, in addition to formal-

ized groups (sections, internal committees, research groups, project groups) many

informal groups may arise, often spontaneously, around common problems, interests

and objectives (e.g., a research topic, a publication, a technology, bureaucratic and

administrative issues and so forth) and they may evolve in time. Such groups might

be also spread over different locations of ICAR-CNR. In summary, the institute be-

haves as a complex system, consisting of various kinds of components and actors

with a high level of cooperation.

This complex, hierarchical and cooperative structure perfectly  ts with Borè fea-

tures. Web portal modeling starts with the graph root, an instance of the Institute

custom type. This type, that obviously extend Community, is equipped with a cus-

tom view that will display the portal home page (see Fig. 2.8(a)). The Institute in-

stance is linked to a set of resources, that are automatically grouped according to

their category (events, publications, research projects and so forth); people that col-
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(a) Institute home page

(b) Personal page

Fig. 2.8: ICAR-CNR web portal community pages (www.icar.cnr.it)

laborates with the institute and relevant news/events are shown in other boxes. Each

location (Rende, Napoli, Palermo) is an instance of Community type; people who

work/collaborate are directly linked with their head of ce. A community instance

is also de ned for each business role involved (researchers, technicians, professors,

etc.). This hierarchical, community-based, structure allows fruitful resource sharing

and discussions at any hierarchical level: bottom-up (from speci c roles to the whole

institute) and top-down (from the institute to all speci c roles) sharing approaches

are both allowed.
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(a) Publications list

(b) Publication details

Fig. 2.9: ICAR-CNR web portal resource pages (www.icar.cnr.it)

For each scienti c theme of interest (Database and Knowledge Base Systems,

Models and Tools for Parallel Processing etc.) it is de ned a community (i.e., a

research area) with one owner (i.e., the responsible); likewise, for each research

project, there is a project team (i.e.,members of the correspondent community).Borè

data schema allows each researcher to be involved in more project groups and in dif-

ferent research themes.
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A Publication is a special, custom type which de nes some speci c  elds (e.g.,

year, category, abstract) and that can be involved in some speci c relations (e.g.,

isAuthor).

Browsing the graph via automatically-generated interfaces (or through the search

box on the page top-right) it is possible to reach the node of a PhD Research Fellow11

(i.e., a member of the correspondent community), Luke S. (Fig. 2.8(b)). On central

page are shown Luke�s information while, his related resources (in this case publi-

cations and organizations) are listed in left boxes. By clicking on Publications link

it is possible to browse the list of publication instances linked with Luke through

an isAuthor relation (i.e., Luke�s publications); this list can be ordered and  ltered in

different ways (see Fig. 2.9(a)). Publications� details (Fig. 2.9(b)) can be investigated

by clicking on a single item of the list. Note that boxes on the left are  xed during

this browsing operations and they refers to the last community instance visited. If the

click stream leads to the visit of another community (e.g., a co-author�s community)

boxes will be updated with new community�s correspondent ones.

For more information about ICAR-CNR institute and an interactive and amazing

user experience in a fully functional Borè environment, please visit http://icar.

cnr.it.

11 Fictional for privacy reasons
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Caldera: enhancing Borè

3.1 Introduction

In this chapter we propose an extension of the architectural paradigm described in

Chapter 2. This extension introduces innovative features with the aim of de ning a

complete and uni ed framework named Caldera. Caldera is a platform for manag-

ing ad analyzing collaborative process, which integrates an advanced recommender

system.

Caldera is innovative under different perspectives, since (i) it allows the def-

inition and the management of semi-structured contents and (ii) to realize Social

Networks and Social Cooperations; furthermore (iii) it is integrated with both rec-

ommender systems and (iv) with innovative features of process mining through log

analysis. As described in Chapter 2, Borè already provides an advanced content man-

agement system and social networking.

Fig. 3.1 depicts the architecture of the Caldera platform, which is composed by

three main blocks. The core of the platform is Borè; in Fig. 3.1 we only present

two macro-blocks with its main features, namely Advanced Content Management

and Social Networking. As we aforesaid, these features are the starting point for two

extensions. The  rst one (Advanced BPM) allows work!ow de nition, enactment,

analysis and prediction and it will be widely described in Section 3.2. The second

one (Recommendation Engine) enables knowledge discovery processes in order to

infer new knowledge. This knowledge is used to enrich user browsing experience,

suggesting new contents of interest. The latter will be analyzed in Section 3.3.

3.2 Advanced business process management

Work!ow models (precisely control-!ow models) are a popular means for repre-

senting process behavior, where all legal ways of executing process activities are

speci ed in terms of precedence constraints and more elaborate routing constructs,

such as concurrence, loops, synchronization and choice. In this section, we are going
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Fig. 3.1: Caldera architecture

to introduce some basic concepts on work!ow models and to discuss the Caldera

BPM block.

A work!ow model (a.k.a. work!ow schema) speci es all possible !ows along

the activities of a process, by way of a set of constraints de ning �legal� execution

in terms of simple relationships of precedence and/or more elaborate constructs such

as loops, parallelism, synchronization and choice (just to cite a few). A signi cant

amount of research has been done in the context of speci cation mechanisms for

process modelling (e.g., EPCs [97], Petri Nets [89], and others [37, 84]).

Each time a work!ow model is enacted, its activities are executed according to

the associated constraints, till some  nal con guration is reached. Many process-

oriented systems store information on process instances in a log repository, keeping

track of the events happened during each of them. Basically, a process log can be

seen as a set of traces, which, in the most simplistic scenario, correspond to strings

over activity identi ers, representing ordered sequences of activities.

Essentially this is the type of historical data that process mining algorithms [92]

take in input in order to discover a work!owmodel, even when the original work!ow

is unknown. The quality of a work!ow model W can be evaluated relatively to a

log L (the one actually used for inducing the model, or another log of the same

process) by way of �conformance�measures (usually ranging over [0,1]), which can
be distinguished into two main families: (i) Fitness measures, a sort of completeness

measures, which roughly tell how much the traces in L comply with the behavior

encoded in W , by typically counting the violations that are needed to perform to

replay all the traces through the model and (ii) Precision measures, which try to

quantify how much of the !exibility (ascribable to alternative/parallel constructs) of

W is really necessary to reproduce L .
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On the other hand an emerging research stream (see, e.g., [91, 95]) concerns the

induction of state-aware models for predicting some relevant performance metrics,

de ned on process instances. The interest towards such novel mining tools stems

from the observation that performance forecasts can be exploited to improve pro-

cess enactments, through, e.g., task/resource recommendations [83] or risk noti ca-

tion [24]. However, accurate forecasts are not easy to make for  ne-grain measures

(like, e.g., processing times), especially when the analyzed process shows complex

and !exible dynamics, and its execution schemes and performances change over

time, depending on the context. In fact, the need to recognize and model the in!u-

ence of context factors on process behavior is a hot issue in BPM community (see,

e.g., [28]), which calls for properly extending traditional approaches to process mod-

eling (and, hopefully, to process mining).

The Business Process Management block of the Caldera platform exploits Borè

basic features to construct a powerful, complete and innovative BPM framework,

that allows the management of both aspects described above. Fig. 3.2 provides an

insight into the whole BPM block that is composed by four different modules:

• Work ow Engine. It is the main module of the block. It allows the de nition of

work!ow schema and control-!ow models, and it provides the execution envi-

ronment. The features of this module will be discussed in Section 3.2.1;

• Tracing Module. The aim of this module is to generate and export logs as set of

traces representing ordered sequences of activities, derived from work!ow en-

actments. Execution traces are enriched by adding additional information that

will be useful for process discovery and performance prediction. These logs give

information about Process, Activities, Executors and Context Data (as whole

system workload or date/time information). Additionally, this module computes,

on each trace, the value of speci ed metrics; the meaning of these metrics will

be clari ed in Section 3.2.1. Furthermore, the module exports process logs into

standard formats as MXML [96] and its extension, the eXtensible Event Stream

(XES) [98] standard. These standards are recognized from many process mining

tools, as PROM [90,94], a pluggable generic open-source process mining frame-

work. Hence, system administrators can use for log analysis Caldera built-in

features and/or external process mining tools;

• Process Discovery. This module handles modeling of behavioral aspects of busi-

ness processes. This is an hard and costly task, which usually requires heavy

intervention of business experts. In Section 3.2.2 we present a survey of differ-

ent kinds of techniques that can be exploited in the Caldera framework for this

purpose;

• Performance Prediction (AA-TP). The aim of this module is to discover pre-

dictive models for run-time support. This is, as aforesaid, an emerging topic in

Process Mining research, which can effectively help to optimize business process

enactments. This topic is widely investigated in Section 3.2.3.
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Fig. 3.2: Advanced business process management block

3.2.1 Work ow engine

In this section we will describe the core of the Advanced BPM block: the Work ow

Engine. This module provides tools for work!ow schema de nition and process en-

actments. The starting point of the module is the Borè content management system.

Through some simple extensions of involved taxonomies, it is possible to de ne ad-

equate resources and relations types. A new resource type taxonomy is reported in

Fig. 3.3; the original, basic, taxonomy described in Chapter 2 has been extended

with two categories, namely Process Mining and Action. The Process Mining node

includes all resource involved in a process schema, as Activity (i.e., process activi-

ties), Transition (i.e., precedence constraints) and Condition (i.e., other constraints).

The node Worfklow represents the whole work!ow schema (i.e., set of activities,

transitions and condition nodes). Last node (Prediction Metric) allows the de nition

of metric measures; a metric is, basically, a measure composed by (i) a name (e.g.,

remaining time, total cost etc.) and (ii) a procedure to compute it. Each work!ow

schema can be equipped with one or more metrics, that will be automatically calcu-

lated and extracted by the Tracing Module. These metrics can be used for process

discovery and performance prediction, as discussed next. The Action node allows

users to de ne a set of custom action that will be performed after the occurrence of

speci c events (e.g., end of an activity); as described in Chapter 2, some actions are

provided by default (e.g., email noti ers).

In a similar way, Fig. 3.4 depicts the extension of the original relation type tax-

onomy. This extension provides ad-hoc relations to manage control !ow, precedence

and other kinds of constraints. There are three main relation involved: fromTransi-

tion, toTransition and toCheck. The fromTransition relation is useful to connect an

activity and the transition that will be activated when the former ends. Symmetri-

cally we need the toTransition relation to connect a transition with an activity; this
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Fig. 3.3: Work!ow resource type taxonomy

activity will start when linked transition is activated. Note that, as they are de ned

in Chapter 2, relations can connect asymmetrically (i.e., with a direction) only two

nodes. Last relation, named toCheck, is used to connect a transition with a speci c

condition.

A transition is �active� iff (i) the upstream activity (i.e. connected with the to-

Transition relation) is  nished and (ii) all associated conditions are true (or this

set is empty). Dually an activity can start iff all the incoming transitions (i.e., con-

nected with the fromTransition relation) are active (or the set of incoming transition

is empty).

Fig. 3.4: Work!ow relation type taxonomy

Fig. 3.5(a) depicts a basic work!ow schema while Fig. 3.5(b) shows its conver-

sion into Caldera formalism. The work!ow consists of four activities and it starts

with the one with no incoming transition, Act1. At the end of this activity, there

are two concurrent ones, namely Act2 and Act3. The former activity can start only

if/when the associated condition is true, while the latter starts automatically. Final
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activity (no outgoing transitions) ActF can starts when Act2 and Act3 are both  n-

ished. The translation of this schema in our formalism is quite simple: each activity,

transition and condition is translated into a (correspondent) resource. Then, adequate

relations must be inserted to connect these resources. In this example, only one pre-

diction metric (i.e., remaining time) is associated to the work!ow schema. For more

details about the conversion see Fig. 3.5(b).

3.2.2 Process discovery

Modelling behavioral aspects of business processes is an hard and costly task, which

usually requires heavy intervention of business experts. This explains the increasing

attention given to process mining techniques, which automatically extract behavioral

process models from log data. This section presents and offers a survey on different

kinds of basic techniques that can be exploited to this purpose; these can be classi ed

into two categories: (i) work!ow induction and (ii) log clustering. Note that this

section is a pure state-of-the art presentation. Implementation details in the Caldera

framework of these well-known techniques are not in the purpose of this thesis.

Work ow induction

This subsection describes a series of techniques speci cally designed for work!ow

schemas induction. In general, these techniques attempt to automatically extract, for

a given set of execution instances, a work!ow model that describes, in a concise and

enough accurate way, the main !ow actually performed. Clearly, such model repre-

sents a precious tool to analyze the real behavior of a given process (for comparison

with existing models) or to improve future executions.

The general problem of discovering a structured work!ow model was analyzed

in [93], to capture a class of Petri nets that can be rediscovered via induction meth-

ods. The algorithm proposed, named α, can rediscover such a model, under the

hypothesis that the input log is complete (i.e., all pairs of tasks linked directly in

the work!ow appear consecutively in at least one log trace). Two extended ver-

sions of this algorithm [30,104] were proposed subsequently to discover two speci c

kinds of control-!ow constructs: short loops (loops involving one or two activities

only) and non-free-choice constructs (where the choice of which outgoing edges of

a XOR-split node x is to be executed does not depends on x only), respectively.

Simple metrics concerning task dependency and task frequency are exploited in a

heuristics approach [103] capable of discovering a graph-based model, called �de-

pendency/frequency graph�. Notably, this approach can cope with noisy logs, based

on user-given frequency thresholds. The discovery of block-structured work!ows

(speci ed with the ADONIS [60] language) possibly containing duplicate tasks was

addressed in [50, 51], where a two-step solution is presented:  rst a stochastic ac-

tivity graph is induced from the log, and then it is turned into a block-structured

work!ow by suitable transformation rules. The use of term rewriting systems was

also proposed to discover a hierarchically structured work!ow model, in the form of

an expression tree, where the leafs represent tasks while any other node is associ-

ated with a control !ow operator [82]. In [23] has been devised an approach which
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adopts the paradigm of planning and scheduling by resource management to tackle

the combinatorial complexity of the problem.

(a) Work!ow basic schema

(b) Work!ow engine representation

Fig. 3.5: A simple work!ow schema and its representation in the work!ow engine module

An alternative solution [31] to the work!ow discovery problem adopts a global

search approach, based on genetic algorithms. This allows for dealing with complex

routing constructs (including non-free-choice and hidden tasks, i.e., routing activities

that do not appear in the traces) and with noisy data, but implies highest computa-

tional costs.

The effectiveness of a work!ow discovery algorithm can be evaluated accord-

ing to various quality dimensions, which include the  tness and precision measures

mentioned in Section 3.2. Maximal  tness can be easily achieved by all the algo-

rithms above. However, this does not imply that the resulting model really captures

the possible behavior of the unknown process, if the log does not satisfy the com-

pleteness notion underlying the induction algorithm. In particular, most algorithms

based on local search [30, 73, 104], assume adjacent tasks appear consecutively in

some log traces. This discourse gets more varied when the process follows complex

control-!ow constructs (non-free-choices, duplicate tasks, hidden tasks) and logs are

noisy. The precision of process mining algorithms may rapidly fall when the ana-

lyzed process exhibits different execution scenarios, possibly combined with global
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behavioral constraints. In such a case, good results are achieved by approaches based

on genetics algorithms [31] or on clustering [40]. On the other hand, the  rst kind

of approach might be computationally unviable for large logs, while an excessive

partitioning of log traces may lead to over tting. In fact, more generally, the size

of the log can impact severely on the real value of a discovered process model, es-

pecially when the analyzed process exhibits complex dynamics and a high level of

concurrency. Indeed, in such a case, small samples of log traces hardly capture the

different sequencing of activities that are admitted for the process, so that the model

eventually discovered is likely to provide an under-generalized (�over tted�) rep-

resentation of the process behavior. For example, it may happen that a precedence

is incorrectly discovered between activities belonging to mutually parallel branches

of the process, only because, in the given (incomplete) log, these activities always

appear in the same order. A possible way to somewhat prevent the generation of

over tted models, in the case of clustering-based methods, is to simply set an upper

bound to the number of clusters. Anyway, using abstraction mechanisms as a pre-

processing or post-processing tool can help alleviate this problem. For example the

method in [44] provides the analyst with a simpli ed dependency graph, where only

signi cant enough activities and edges are depicted, while omitting (or aggregating)

minor structural elements of the process structure.

Log clustering

Clustering techniques can help recognizing different behavioral classes of process

instances automatically, by exploiting the information captured in log data. In this

subsection we analyse some methods for trace clustering recently proposed in litera-

ture.

A prevalent approach to clustering traces consists in transforming traces into vec-

tors where each dimension corresponds to an activity [29,40,87]. Different methods

were proposed to project log traces into such a feature space, most of which focus on

the frequency of activities in the log traces. Clearly such a bag-of-activities represen-

tation, suffers, as a major drawback, from the loss of temporal information, in that it

does not account for the ordering of activities. One way for alleviating this problem

is to regard each trace as a sequence of activities and to extract a number of k-grams

(i.e., subsequences of length k) from it, as features for the clustering [87].

In particular, in [87], the vector space model is used with multiple feature types,

corresponding to different trace pro les, i.e., sets of related items describing traces

from a speci c perspective (activities, transitions, data, performance, etc). Each item

is associated with a measure assigning a numeric value to any trace. Therefore, by

transforming each log trace into a vector containing all these measures, any distance-

based clustering method can be exploited to partition the log. In particular, three

distinct distance measures are considered to calculate the similarity between cases:

Euclidean distance, Hamming distance and Jaccard distance. Using these similarity

measures, different clustering schemes are exploited applied to partition log traces

(e.g., K-means, Agglomerative Hierarchical Clustering, etc.).

This vector space model was combined with new context-aware features [58], by

expanding the core idea of considering activity subsequences conserved across mul-
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tiple traces. Unlike the k-grams, subsequences of variable length are detected which

frequently occur in the log, and are assumed to correspond to some hidden function-

alities of the process. Using these conserved subsequences as features, the clustering

is expected to put together traces that are similar from a functional viewpoint.

A hierarchical clustering approach exploits a special kind of sequential features,

named discriminant rules [40], devised for capturing behavioral patterns that are not

properly modeled by a given work!ow model. Precisely, a discriminant rules has

the from [a1...ah] 6→ a s.t.: (i) [a1...ah] and [aha] are both �highly� frequent (i.e.,

the frequency is above a given threshold σ), and (ii) [a1...aha] is �lowly� frequent
(its frequency is below another threshold γ). Such rules can be straightforwardly de-
rived from frequent sequential patterns, discovered ef ciently via a level-wise search

strategy [2, 3, 46].

A different approach to trace clustering dismisses the vector space model in

favour of syntactic techniques which operates on the whole sequence �as-is� by

way of string distance metrics. For instance, a context-aware approach based on the

generic edit distance [78] was proposed in [58]. The edit distance between two se-

quences is de ned as the cost of the optimal combination of edit operation (insertion,

deletion or substitution) that allows one sequence to be transformed into another. The

cost of edit operations can be adapted to the peculiarities (primarily, concurrence na-

ture) of work!ow processes by devising ad-hoc algorithms [58] for automatically

deriving an optimal setting of such costs.

The main drawback of string-oriented techniques [58] is the typically higher

computational cost, which may make them unpractical when massive logs are to

be analyzed. Notice that this problem cannot be circumvented, in general, by way of

sampling techniques, as a huge number of distinct log traces can be actually neces-

sary to rediscover a work!ow with many parallel branches � which may lead to may

distinct log traces that only differ from each other in the ordering of the parallel (and

hencemutually independent) tasks. And yet, heuristics-based correctionmechanisms

for taking account of the concurrent nature of work!ow processes, might by ineffec-

tive against highly concurrent processes. In principle, higher scalability is achieved

with feature-based approaches [29, 40, 59, 87], owing to the possibility to exploit

consolidated ef cient methods for the clustering vectorial data and to the exploita-

tion of ef cient algorithms for deriving the features from the given log. On the other

hand, the quality of results depend on the capability of the considered structural pat-

terns to capture and discriminate the main execution variants of the process. Hence,

a trade-off between the expressiveness of the patterns used as features and the cost

of extracting them must be suitably selected, according to the speci c application

context.

As a  nal remark, we believe that the clustering of log traces could well take ad-

vantage of the brilliant results achieved in the  eld of co-clustering, one of the hottest

topics in Data Mining community in recent years, where multiple data types are to be

partitioned simultaneously based on their mutual correlations. Indeed, co-clustering

methods have shown brilliant results even when the goal is to cluster one data type,

associated with a sparse and high-dimensional space of attributes (like, e.g., text doc-

uments and associated terms). A pioneering effort along such a direction was recently
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done in [38] (in an outlier detection setting), where the mining of structural patterns

is combined with a co-clustering scheme focusing on the associations between such

patterns and the given log traces. In our opinion, such an approach can achieve good

quality results when used for clustering the log of a process featuring a large number

of structural patterns, without incurring in the notorious �curse of dimensionality�

problem.

3.2.3 Performance prediction

Discovering predictive models for run-time support is an emerging topic in Process

Mining research [91,95], which can effectively help optimize business process enact-

ments. In general, making accurate estimates is not easy especially when considering

 ne-grain performancemeasures (e.g., remaining processing time) on a complex and

!exible business process, where performance patterns change over time, depending

on both case properties and context factors (e.g., seasonality, workload).

In general, performance estimations on process execution have a wide range of

applications:

• Additional information. Estimations can be simply shown to  nal user as run-

time information. User is always aware about process enactment and estimated

remaining time. Furthermore, this information is very useful for system admin-

istrators: an aggregate view of predictions about active processes in the whole

system can be used in order to analyze long-term workload and to optimize re-

sources allocation;

• Decision support. De ned (and predicted) metrics can be seen as additional at-

tributes of the process. These forecasted attributes may be used in work!ow ba-

sic schema to express some data-driven control !ow rules, in which �virtual�

attributes can be useful to identify, in split points, the most suitable paths to fol-

low;

• Recommendation. In some real applications, were work!ow models are !exible

and not well de ned, an hidden work!ow model can be induced through predic-

tions [83]. An advanced BPM can suggest to  nal user the best path, through

ranking all possible next activities. System, in fact, can simulate possible evolu-

tions of the process by adding (one by one) all allowed activities; then, for each

evolution, metrics are forecasted and the one with the better predicted value can

be proposed as the only next activity in the !exible work!ow schema;

• Risk analysis. Knowing in advance such metrics, as the remaining processing

time, is a great value for system administrators in order to prevent violations

of SLA (service level agreement). Certain typical SLAs, in fact, establish that

process enactments must not last more than a maximum  xed time; otherwise

pecuniary penalties may be charged to administrators [24].

In [8, 9] we introduced a novel approach to the discovery of predictive process

models. To this purpose, we combine a series of data mining techniques (ranging

from pattern mining, to non-parametric regression and to predictive clustering) with
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ad-hoc data transformation and abstraction mechanisms. As a result, a modular rep-

resentation of the process is obtained, where different performance-relevant variants

of it are provided with separate regression models, and discriminated on the basis of

context information. Notably, this approach is capable to look at the given log traces

at a proper level of abstraction, in a pretty automatic and transparent fashion, which

reduces the need for heavy intervention by the analyst (which is, indeed, a major

drawback of previous solutions in the literature). Our innovative approach has been

validated on a real application scenario, with satisfactory results, in terms of both

prediction accuracy and robustness. Approach presented in [8] has been awarded

with the Best Paper Award during the 15th International Conference on Enterprise

Information Systems (ICEIS13).

The use of prediction techniques was  rst considered in [69] with the aim of cap-

turing the impact of workload-oriented context features on the performances of the

resources involved in the execution of a single work item (in terms of expected �ser-

vice times�). An emerging research stream in the area of Process Mining concerns

the induction of models for forecasting performances metrics of a whole process

instance [36, 91, 95], rather than of a single resource.

The task of predicting the values of a numeric (or continuous) target variable is

known as regression in statistics. Basically, regression abstracts from a set of mea-

sures by searching the function that best  ts some available values. In literature is

usual to categorize regression in: (i) parametric regression [48], where the function

is assumed to have a certain form (e.g., linear, exponential, quadratic), and (ii) non-

parametric regression, where no a-priori assumption are needed about the kind of re-

gression function  tting the values [47]. Among the parametric regressors, the linear

one is undoubtedly the most popular modeling approach because of its simplicity.

Actually, a linear predictor [35] models the relationship between a target variable

and one (or more) descriptive variables by means of a linear function whose pa-

rameters are estimated from training data. Clearly, linearity is the main drawback of

these models since they fail to  t well over data exhibiting a non-linear dependency.

Non-parametric regressors can be further classi ed in eager (or model-based) and

lazy (or instance-based) regressors. Eager are those regression systems that induce a

model during the training. This model is next used to interpret the underlying data.

Lazy approaches, instead, do not construct models and postpone processing to the

prediction phase. Tree-based regressors are an example of eager approaches, where

numeric predictions are enabled by storing in each leaf either a constant (typically,

the average) or a regression model providing a good approximation to the distribu-

tion of the target variable across the instances fallen into the leaf. The former case

corresponds to the regression trees (e.g., CART [18] and RepTree [105]) whereas the

latter corresponds to model trees (e.g., M5 [75], where the underlying model takes,

indeed, the form of a linear function). CART builds the tree by recursively splitting

the training set, while examining, at each iteration step, all descriptive variables and

determining a split that help minimize the variance in the target variable. The pro-

cess is recursively repeated on the portions of data resulting from the  rst split until

homogeneous terminal nodes are achieved.
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A similar strategy (using either the information gain or the variance as the vari-

ability measure to minimize) is undertaken by RepTree, where the grown tree is even-

tually pruned via the reduced-error pruning method. Optimized for speed, it deals

with missing values by splitting instances into pieces, as C4.5 [74] does. The model

tree M5 shares with CART the same splitting heuristic (i.e., variance reduction). It

 rst learns a standard regression tree, and then turns it into a model tree during the

pruning phase. In practice, each internal node is replaced with a leaf containing a

linear model, provided that the model performs at least as good as the subtree rooted

in that node.

As pertaining the lazy regressors, a simple and yet very popular method is the k-

nearest neighbor (k-nn) one. In k-nn, the target variable is predicted by weighting the

k nearest observations in the training set. The closeness among instances is de ned

in terms of similarity w.r.t. their descriptive variables. The kind of distance measure,

the weighting scheme as well as the number of neighbors are all selectable options

for a k-nn regression schema. The main drawback of k-nns (and of lazy regressors, in

general) is that they have to store and search over a large set of examples, resulting

in high memory requirements and prediction times; in principle, this limitation could

be partly alleviated by resorting to suitable sampling methods. As an advantage, in-

stead, they are easier to implement and faster in the learning phase (since, in fact,

they do not need to generalize data by way of any sort of model).

Besides classical regression models, numeric prediction can be also done by

means of some clustering schemes. The core idea of Predictive Clustering ap-

proaches [14] is that, once discovered an appropriate clustering model, a prediction

for a new instance can be based only on the cluster where it is deemed to belong,

according to some suitable assignment function. The underlying belief is that the

higher similarity between instances of the same cluster will help derive a more accu-

rate predictor w.r.t. the one induced from the whole dataset. Speci cally, two kinds

of features are considered for any element z in the given instance space Z = X ×Y :

descriptive features and target features (to be predicted), denoted by descr(z) ∈ X

and targ(z) ∈ Y , respectively. Then, a Predictive Clustering Model (PCM), for a

given training set L⊆ Z, is a function q : X→Y of the form q(x) = p(c(x),x), where
c :X→N is a partitioning function and p :N×X→Y is a (possibly multi-target) pre-

diction function. Clearly, whenever there are more than one target features, q encodes

a multi-regression model. Several PCM learning methods have been proposed in the

literature, which can work with general relational data [14], or with propositional

data only (e.g., system CLUS [33]). An important class of such models are Predictive

clustering trees (PCTs) [14,15], where the cluster assignment function is encoded by

a decision tree. The tree-based structure is induced in a top-down fashion by recur-

sively partitioning the training set. A variety of PCT learning methods exists in the

literature, which differ in the type/number of target features (e.g., decision trees, re-

gression trees, multi-target regression models, clustering trees), or in the underlying

representation of data instances either relational (e.g., system TILDE [14]) or propo-

sitional (e.g., system CLUS [33]). Since the structure of process logs (performance-

annotated sequences of events) makes a trivial application of PCT learning methods

ineffective and/or computationally expensive, an ad-hoc propositional encoding of
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the log trace was devised in [36], where each trace is mapped into a tuple featuring

all its context properties and a heuristically selected set of performance measure-

ments.

All of these approaches share the idea of abstracting a trace into a concise de-

scription of the activities executed during its unfolding. Typically, each trace is con-

verted into a collection (e.g., set, multiset, list or vector) of some of the properties

associated with its events1. For instance, one could simply turn a trace into the set of

tasks executed in it. In general, the de nition of a suitable trace abstraction function,

especially in the case of complex business processes, capable to focus on the core

properties of the events (happened in a process instance) that impact the more on its

performance outcomes, is a critical issue. In fact, as discussed in [91], choosing the

right abstraction level is a delicate task, where an optimal balance has to be reached

between the risks of over tting (i.e., having an overly detailed model, nearly replicat-

ing the training set, which will hardy provide accurate forecasts over unseen cases)

and of under tting (i.e., the model is too abstract and imprecise, both on the training

cases and on new ones).

Based on such abstract representations of log traces, a special class of annotated

state machines (named A-FSM) is built in [91], where each node corresponds to

exactly one abstract trace representation and stores an estimate for the target mea-

sure. By equipping each node s with some statistics (e.g., the average) derived from

the performance values of all the trace pre xes sharing the same abstract view as

s, it is possible to eventually make continuous predictions for any new instance of

the process; at any moment, the forecast for a new process instance is estimated via

the statistics stored in the node currently reached by it in the model. In such a way,

the model will feature as many states as the distinct abstract abstractions of the log

traces. A non-parametric regression model is used in [95], where the performance for

a new (possibly partial) trace is estimated based on its similarity to historical ones.

To this purpose, some kernel-based functions are used, de ned over a vectorial rep-

resentation of the traces, encoding occurrences and, possibly, activity durations and

case-data variables; like in [76], these functions are set in a data-driven fashion, by

automatically setting their associated bandwidth factors based on a cross-validation

procedure. These measures will be eventually exploited to make a forecast for a new

trace τ, according to an instance-based regression scheme, where the performance

value of τ is estimated as a weighted sum of the performance values of all the traces

in the training log (the closer to τ an example trace is, the higher its weight in the sum-
mation). The approach in [36] extends the basic learning technique in [91] in order to

ef ciently and effectively take account for the dependence of process performances

on context factors. The approach introduces an ad-hoc predictive clustering method,

where different context-related execution trace clusters (or process variants) are dis-

covered for the process, and provided with separate A-FSM models. In this way, a

forecast for a new process instance is made by using the A-FSMmodel of the cluster

it is estimated to belong to.

1 Basically, each log trace stores, for each event occurred during a process case, a series of

properties (e.g., the executed task and the executor).
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A major drawback of FSM-based approaches [36,91] lies in the fact that the size

of the discovered (annotated) transition model may explode in the case of complex

logs, featuring a high number of high-level event abstractions (e.g., process tasks),

and of paths across them (state nodes may be combinatorial in the number of distinct

event abstractions). In this way, the model may become overly complex, besides

risking over tting the training log and producing inaccurate predictions on new (un-

seen) process instances. This problem can be alleviated by allowing the increase of

the abstraction level over traces, e.g., by  xing a horizon threshold h on past history

(i.e., only the latest h events appearing in each trace are kept in the abstracted view).

However, in general, it may well be very dif cult to  nd a good level of abstraction

guaranteeing a satisfactory trade-off between generalization and accuracy. On the

other hand, FSM models cannot exploit effectively non-structural properties of the

process instances, which might well be relevant for the prediction of performance

outcomes. In fact, the idea of including such data (in addition to executed tasks) in

the construction of trace abstractions will clearly emphasize the combinatorial ex-

plosion issue discussed above. The problem of properly setting the abstraction level

does not affect the approach in [95], where different vectorial representations of the

traces are used to de ne different kernel-based (and self-tuned) distance measures.

However, in general, such an instance-based scheme cannot ensure a fast enough

computation of predictions, actually needed for providing an effective run-time sup-

port to many real BPM platforms, especially in the case of a complex and !exible

process, where a large amount of historical traces should be maintained to capture

adequately its wide range of behaviors.

In [8, 9] we overcome the above limitations, by devising a novel approach, ca-

pable of both taking full advantage of �non structural� context data (usually stored

for each process instance, and often strongly correlated with its performances) and of

 nding a good level of abstraction over on the history of process instances, in a pretty

automated and transparent fashion. In these works we showed that handy (and yet

accurate enough) prediction models can be learnt via various existing model-based

regression algorithms (either parametric, such as, e.g., [48, 75], or non-parametric,

such as, e.g., [47, 105]), rather than resorting to an explicit representation of process

states (like in [36, 91]) or to an instance-based approach, like in [95]. This clearly

requires that an adequate propositional representation of the given traces is prelimi-

nary build, capturing both structural (i.e., task-related) and �non-structural� aspects.

Our proposition is to convert each process trace into a set or a multi-set of process

tasks, and let the regression method decide automatically which and how the basic

structural elements in such an abstracted view of the trace are to be used to make a

forecast.

Technically, we extend and integrate the method for inducing predictive perfor-

mance models presented in [91] and the logics-oriented approach to predictive clus-

tering [15], where the discovered model takes the form of a decision-tree. The dis-

covery of such scenarios (i.e., clusters) is carried out by partitioning the log traces

based on their associated context features, which may include both internal proper-

ties of a case (e.g., the amount of goods requested in an order management process)
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and external factors that characterize the situation where it takes place (e.g., work-

load, resource availability and seasonality indicators).

Moreover, we still leverage the idea of [36], of combining performance predic-

tion with a predictive clustering technique [14], in order to distinguish heteroge-

neous context-dependent execution scenarios (�variants�) for the analyzed process,

and eventually provide each of them with a specialized regressor. In general, such an

approach brings substantial gain in terms of readability and accuracy, besides explic-

itly showing the dependence of discovered clusters on context features, and speed-

ing up (and possibly parallelize) the computation of regression models. In fact, this

models are typically more compact, more precise and easier to read/evaluate/validate

than a single regression model extracted out of the whole log. Our core idea is that

also very simple regression methods can furnish robust and accurate predictions, if

combined with a properly devised clustering procedure. Target features used in the

clustering (where context features conversely act as descriptive attributes) are de-

rived from frequent structural patterns (still de ned as sets or bags of tasks), instead

of directly using the abstract representations extracted by the log, as done in [36].

These patterns will be discovered ef ciently via an ad-hoc a-priori like [3] method,

where the analyst is allowed to specify a minimum support threshold, and possibly

an additional �gap� constraint, both enforced in the generation of the patterns. No-

tably, such an approach frees the analyst from the burden of explicitly setting the

abstraction level (i.e., the size of patterns, in our case), which is determined instead

in a data-driven way. Results from an experimentation on a real-life application sce-

nario (pertaining the handling of containers in a maritime terminal) are encouraging,

in that they show that the method exhibits good accuracy and robustness, and it re-

quires little effort in the setting of its parameter; in particular, it suf ces not to use

extreme values for pattern support threshold, to ensure very low prediction errors, no

matter of the other parameters. This clearly matches our general goal of providing

the analysts with a easy-to-use (data-adaptive) prediction technique.

A detailed explanation about proposed approach, the prototype system AA-TP

(Adaptive-Abstraction Time Prediction), experiments setting and advantages discus-

sion are not in the aim of this thesis and can be found in [8, 9].

3.2.4 A case study: University of Calabria internships platform

In this section we are going to present a real-life case study that exploits Caldera

BPM features: the University of Calabria internships platform.

An university internship consists of a period of training and guidance, promoted

for students enrolled in various courses of study at the University of Calabria. The

apprenticeship training and guidance is aimed at creating fruitful moments of alter-

nation between study and work in the educational processes and to facilitate career

choices through direct knowledge of business world. Training is intended for students

who have already completed their educational activity. The University Internship has

to be held at public or private institutions, companies, associations, foundations, con-

sortia, professional of ces, businesses and Industries (hereafter referred to as Com-

panies/Institutions) that have entered into a special convention with the University.
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University of Calabria provides this service since 1998 for all students enrolled in de-

gree courses and it plays a central coordination role of the training activities provided

for students.

University of Calabria campus is equipped with several departments that, in In-

ternships scenario, perform the following functions:

• Students front-of ce;

• Managing relationships with Companies/Institutions;

• Signing Agreements and Training Projects.

The main internships of ce, instead, holds the following roles:

• Transmits copy of the Agreements and of Training Projects to the Regional and

Provincial authorities;

• Stores Agreements and Training Projects;

• Processes and transmits information and data relating internships to the Regional

and Provincial authorities.

During past years the need for a complete informative system has increased ex-

ponentially. This system should manage and monitor all involved activities (signing

of the Agreement, structuring of the Training Project and so forth) to ensure an ef -

cient and effective service and it should offer to students good opportunities to enter

and to keep in touch with business world. This integrated system should be able to

realize: (i) a single Agreement model; (ii) a unique pattern for Training Project; (iii)

an integrated data source of Companies/Institutions joint with the University; (iv) an

integrated data source of training projects and conventions; (v) a platform in which

each involved actor (Students, Companies, Departments and Internship Of ce) can

play his role.

Fig. 3.6 depicts work!ow schemas for the University Internship system. Whole

system has to manage two different scenarios (i) Agreement and (ii) Internship that

are sketched in Fig. 3.6(a) and 3.6(b), respectively. Activity names are highlighted in

bold, while in brackets we point out actor(s) involved in each activity.

First schema (Fig. 3.6(a)) describes the Agreement process enactment. Process

starts with a Company/Institution that requests an Agreement for a speci c Depart-

ment. After several steps (including two-way signature and data trasmission to ex-

ternal of ces), agreement can be rejected (e.g., for lack of requirements) or,  nally,

registered and stored. All steps are sequentially related (i.e., at most one activity at a

time is running and each activity can starts only when previous ones are completed).

Internship process enactment is depicted in Fig. 3.6(b). Process starts with a Stu-

dent that requests an internship, selecting a set of relevant companies/institutions,

among available ones. If the student�s home department approves the Internship,

work!ow proceeds with signatures, data transmissions and so forth. This schema is

a little more complicated than the other one; during the internship period, in fact, it

is possible to manage some requests: extend (i.e., increase duration), suspend (i.e.,

temporary stop) or interrupt (i.e., stop and cancel). Each of these requests must be

approved by the reference department and, if accepted, it induces new data transmis-

sions to external of ces.



3.2 Advanced business process management 43

(a) Agreement work!ow

(b) Internship work!ow

Fig. 3.6: University internships work!ow schemas

Caldera represents the most effective framework to use for the depicted sys-

tem. In particular, Advanced Content Management System (inherited from Borè)

and Business Process Management module give a simple and ready-to-use solu-

tion to this purpose. The University of Calabria Internship Platform is currently

in a private beta version2 available for Main Internship Of ce and for Departments

of the University of Calabria. The work!ow scenarios have been deployed in the

platform simply translating schemas depicted in Fig. 3.6 into framework formal-

ism � in Section 3.2.1 we shown how to translate classic work!ow schemas into

Caldera-compliant instances (see Fig. 3.5)) � while involved and speci c contents

(i.e., Agreement, Training Project, Data to be transmitted) have been easily de ned

in the !exible Borè environment. Estimated bene ts of the platform are signi cant:

an integrated system in which actors can play their speci c role and can monitor,

2 http://160.97.4.193
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real-time, the enactment of running instances. Furthermore, Performance Prediction

functionalities make the platform extremely innovative: for each process instance

(Agreement or Internship) remaining processing time (or other performance param-

eter to be de ned) can be estimated; this opens a completely new scenario for orga-

nizational and bureaucratic authorities.

In Fig. 3.7 are reported some screenshots of theUniversity of Calabria Internship

Platform as it appears in his private beta version. Enactments of Agreement and In-

tenrship work!ow are reported in Fig. 3.7(a) and Fig. 3.7(b), respectively. Fig. 3.7(c)

depicts an example of reporting functions available for main internship of ce; in this

case number of distinct agreements and internships over a speci c year, group by

department.

3.3 Recommendation engine

With the increasing volume of information, products, services (or, more generally,

items) available on the Web, the role of Recommender Systems (RS) [77] and the im-

portance of highly-accurate recommendation techniques have become a major con-

cern both in e-commerce and academic research. In particular, the goal of a RS is

to provide users with not trivial recommendations, that are useful to directly ex-

perience potentially interesting items. Moreover, their exploitation in e-commerce

can also provide more interactions between the users and the system, that can be

pro tably exploited for delivering more accurate recommendations. RSs are widely

employed in different contexts, from music (Last.fm3) to books (Amazon4), movies

(Net!ix5) and news (Google News6 [27]), and they are quickly changing and rein-

venting the world of e-commerces [81]. Recommendation can be considered as a

�push� system which provides users with a personalized exploration of a wide cata-

log of possible choices. While in a search based system the user is explicitly required

to type a query (what he is looking for), here the query is implicit and corresponds

to all the past interactions of the user with the system (items/web pages previously

purchased/viewed). Recommendations, as introduced before, help users in exploring

and  nding interesting items which the user may not found on his own. By collect-

ing and analyzing past users� preferences in the form of explicit ratings or like/dislike

products, the RSs provide the user with smart and personalized suggestions, typically

in the form of �Customers who bought this item also bought� or � Customers who

bought items in your recent history also bought�. The goal of the provider of the

service is not just to transform a regular user in a buyer, but also make his browsing

experience more comfortable, building a strong loyalty bond .

The strategical importance of the development of always more accurate recom-

mendation techniques has motivated both academic and industrial research for over

3 http://last.fm
4 http://amazon.com
5 http://netflix.com
6 http://news.google.com
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(a) Agreement process enactment

(b) Internship process enactment

(c) Reporting functions

Fig. 3.7: University of Calabria internships platform
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15 years; this is witnessed by huge investments in the development of personalized

and high accuracy recommendation approaches. On October 2006, Net!ix, leader in

the movie-rental American market, released a dataset containing more of 100 mil-

lion ratings and promoted a competition, the Net ix Prize7 [7], whose goal was to

produce a 10% improvement on the prediction quality achieved by its own recom-

mender system, Cinematch. The competition lasted three years and was attended by

several research groups from all over the world, improving and inspiring a fruitful

research.

In the Borè platform the social cooperation environment leads to a really inter-

esting aspect: a lot of information is shared among users. This information can be

used, as described above, to activate knowledge discovery processes in order to infer

new knowledge and to enrich users� next browsing experiences. This is the aim of

the Recommendation Engine block in the Caldera platform. Exploiting Borè basic

features, it provides a powerful and innovative Knowledge Discovery framework.

Fig. 3.8 depicts the three modules composing the block:

• User Pro!ling. This module takes in input the Borè data !ow, that contains users�

browsing data (i.e., which contents each user is requesting). The aim of this mod-

ule is to store this information in tuples 〈u,c, t〉, where u is an identi er for the
user, c identi es the content and t is the timestamp in which u accessed c. Ob-

viously additional information (e.g., user�s pro le or content�s structure) can be

retrieved asynchronously on-demand, simply accessing the corresponding Borè

data cartridge. Temporal information is needed to retrieve the chronological or-

der of users� actions: in web navigation logs, in fact, data can be �naturally�

interpreted as sequences; as we will study in Chapter 4, sequential data may ex-

press causality and dependency and a sequential approach allows more accurate

recommendations to end user;

• Model Inference. It is the core module of the block. It takes in input the sequential

browsing data from the User Pro!ling module and it constructs corresponding

model(s). These models are extremely innovative and they produce more accu-

rate recommendations than the classical approaches. Indeed, we extended the

classical probabilistic topic models (see Chapter 4), that are widely used in dif-

ferent contexts to uncover the hidden structure in large text corpora. One of the

main (and perhaps strong) assumption of these models is that generative process

follows a bag-of-words assumption, i.e each token/word/content is independent

from previous ones. More speci cally, we extended the popular Latent Dirichlet

Allocation model [13] by exploiting three different conditional Markovian as-

sumptions: (i) the token generation depends on the current topic and on the previ-

ous token (Token-Bigram Model); (ii) the topic associated with each observation

depends on topic associated with the previous one (Topic-Bigram Model); (iii)

the token generation depends on the current and previous topic (Token-Bitopic

Model). A detailed description of the proposed models and their performance

advantages is given in Chapter 4;

7 http://netflixprize.com
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• Ranker. This module plays his role when probabilistic topic models, correspond-

ing to sequential browsing data, are built. It provides a personalized ranking func-

tion (strictly related to the selected model) which associates to each pair 〈u,c〉 a
score. This score is used to generate the recommendation list: top-k item of the

list will be suggested to the user, as contents of potential interests. These sugges-

tions represent the output of the whole block and they are  nally shown to the

end user through the Interface Composer module of the Borè platform.

Fig. 3.8: Recommendation engine block

3.3.1 Collaborative !ltering approach to recommendation

State-of-the art recommendation methods have been largely approached from a Col-

laborative Filtering (CF) perspective, which essentially consists in the analysis of

past interactions between users and items, aimed at identifying suitable preference

patterns in users� preference data. Tapestry [39] is the ancestor of CF systems.

Recording the reactions of each user on a particular document and explicit feed-

back, Tapestry allows mail  ltering in an area of interest basing on other people

annotations.

Modern CF techniques aim of predicting the preferences values of users on given

items, based on previously observed behavior. The assumption is that users who

adopted the same behavior in the past, will tend to agree also in the future. Collab-

orative  ltering techniques aim at  nding a social neighborhood (i.e., a community)

of the end user, i.e., other users with similar preferences who have experienced re-

sources not yet known to the end user. Such resources represent potentially interest-

ing suggestions. Once the community to which the end user belongs to is identi ed,

those resources that are expected to be mostly interesting to him are recommended.
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The main advantage in using CF techniques relies on their simplicity: only users�

past ratings are used in the learning process, no further informations, like item de-

scriptions or demographic data, are needed. CF solves some of the main drawbacks

of Content Based (CB) approaches [62, 70]:

• CF approaches are more general and re-usable in different context, while CB

techniques require the speci cation of a complete pro le (set of features) for

each user/item;

• CB techniques provide the user with a list of products whose features are �simi-

lar� to ones that he experienced in the past. This approach may imply the recom-

mendations of redundant items and the lack of novelty;

• The effectiveness of recommendation increases as the user provides more feed-

back.

According to [17], collaborative  ltering approaches can be classi ed in two

classes, Memory-based and Model-based. The  rst class infers the preference of

the active user on an item by using the database of preferences. The most com-

mon memory-based approaches are the Nearest Neighbors [52, 80] methods, which

use the whole preference history of users and items and statistical techniques to in-

fer similarities and then use this measures to make a prediction. Model-based ap-

proaches operate in two phases: initially the preference database is used to learn a

compact model and, in the second phase, this model is used in order to infer users�

preferences. Actually, memory-based approaches can rely on a model as well (i.e.,

similarity matrix in neighbors models), which is usually built in a off-line mode,

but they still need to access to a database of preference values. Memory-based ap-

proaches are intuitive because, in the simplest case, they directly transforms stored

preferences data in predictions, but they need to keep the whole dataset in memory.

On the other hand, model-based approaches require less memory because they need

to access only to the small-size model previously computed from the dataset, but the

reason behind the provided predictions may not be easily interpretable. Moreover,

memory-based approaches, such as Neighborhood models, are most effective at de-

tecting strong but local relationships, while model-based approaches, such as Latent

Factor models, can estimate weak but global relationships.

In the next of this thesis our focus is on a speci c family of the model-based

approaches, the Probabilistic approaches. These approaches are, in fact, the most ef-

fective way in modeling and identifying patterns within the high dimensional (and

exceptionally sparse) preference data. They assume that each preference observa-

tion is randomly drawn from the joint distribution of the random variables which

model users, items and preference values (if available). Probabilistic approaches will

be widely discussed in next chapter, in which we will also present our extensions

to classic probabilistic topic models, introducing causality and dependency through

a sequential approach; proposed models provide a better framework for modeling

contextual information in a recommendation scenario, when the data exhibits in-

trinsic temporal dependency. The effectiveness of these models is con rmed by an

experimental evaluation over real-life datasets, in which we show that the sequen-
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tial modeling of preference data allows more accurate recommendations in terms of

precision and recall.





4

Probabilistic topic models for sequence data

4.1 Introduction

The design of accurate recommender systems is rapidly becoming one of the most

successful application of data mining and machine learning techniques. Recommen-

dation is a special form of information  ltering, which extends the traditional concept

of search, by modeling and understanding personal users� preference. The impor-

tance of an accurate Recommender System is widely witnessed by both academic

and industrial efforts in the last two decades.

Probabilistic approaches are the most effective way in modeling and identify-

ing patterns within the high dimensional (and exceptionally sparse) preference data.

These approaches to recommendation assume that each preference observation is

randomly drawn from the joint distribution of the random variables which model

users, items and preference values (if available). In this chapter, we are going to

present and discuss the application of novel probabilistic approaches for the model-

ing of users� preference data.

The chapter is structured as follows: Section 4.2 introduces the probabilistic ap-

proach to recommendation and describes the popular LDA model. Section 4.3 dis-

cusses the main constraint of this model, that will be relaxed in Section 4.4. Here we

de ne sequential modeling according to different dependency assumptions, and we

specify in Section 4.5 the corresponding item ranking functions for supporting rec-

ommendations. The experimental evaluation of the proposed approaches is presented

in Section 4.6, in which we measure their performance in a recommendation scenario

and we show that the proposed sequential modeling of preference data allows more

accurate recommendations in terms of precision and recall.

4.2 Probabilistic topic models

Probabilistic approaches assume that each preference observation is randomly drawn

from the joint distribution of the random variables which model users, items and

preference values (if available). Typically, the random generation process follows a
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�bag-of-words� assumption and preference observations are assumed to be gener-

ated independently. A key difference between probabilistic and deterministic models

relies in the inference phase: while the latter approaches try to minimize directly the

error made by the model, probabilistic approaches do not focus on a particular error

metric; parameters are determined by maximizing the likelihood of the data, typi-

cally employing an Expectation-Maximization procedure. In addition, background

knowledge can be explicitly modeled by means prior probabilities, thus allowing a

direct control on over tting within the inference procedure [53]. By modeling prior

knowledge, they implicitly solve the need for regularization which affects traditional

gradient-descent based latent factors approaches.

Further advantages of probabilistic models can be found in their easy inter-

pretability: they can often be represented by using a graphical model, which sum-

marizes the intuition behind the model by underlying causal dependencies between

users, items and hidden factors. Also, they provide an uni ed framework for combin-

ing collaborative and content features [1, 88, 106], to produce more accurate recom-

mendations even in the case of new users/items. Moreover, assuming that an explicit

preference value is available, probabilistic models can be used to model a distribution

over rating values which can be used to infer con dence intervals and to determine

the con dence of the model in providing a recommendation. The underlying idea

of probabilistic models based on latent factors is that each preference observation

〈u, i〉 is generated by one of k possible states, which informally model the underlying
reason why u has chosen/rated i.

Different probabilistic approaches have been proposed to recommendation:Mix-

ture Models [10, 64], Probabilistic Topic Models [11, 13] and Probabilistic Matrix

Factorization Techniques [79]. Recent works have empirically shown that proba-

bilistic topics models represent the state of the art in the generation of accurate per-

sonalized recommendations [5, 6].

Probabilistic Topic models [11, 13] include a suite of techniques which widely

used in text analysis: they provide a low-dimensional semantic representation that

allows the discovering of global relationships within data. Given a corpus of docu-

ments, the assumption behind this family of techniques is that each document may

exhibit an hidden thematic structure. The intuition is that each document may ex-

hibit multiple topics, where each topic is characterized by a probability distribution

over words of a  xed size dictionary (so each word in the document is generated

by a particular topic). This approach has a natural interpretation when dealing with

users� preference data: the set of users de nes the corpus, each user is considered

as a document, the items purchased are considered as tokens and,  nally, the topics

correspond, intuitively, to the reason why the users purchased particular products. A

generative process for CF, based on latent topics, is shown in Fig. 4.1. This represen-

tation of the data into the latent-topic space has several advantages, as topic modeling

techniques have been applied to different contexts. Example scenarios range from

traditional problems (such as dimensionality reduction and classi cation) to novel

areas (such as the generation of personalized recommendations).

In the CF context, topics could be interpreted as genres, item categories or user�s

attitudes, although no prior meaning is generally associated with them. A proper



4.2 Probabilistic topic models 53

Fig. 4.1: Latent class model for CF � Generative process

de nition of topics might be obtained by considering them as �abstract preference

pattern�: users, or items, participate in each preference pattern with a certain degree,

and these membership weights project each user/item into the latent factor space.

We assume that there are a  xed number of topics, and each user is characterized by

his own preference on genres. For example, in Fig. 4.1, the considered user shows a

particular interest in action and historic movies, while his interest in romance is low.

Each genres speci es the probability of observing each single item. Movies like �The

Matrix� and �Die hard� will have a higher probability of being observed given the

�action� topic, than in the context of �romance�.Given an user and his preferences on

topics (which de nes preferences on movies), the corresponding purchasing history

can be generated by choosing a topic, and then drawing an item from the correspond-

ing distribution over items. In the example, the  rst topic to be chosen is �action�,

which generates the movie �Die Hard�; the process of topic and item selection is

iteratively repeated to generate the complete purchase history of the current user.

The most popular probabilistic topic model is the Latent Dirichlet Allocation

(LDA, [13]), that is a model closely linked to the probabilistic latent semantic anal-

ysis (PLSA, [55, 56]). PLSA model speci es a co-occurrence data model in which

the user u and item i are conditionally independent given the state of the latent factor

Z. PLSA model associates a latent variable with every observation. The main draw-

back of the PLSA approach is that it cannot directly model new users, because the

distribution of topics w.r.t. users are speci ed only for those users in the training set.

LDA is designed to overcome this drawback, by introducing Dirichlet priors, which

provide a full generative semantic at user level and avoid over tting. The generative

process that characterized LDA can be formalized as follows:
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1. For each trace d ∈ {1, . . . ,M} sample the topic-mixture components θd ∼
Dirichlet(α) and sequence length nd ∼ Poisson(ξ)

2. For each topic k ∈ 1, . . . ,K
a) Sample token selection components φk ∼ Dirichlet(βk)

3. For each trace d ∈ {1, . . . ,M} and j ∈ {1, . . . ,Nd}
a) sample a topic zd, j ∼ Discrete(θd)
b) sample a token wd, j ∼ Discrete(φzd, j)

Where θ and φ represent, respectively, the per-document topic proportion and the
per-corpus topic distribution, while α/β are the hyper parameters for the topic/token

Dirichlet distributions. The graphical representation of the LDA-model is reported in

Fig. 4.2(a).

The idea behind the model presented so far, is the starting point of more advanced

approaches that include side information to achieve better results in prediction accu-

racy and provide tools for cold-start recommendation [1, 12, 88].

4.3 Beyond the �bag-of-words� assumption

Traditional LDA-based approaches propose a data generation process that is based

on a �bag-of-words� assumption: the order of the items in a document can be ne-

glected. This assumption  ts textual data, where probabilistic topic models are able

to detect recurrent co-occurrence patterns, which are used to de ne the topic space.

However, there are several real-world applications where data can be �naturally�

interpreted as sequences, such as biological data, web navigation logs, customer pur-

chase history, etc. Ignoring the intrinsic sequentiality of the data, may result in poor

modeling: according to the bag-of-word assumption, co-occurrences are modeled in-

dependently for each word, via a probability distribution over the dictionary in which

some words exhibit a higher likelihood to appear than others. On the other hand, se-

quential data may express causality and dependency, and different topics can be used

to characterize different dependency likelihoods. The focus here is the context where

a current user acts and expresses preferences (i.e., the environment), characterized by

side information, where the observations hold. Our claim is that the context can be

enriched by the sequential information, and the latter allows a more re ned model-

ing. In practice, a sequence expresses a context which provides valuable information

for the modeling.

The above observation is particularly noteworthy when data express preferences

made by users, and the ultimate objective is to model a user�s behavior in order

to provide accurate recommendations. The analysis of the sequential patterns has

important applications in modern recommender systems, which are signi cantly fo-

cusing on an accurate balance between personalization and contextualization tech-

niques. For example, in Internet based streaming services for music or video (such
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as Last.fm1 and Videolectures.net2), the context of the user interaction with the sys-

tem can easily be interpreted by analyzing the content previously requested. The

assumption here is that the current item (and/or its genre) in!uences the next choice

of the user. In particular, if a speci c user is in the �mood� for classical music (as

observed in the current choice), it is unlikely that the immediate subsequent choice

will depart from the aforementioned mood, in favor of a song of different genre. Be-

ing able to capture such properties and exploiting them in recommendation strategy

can greatly improve the accuracy of the recommendation. This is, obviously, also the

Caldera scenario, in which current web content in!uences next user�s choice: user�s

browsing history, in fact, can be �naturally� interpreted as a sequence.

Following the research direction outlined above, in this chapter we study the

effects of �contextual� information in probabilistic modeling of preference data. We

focus on the case where the context can be inferred from the analysis of the sequence

data, and we propose some topic models which explicitly make use of dependency

information. As a matter of fact, the issue has been dealt with in similar works (like,

e.g., [99]). Here, we summarize and extend the approaches in the literature, by cov-

ering different ways of modeling dependency within preference data. Furthermore,

we concentrate on the effects of such modeling on recommendation accuracy, as it

explicitly re!ects accurate modeling of user behavior.

4.4 Modeling sequence data

In a general setting, we consider a set I = {1, . . . ,N} of tokens, representing the vo-
cabulary of possible events that can be observed. Example events are words that can

be observed in a document, or items that can be purchased by a customer. A corpus

W = {w1, . . . ,wM} is a collection of traces, wherewd =
[

wd,1.wd,2. · · · .wd,Nd−1.wd,Nd

]

is the sequence of tokens for trace d, and wd, j ∈ I . The set Id ⊆ I denotes all the to-

kens in wd . We also assume that each token is characterized by a latent factor, called

topic, triggering the underlying event. That is, a topic set Z = {z1, . . . ,zM} is as-
sociated to the data, where, again zd = [zd,1.zd,2. · · · .zd,Nd−1.zd,Nd

] is a latent topic
sequence, and zd, j ∈ {1, . . . ,K} is the latent topic associated with token wd, j. By as-

suming that Φ and Θ are the distribution functions governing the likelihood of W

and Z (with respective priors β and α), we can express the complete likelihood as:

P(W ,Z,Θ,Φ|α,β) = P(W |Z,Φ)P(Φ|β)P(Z|Θ)P(Θ|α)

P(W |Z,Φ) =
M

∏
d=1

P(wd |zd ,Φ) P(Z|Θ) =
M

∏
d=1

P(zd |θd)
(4.1)

where P(Φ|β) and P(Θ|α) are speci ed according to the modeling assumptions. In
particular, in the standard LDA setting where all tokens are independent and ex-

changeable, we have:

1 http://last.fm
2 http://videolectures.net
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notation description

M # Traces

N # Distinct tokens

K # Topics

W Collection of traces,W = {w1, . . . ,wM}

Nd # tokens in trace d

wd Token trace d, wd = {wd,1.wd,2. · · · .wd,Nd−1
.wu,Nd

}

wd, j j-th token in trace d

Z Collection of topic traces, Z = {z1, . . . ,zM}

zd Topics for trace d, zd = {zd,1.zd,2. · · · .zd,Nd−1.zd,Nd }

zd, j j-th topic in trace d

nkd,s number of times token s has been associated with topic k for trace d

nd,(·) vector nd,(·) = {n
1
d,(·), . . . ,n

K
d,(·)}

nk
d,(·) number of times topic k has been associated with trace d in the whole data

nk(·),r vector nk(·),r = {n
k
(·),r.1, . . . ,n

k
(·),r.N}

nk(·),r.s number of times topic k has been

associated with the token pair r.s in the whole data

nk(·) vector nk(·) = {n
k
(·),1, . . . ,n

k
(·),N}

nk(·),s number of times token s has been associated with

topic k in the whole data

nk
d,(·) vector nk

d,(·) = {n
k.1
d,(·), . . . ,n

k.K
d,(·)}

nh.k
d,(·) number of times that topic pair h.k has been

associated with the trace d

n
h.(·)
d,(·) number of times that a topic pair, that begins with topic h,

has been associated with the trace d

nh.k(·) vector nh.k(·) = {n
h.k
(·),1, . . . ,n

h.k
(·),N}

nh.k(·),s number of times that topic pair h.k has been

associated with the token s in the whole data

α (LDA, TokenBigram and TokenBitopic Model) hyper parameters

for topic Dirichlet distribution α = {α1, . . . ,αK}

(Topic Bigram Model) set of hyper parameters

for topic Dirichlet distribution α = {α0, . . . ,αK}

αh hyper parameters for topic Dirichlet distribution αh = {αh.1, . . . ,αh.K}

β (LDA and TopicBigram Model) set of hyper parameters for token Dirichlet

distribution β = {β1, . . . ,βK}

(TokenBigram Model) set of hyper parameters for token Dirichlet

distribution β = {β1,1, . . . ,βK,1, . . . ,β1,2, . . . ,βK,2, . . . ,βK,N}

(TokenBitopic Model) set of hyper parameters for token Dirichlet

distribution β = {β1.1, . . . ,βK.1, . . . ,β1.2, . . . ,βK.2, . . . ,βK.K}

βk hyper parameters for token Dirichlet distribution βk = {βk,1, . . . ,βk,N}

βk,s hyper parameters for token Dirichlet distribution βk,s = {βk,s.1, . . . ,βk,s.N}

βh.k hyper parameters for token Dirichlet distribution βh.k = {βh.k,1, . . . ,βh.k,N}

Θ matrix of parameters θd

θd mixing proportion of topics for trace d

ϑd,k mixing coef cient of the topic k for trace d

ϑd,h.k mixing coef cient of the topic sequence h.k for the trace d

Φ (LDA and TopicBigram Model) matrix of parameters ϕk = {ϕk,s}

(TokenBigram Model) matrix of parameters ϕk = {ϕk,r.s}

(TokenBitopic Model) matrix of parameters ϕh.k = {ϕh.k,s}

ϕk,s mixing coef cient of the topic k for the token s

ϕk,r.s mixing coef cient of the topic k for the token sequence r.s

ϕh.k,s mixing coef cient of the topic sequence h.k for the token s

Z−(d, j) Z−{zd, j}

∆(q) Dirichlet�s Delta ∆(q) =
∏P
p=1 Γ(qp)

Γ
(

∑P
p=1 Γ(qp)

)

Table 4.1: Summary of the notation used
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P(wd |zd ,Φ) =
Nd

∏
j=1

P(wd, j|zd, j,Φ) P(w|k,Φ) =
N

∏
s=1

ϕ
δs,w
k,s

P(zd |θd) =
Nd

∏
j=1

P(zd, j|θd) P(z|θd) =
K

∏
k=1

ϑ
δk,z
d,k

P(Θ|α) =
M

∏
d=1

P(θd |α) P(θd |α) =
Γ(∑K

k=1αk)

∏K
k=1Γ(αk)

K

∏
k=1

ϑ
αk−1
d,k

P(Φ|β) =
K

∏
k=1

P(ϕk|βk) P(ϕk|βk) =
Γ(∑N

s=1βk,s)

∏N
s=1Γ(βk,s)

N

∏
s=1

ϕ
βk,s−1

k,s

(4.2)

Here, δa,b represents the Kronecker delta function, returning 1 when a = b and 0

otherwise. Fig. 4.2(a) graphically describes the generative process. The joint topic-

data probability can be obtained by marginalizing over the Φ and Θ components:

P(W ,Z|α,β) =
∫

Φ

∫
Θ
P(W |Z,Φ)P(Φ|β)P(Z|Θ)P(Θ|α)dΦdΘ

In the following, we model further assumptions on bothwd and zd , which explic-

itly reject the exchangeability assumption and instead rely on the idea of sequential

dependency. We concentrate on three basic models, which in a sense subsume the

core of sequential modeling. Here, a sequence can be modeled as a stationary  rst

order Markov chain:

• A Markovian process naturally models the sequential nature of the data, where

dependencies among past and future tokens re!ect changes over time that are still

governed by similar features;

• the chain is stationary, as a  xed number of tokens is likely to frequently appear

in sequences;

• the order of the chain is 1 because the possibility that two subsequent tokens

share some features is more likely than that of two tokens distant in time3.

We analyze each proposed model in turn.

Token-Bigram model

In this model, we assume that wd represents a  rst-order Markov chain, where, each

token wd, j depends on the most recent token wd, j−1 observed by far. This is essen-

tially the same model proposed in [19, 99], and the probability of a trace has to be

changed from eq. 4.2 as

P(wd |zd ,Φ) =
Nd

∏
j=1

P(wd, j|wd, j−1,zd, j ,Φ) (4.3)

3 It is also worth noticing that higher order dependencies introduce an unpractical compu-

tational overhead, as the number of parameters grows exponentially with the order of the

chain [10].
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Fig. 4.2: Graphical models

In practice, a tokenwd, j is generated according to a multinomial distribution φzd, j ,wd, j−1

which depends on both the current topic zd, j and the previous token wd, j−1. (Notice

that when j = 1, the previous token is empty and the multinomial resolves to φzd, j ,
representing the initial status of a Markov chain). The conjugate prior for φ can be

de ned as:

P(Φ|β) =
K

∏
k=1

N

∏
r=0

P(φk,r|βk,r) =
K

∏
k=1

N

∏
r=0

Γ(∑N
s=1βk,r.s)

∏N
s=1Γ(βk,r.s)

N

∏
s=1

ϕ
βk,r.s−1

k,r.s
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Since the Markovian process does not affect the topic sampling, both P(zd |θd) and
P(Θ|α) are de ned as in eq. 4.2. The generative model, depicted in Fig. 4.2(b), can
be described as follows:

1. For each trace d ∈ {1, . . . ,M} sample the topic-mixture components θd ∼
Dirichlet(α) and sequence length nd ∼ Poisson(ξ)

2. For each topic k ∈ 1, . . . ,K and token r ∈ {0, . . . ,N}
a) Sample token selection components φk,r ∼ Dirichlet(βk,r)

3. For each trace d ∈ {1, . . . ,M} and j ∈ {1, . . . ,Nd}
a) sample a topic zd, j ∼ Discrete(θd)
b) sample a token wd, j ∼ Discrete(φzd, j ,wd, j−1

)

Notice that we explicitly assume the existence of a family {βk,r} with k =
{1, . . . ,K} and r = {0, . . . ,N} of Dirichlet coef cients, and of a special token r = 0

which represents the previous token of the  rst token of each trace. As shown in [99],

different modeling strategies (e.g., shared priors βk,r.s = βs) can affect the accuracy

of the model.

By algebraic manipulations, the joint token-topic distribution can be simpli ed

into:

P(W ,Z|α,β) =

(

M

∏
d=1

∆
(

nd,(·)+α
)

∆(α)

)





K

∏
k=1

N

∏
r=0

∆
(

nk(·),r+βk,r

)

∆(βk,r)



 (4.4)

The latter is the basis for developing a stochastic EM strategy [10, section 11.1.6],

where the E step consists in a collapsed Gibbs sampling procedure [10, 49] for es-

timating Z, and the M step estimates both the predictive distributions Θ and Φ and

the hyper parameters α and β given Z. Within Gibbs sampling, topics are iteratively

sampled, according to the probability:

P(zd, j = k|Z−(d, j),W) ∝
(

nkd,(·)+αk− 1
)

·
nk(·),r.s+βk,r.s− 1

∑N
s′=1 n

k
(·),r.s′

+βk,r.s′− 1
(4.5)

relative to the topic to associate with the n-th token of the d-th trace, wherewd, j−1= r

and wd, j = s.

Given Z, the parameters Θ and Φ can be estimated according to the following

equations:

ϑd,k =
nk
d,(·)+αk

∑K
k′=1(n

k′

d,(·)
+αk′)

ϕk,r.s =
nk(·),r.s+βk,r.s

∑N
s′=1(n

k
(·),r.s′+βk,r.s′)

(4.6)

The estimation of the hyper parameters will be approached later in the chapter.
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Topic-Bigram model

A different approach can be taken by assuming that sequentiality regards topics,

rather than tokens. That is, we can still consider tokens independent to each other

and related to a latent topic. However, since topics represent the ultimate factors un-

derlying a token appearance in the sequence, correlation between topics can better

model an evolution of the underlying themes. Assuming a  rst-order Markovian de-

pendency, the probability of a sequence of latent topics in eq. 4.2 can be rede ned

as:

P(zd |θd) =
Nd

∏
j=1

P(zd, j|zd, j−1,θd) (4.7)

The difference here is in the distribution generating zd, j , which is a multinomial

θd,zd, j−1 parametrized by both a trace d and a previously sampled topic zd, j−1. The

conjugate Dirichlet distributions can be expressed as:

P(Θ|α) =
M

∏
d=1

K

∏
h=0

Γ(∑K
k=1 αh.k)

∏K
k=1Γ(αh.k)

K

∏
k=1

ϑ
αh.k−1
d,h.k (4.8)

P(wd |zd ,Φ) and P(Φ|β) are still de ned as in eq. 4.2. Again, the generative process
is shown in Fig. 4.2(c) and described below.

1. For each trace d ∈{1, . . . ,M} and topic h∈ {0, . . . ,K} sample topic-mixture
components θd,h ∼ Dirichlet(αh) and sequence length Nd ∼ Poisson(ξ)

2. For each topic k= 1, . . . ,K
a) Sample token selection components ϕk ∼ Dirichlet(βk)

3. For each d ∈ {1, . . . ,M} and j ∈ {1, . . . ,Nd} sequentially,
a) sample a topic zd, j ∼ Discrete(θd,zd, j−1)
b) sample a token wd, j ∼ Discrete(φzd, j)

Here, h= 0 is a special topic that precedes the  rst topic of each trace.

The joint token-topic distribution becomes:

P(W ,Z|α,β) =





M

∏
d=1

K

∏
h=0

∆
(

nk
d,(·)+αh

)

∆(αh)









K

∏
k=1

∆
(

nk(·)+βk

)

∆(βk)



 (4.9)

and the corresponding collapsed Gibbs sampler works by iteratively sampling a topic

k relative to token wd, j = s of trace d according to the following:

P(zd, j = k|Z−(d, j),W) ∝
n
zd, j−1.k

d,(·) +αzd, j−1.k− 1

∑k′ n
zd, j−1.k

′

d,(·) +αzd, j−1.k
′ − 1

·
n
k.zd, j+1
d,(·) +αk.zd, j+1− 1

∑k′ n
k′.zd, j+1
d,(·)

+αk′.zd, j+1− 1
·

nk(·),s+βk,s− 1

∑N
s′=1 n

k
(·),s′+βk,s′− 1

(4.10)
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Also, the multinomial parameters can be estimated according to the following equa-

tions:

ϑd,h.k =
nh.k
d,(·)+αh.k

∑K
k′=1 n

h.k′

d,(·)+αh.k′
ϕk,s =

nk(·),s+βk,s

∑N
s′=1 n

k
(·),s′+βk,s′

(4.11)

Token-Bitopic model

In the last model, we still relate tokens to past events. However, the events we are

interested in are the recent latent topics which trigger the past tokens. The generative

model is shown in Fig. 4.2(d). Again, topic selection probability is de ned like in

eq. 4.2, whereas token selection probability can be de ned in terms of the multino-

mial φzd, j ,zd, j−1 (and its related conjugate):

P(wd |zd ,Φ) =
Nd

∏
j=1

P(wd, j |zd, j,zd, j−1,Φ) (4.12)

P(Φ|β) =
K

∏
h=0

K

∏
k=1

Γ(∑N
s=1βh.k,s)

∏N
s=1Γ(βh.k,s)

N

∏
s=1

ϕ
βh.k,s−1

h.k,s (4.13)

These assumptions are at the basis of the following generative process.

1. For each trace d ∈ {1, . . . ,M} sample topic-mixture components θd ∼
Dirichlet(α) and sequence length Nd ∼ Poisson(ξ)

2. For each topic pair h.k, where h ∈ {0, . . . ,K} and k ∈ {1, . . . ,K}
a) Sample token selection components ϕh.k ∼ Dirichlet(βh.k)

3. For each d ∈ {1, . . . ,M} and j ∈ {1, . . . ,Nd} in sequence:
a) sample a topic zd, j ∼ Discrete(θd)
b) sample a token wd, j ∼ Discrete(φzd, j ,zd, j−1)

Once again h = 0 is the special topic which precedes all the  rst topics of the

traces. As usual, by algebraic manipulations, the joint token-topic distribution can be

expressed as

P(W ,Z|α,β) =

(

M

∏
d=1

∆
(

nd,(·)+α
)

∆(α)

)





K

∏
h=0

K

∏
k=1

∆
(

nh.k(·) +βh.k

)

∆(βh.k)



 (4.14)

which induce the following inference steps:

E step: for the token wd, j = s at position j in trace d, sample a topic k according to

the following probability:
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P(zd, j = k|Z−(d, j),W) ∝
(

nkd,(·)+αk− 1
)

·
n
zd, j−1.k

(·),s
+βzd, j−1.k,s− 1

∑N
s′=1 n

zd, j−1.k

(·),s′ +βzd, j−1.k,s
′ − 1

·
n
k.zd, j+1
(·),s

+βk.zd, j+1,s− 1

∑N
s′ n

k.zd, j+1
(·),s′ +βk.zd, j+1,s

′− 1

(4.15)

M Step: estimate multinomial probabilities according to the following equations:

ϑd,k =
nk
d,(·)+αk

∑K
k′=1 n

k′

d,(·)+αk′
ϕh.k,s =

nh.k(·),s+βh.k,s

∑N
s′ n

h.k
(·),s′+βh.k.s′

(4.16)

4.4.1 Log-likelihoods

A crucial component in the inference and estimation steps is the computation of the

data likelihood. In general, the likelihood function is de ned as:

P(W) =
M

∏
d=1

P(wd) =
M

∏
d=1

P(wd,1. · · ·wd,Nd
)

=
M

∏
d=1

K

∑
k=1

P(wd,1. · · ·wd,Nd
,zd,Nd

= k)

Now, each model differs in the way the P(wd,1. · · · .wd,Nd
,zd,Nd

) component is de-
 ned.

Token-Bigram

Bayes rule and the  rst order Markov assumption over tokens simpli es the above

probability into:

logP(W) =
M

∑
d=1

log

(

Nd

∏
j=1

∑
k

ϑd,kϕk,wd, j−1.wd, j

)

(4.17)

Topic-Bigram

By algebraic manipulations (see [10, section 13.2] for details), we obtain

P(wd,1. · · · .wd,Nd
,zd,Nd

= k) = P(wd,1. · · · .wd,Nd
|zd,Nd

= k)P(zd,Nd
= k)

= ϕk,wd,Nd
∑
h

P(wd,1. · · · .wd,Nd−1,zd,Nd−1 = h)ϑd,h.k

The result is a recursive equation which can be simpli ed into the following γ func-
tion:

γk(wd ;1) = ϕk,wd,1
; γk(wd ; j) = ϕk,wd, j ∑

h

γh(wd ; j− 1)ϑd,h.k

Substituting into the likelihood, yields:

logP(W) =
M

∑
d=1

log

(

∑
k

γk(wd ;Nd)

)

(4.18)
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Token-Bitopic

The term P(wd,1. · · · .wd,Nd
|zd,Nd

= k) can be decomposed according to the assump-
tion of independence among topics:

P(wd,1, . . . ,wd,Nd
|zd,Nd

= k)

=
K

∑
h=1

ϑd,hP(wd,1. · · · .wd,Nd
|zd,Nd−1 = h,zd,Nd

= k)

=
K

∑
h=1

ϑd,hϕh.k,sP(wd,1. · · · .wd,Nd−1|zd,Nd−1 = h)

where wd,Nd
= s. Again, the latter yields the following recursive equations

γk(wd ,1) = ϕwd,1,ε.k; γk(wd , j) = ∑
h

γh(wd , j− 1)ϑd,hϕwd, j ,h.k

where ε is a special topic, referring to the begin of the trace. The likelihood can hence
be expressed as:

logP(W) =
M

∑
d=1

log

(

∑
k

γk(wd ;Nd)ϑd,k

)

(4.19)

4.4.2 Estimating the hyper parameters

We consider asymmetric Dirichlet priors over the trace topic distributions and a sym-

metric prior over the topic distributions. This modeling strategy has been reported

to achieve important advantages over the symmetric version [100]. For the token-

bigram and token-bitopic models, we adopted the procedure for updating the prior α
as described in [49,67]. The topic-bigrammodel requires a difference formulation of

the latter. Given a state of the Markov chain Z, the optimal α-hyper parameters can
be computed by maximizing the likelihood of the observed pseudo-counts nh.k

d,(·) via

the  xed-point iteration method:

αnew
h.k = αh.k

∑M
d=1Ψ(nh.k

d,(·)+αh.k)−MΨ(αh.k)

∑M
d=1Ψ(n

h.(·)
d,(·)

+∑K
k′=1αh.k′)−MΨ(∑K

k′=1αh.k′)
(4.20)

where Ψ(·) indicates the digamma function.

4.5 Application to recommender systems

The general framework introduced above, has a natural interpretation when dealing

with users� preference data: the set of users de nes the corpus, each user is consid-

ered as a trace, the items purchased are considered as tokens and,  nally, the topics

correspond, intuitively, to the reason why the users purchased particular products.

In the following, we assume that a user can be denoted by a unique index d, and a

previous history is given by wd of size Nd . We are interested in providing a ranking

for s, the Nd + 1-th choice wd,Nd+1.
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LDA

Following [5] we adopt the following ranking function:

rank(s,d) =
K

∑
k=1

P(s|zd,Nd+1 = k)P(zd,Nd+1 = k|θd) =
K

∑
k=1

ϕk,s ·ϑd,k

It has been shown [5] that LDA, equipped with the above ranking function, signif-

icantly outperforms the most signi cant approaches to modeling user preferences.

Hence, it is a natural baseline function upon which to measure the performance of

the other approaches proposed in this chapter.

Token-Bigram

The dependency of the current selection from the previous history can be made ex-

plicit, thus yielding the following upgrade to the LDA ranking function:

rank(s,d) =
K

∑
k=1

P(s|zu,Nd+1 = k,wd)P(zd,Nd+1 = k|θd) =
K

∑
k=1

ϕk,r.s ·ϑd,k

where r = wu,Nd
is the last item selected by user d in her currently history.

Topic-Bigram

This situation resembles the forward-backward algorithm for the hidden Markov

models [10]. In practice, we need to build a recursive chain of probabilities, rep-

resenting a hypothetical random walk among the hidden topics. As above, we can

de ne the following rank:

rank(s,d) =
K

∑
k=1

P(wd,Nd+1 = s,zu,Nd+1=k|wd)

=
K

∑
k=1

P(wd,1. · · · .wd,Nd+1,zd,Nd+1)

P(wd)

which requires solving P(wd,1. · · · .wd,Nd+1,zd,Nd+1). As shown in the previous sec-
tion, the latter can be computed recursively by exploiting the γ function. Hence, the
ranking function can be formulated as:

rank(s,d) ∝
K

∑
k=1

γk(wd .s,Nd + 1)

Token-Bitopic

Since in this case item selection depends on the previous topics, by exploiting the γ
function, we can de ne the following:

rank(s,d) = P(wd,Nd+1 = s|wd) ∝
K

∑
k=1

P(wd,1. · · · .wd,Nd+1,zd,Nd+1)

=
K

∑
k=1

γk(wd .s,Nd + 1)ϑd,k
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4.6 Experimental evaluation

In this section we study the behavior of the proposed models, compared to some

baseline models. In particular, we study two main aspects.

• On a general setting, we study how the proposed method perform in terms of

quality. We measure the quality as a function of the likelihood, as explained in

Section 4.6.1;

• On a more speci c setting, we compare the models in the envisaged recommen-

dation application scenario. Here, the quality of a model is measured indirectly,

in terms of the accuracy of the recommendations it boosts. This is explained in

Section 4.6.2.

4.6.1 Perplexity

Topic models are typically evaluated by either measuring performance on some sec-

ondary task, such as document classi cation or information retrieval, or by estimat-

ing the probability of unseen held-out traces given some training traces. Notably, a

better model will give rise to a higher probability of held-out traces, on average.

Since log likelihoods are usually large negative numbers, perplexity is used in-

stead [13,49], the latter being de ned as the reciprocal geometrical mean of the token

likelihoods in the test corpus given the data used to train the model:

Perp(WTest |WTrain) = exp

{

−
∑
NTest
d=1 logP(wd |WTrain)

∑
NTest
d=1 nd

}

Evaluating P(wd |WTrain) is a little tricky, as exact inference would require inte-
grating over all possible model parameters. In [101] authors discuss some methods

for an accurate inference using a point estimate. In our experiments we adopted the

evaluation methods based on document completion. This method offers the advan-

tage of providing unbiased estimates, as it infers the missing parameters on a separate

part of the document, and then to evaluate the perplexity on the remaining part. In

short, the evaluation methodology can be summarized as follows:

• for each wd ∈ wTest

1. let w
(1)
d and w

(2)
d be an arbitrary split of wd .

2. for s= 1, . . . ,S

a) Sample z(1,s) ∼ P(z(1,s)|w
(1)
d ,W train,α,β,Φ) using the Gibbs Sampling

equations;

b) estimate θ
(s)
d from z(1,s);

3. ApproximateP(wd |WTrain)with
1
S ∑sP(w

(2)
d |θ

(s)
d ,Φ), where the latter is com-

puted by exploiting the formulas in Section 4.4.1.

Following [99], in the experiments we use a dataset composed by drawing

150 Psychological Review abstracts from the data made available by Grif th and
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Steyvers4. The drawing was made among those documents containing at least 54 to-

kens. Also, we preprocessed the data as speci ed in [99], by remapping all numbers

with the special token NUMBER, and all items with frequency 1 in the training set or

appearing as tokens in the test set but not in the training set as UNSEEN. The result of

the cleaning process is a vocabulary of 860 item. Starting with the cleaned dataset,

we did several random splits of the dataset, by choosing 100 documents as training

data, and the keeping the remaining ones as test data. The splits roughly maintained

the proportion 67-33% on the tokens.

In the following we report the results obtained by the three proposedmodels. The

results are compared with LDA. We also compare the models with the DCMLDA

model [34]. The latter is a modi cation of LDA to account for the tendency of tokens

to appear in bursts, that is if a token appears once in a trace, it is more likely to be

appear again. DCMLDA does not model sequentiality, however burstiness can also

be interpreted as non-independence between tokens. In this respect, it is interesting

how the proposed models compare to it. It is worth noticing, however, that bursti-

ness is not necessarily alternative to sequentiality, as the approaches proposed in this

chapter can easily be adapted to model a combination of burstiness and sequentiality.

Fig. 4.3(a) reports the average perplexity on the test data. The values plot the error

bars related to the perplexity values. Fig. 4.3(b) also analyzes the pairwise compar-

isons: each of the three methods proposed here is compared with the baselines, and

the difference in perplexity (in average and standard error) is plotted.

DCMLDA exhibits the best perplexity, as a result of the customized  tting of

token probabilities to a speci c document. As a matter of fact, the documents we are

investigating here seem to naturally comply with the burstiness assumption.

Also, TokenBitopic seems to worsen the performance as the number of topics

increase. This behavior is worth further explanation. The model conditions the prob-

ability of appearance of a token to a pair of latent factors. In a sense, this makes the

model comparable to a �fresh� LDA model, where the number of latent factors is

quadratic in K: in practice, a TokenBitopic model with K = 4 can be deemed similar

to an LDA model with K = 16 topics, and each pair of latent factors is associated to

a speci c latent factor in the quadratic LDA model. In Fig. 4.3(c) we compare the

two models: the models show the same tendency.

For the rest, models clearly outperform LDA. However, the TokenBigram model

requires further explanation. Both the sampling process and the item selection prob-

abilities rely on the frequencies of bigrams. Zero-frequency bigrams appearing in

the test set compromise the evaluation just like zero-frequency items. We chose

to treat them by associating them with a default frequency. Fig. 4.3(d) shows how

this affects the evaluation: Here, NoP corresponds to keeping the original frequency,

whereas P3 associates a frequency which implicitly corresponds to !attening all the

zero-frequency bigrams to a default UNSEEN bigram. The latter is the one reported in

4 http://psiexp.ss.uci.edu/research/programs_data/toolbox.htm
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Fig. 4.3: Performance on psychreview data
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Fig. 4.3(a). The approaches P1 and P2 correspond to intermediate solutions, where

the default frequency of the (implicit) UNSEEN bigram is lowered5.

Finally, Fig. 4.3(e) denotes the running times of the training algorithms on the

training data. Although the TopicBigram model requires less parameters than the

TokenBitopic approach, the learning time of the  rst one is considerably larger. This

is mainly due to the larger number of hyper parameters (K ×K vs K) and to the

complexity of the M step for the update of the hyper parameters α.

4.6.2 Recommendation accuracy

In this section we present an empirical evaluation of the proposed models which

focuses on the recommendation problem. Given the past observed preferences of

a users, the goal of a recommender systems is to provide her with personalized

(and contextualized) recommendations about previously non-purchased items that

meet her interest. We evaluate the proposed techniques by measuring their predic-

tive abilities on two datasets, namely IPTV1 and IPTV2. These data were collected

by analyzing the pay-per-viewmovies purchased by the users of two European IPTV

providers over a period of several months [4,26]. The original data have been prepro-

cessed by removing users with less than 10 purchases. We perform a chronological

split of the data by selecting the  nal 20% purchases of each user as test data, and

using the remaining data for training purposes. The main features of the datasets are

summarized in table 4.2.

The two datasets exhibit a substantial difference in the frequencies of bigrams, as

shown in Fig. 4.4: in particular, IPTV2 exhibits frequencies which differ of an order

of magnitude. Hence, by comparing the results of the proposed algorithms, we can

characterize the effects of sparsity on the performances of the proposed methods.

Testing protocol

LetWTrain andWTest denote respectively training and test data. To evaluate the ca-

pabilities of the considered approaches in generating accurate recommendations, we

check whether an actual token can be included into an hypothetical recommenda-

tion list containing H items, generated according to the model. More speci cally the

following protocol is adopted, which is justi ed and detailed in [5]:

• For each user u, let w′u be the trace associated to u inWTrain, and wu the trace in

WTest (with nu = |wu|). For each token wu,n ∈ wu:

� Generate the candidate list Cu by randomly drawing c items i 6=wu,n such that

i /∈ Iw′u ;
� add wu,n to Cu and sort the list according to the scoring function provided by

the RS;

5 Clearly this is where non-parametric methods should be used to provide a gradual step into

the TokenBigram model. The integration of non-parametric techniques in the TokenBigram

would better handle cases in which there is less data and it would automatically solve the

treatment of the zero-frequency items.
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IPTV1 IPTV2

Training Test Training Test

Users 16,237 16,153 64,334 63,878

Items 759 731 2802 2777

Evaluations 314,042 78,557 1,224,790 306,271

Avg # evals (user) 19 5 19 5

Avg # evals (item) 414 107 437 110

Min # evals (user) 4 1 4 1

Min # evals (item) 5 1 5 1

Max # evals (user) 252 15 497 17

Max # evals (item) 2284 1527 9606 3167

Avg time between two evals

per user 13 days 6 days

per item 9 hours 23 hours

Table 4.2: IPTV1 and IPTV2 datasets main features

� Record the position of the wu,n in the ordered list: if it belongs to the top-H

items, we have a hit otherwise, we have a miss.

Recall and precision relative to u can hence be de ned based on the number of hits.

Recall can be de ned as the number of hits, relative to the expected number of rele-

vant items (which are all the items in wu). Also, precision represents the probability

that the top-ranked items are actually a hit (and hence it represents the likelihood of

a hit weighted by the size H) of the recommendation list. In formulas:

Recall(u,H) =
#hits

nu
Precision(u,H) =

#hits

H× nu
=

recall(u,H)

H
(4.21)

The  nal precision and recall values are obtained averaging on all users. All the

considered models were run varying the number of topics. We perform 5000 Gibbs

Sampling iterations, discarding the  rst 1000 (burn in period), and with a sample lag

of 30. The length of the candidate random list is set to 250 for IPTV1 and 1000 for

IPTV2.

In the evaluation, we compare the bigram models with some baseline methods

from the current literature. These include the aforementioned DCMLDA model, and

a version of the LDA where, for each user, the tokens represent (unordered) bigrams

rather than single item occurrences. This is in practice a preprocessing of the data,

which produces a different representation of the dataset upon which the standard

LDA model is trained. Clearly, the ranking function has to be tuned accordingly.

We also provide two further baselines. The  rst one is a simple bigram model

where the probability of occurrence of an item is modeled as P(wn) = λ fwn +(1−
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Fig. 4.4: Distributions of bigrams on real-life datasets

λ) fwn|wn−1
. Here, fi is the relative frequency of i in the training set, whereas fi| j

represents the same frequency conditioned to a preceding occurrence of j in the

sequence. The λ parameter weighs the importance of the two components, and is

tuned in a way proportional to the frequency of i, as typically low-frequency items

do not provide a reliable estimates of the sequential part.

Finally, we also compare the proposed models to a baseline rooted on matrix fac-

torization [61,65]. The basic idea here is to exploit the matrix factorization for rank-

ing, e.g., by providing an estimate of the probability of the item appearance [66].

There are some issues to consider when applying matrix factorization to the case

at hand. In our context, matrix factorization is aimed at modeling item occurrence

rather then an explicit rating. In this respect, non-occurrence of an item has a bi-

valent interpretation, either as unknown (the user did not consider the item yet), or

negative (she does not prefer it at all). Thus, the traditional approaches based on

explicit preference (such as [79]) cannot be applied. We experimented with several

speci c techniques, including [57,86] and the standard SVDmodel. In the following,
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we report the results of the SVD6, that still outperforms all the other methods, as a

con rmation of the  ndings in [5, 25].

Results

Fig. 4.5 summarizes the results in recommendation accuracy achieved over the two

considered datasets. For each model, the optimal number of topics is given in brack-

ets.

On both datasets, the proposedmodels improve the baselines. Concerning IPTV1,

both TopicBigram and TokenBigram achieve a signi cant margin with respect to the

other competitors. On IPTV2, TokenBigram outperforms TopicBigram, which is still

the runner-up performer.

In summary, the results suggest that:

• The underlying assumption within TokenBitopic does not involve a remarkable

increase of the predictive capabilities of the model. In practice, the topic structure

of the TokenBitopic model can be �simulated� by an LDAmodel with a quadratic

number of topics. As a result, the model seems more prone to over tting;

• Contextual information,with particular reference to sequencemodeling, provides

a substantial contribution to recommendation accuracy. This is proven not only

by the models proposed in this chapter: even the SimpleBigram baseline model

achieves remarkable accuracy. In particular, when the recommendation list is

relative small, the latter achieves an accuracy comparable to TokenBitopic. As

a matter of fact, all the sequential approaches seem to provide a better estimate

of the selection probability for the user�s next choice;

• There is a strict correlation between the frequencies exhibited by bigrams and the

performance of the TokenBigram model. IPTV2 exhibits more frequent bigrams,

and hence it is more likely to boost the performances of the TokenBigrammodel.

By the converse, the TopicBigram exhibits a better capability in generalizing the

dependency between the previous hidden context and the next choice. Geomet-

rically, while the TokenBigram model focuses exclusively a restricted area of

the topic space, induced by considering only the previous item, the TopicBigram

model is actually able to identify larger homogeneous region within the topic

space and to estimate the connections (transition probabilities) between them;

• Among the competitors, DCMLDA is rather weak. This is somehow surprising,

considering that DCMLDA exhibits the best perplexity in the previous sets of

experiments. A viable explanation of this dichotomy can be found in the nature of

the sequential data explored here, which does not necessarily support burstiness:

notably in a movie rental scenario, once a movie is rented by a user, it is unlikely

that it is rented again in the future;

• LDABigram does not provide a substantial improvement either. Again, this is

unexpected, in some sense, as bigrams can be considered contextual information

6 Based on the SVDLIBC implementation, http://tedlab.mit.edu/˜dr/SVDLIBC/. The

other matrix factorization methods were obtained from the Graphlab Library, http://

graphlab.org/.
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Fig. 4.5: Recommendation accuracy
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as well. It seems that, when bigrams are introduced without an ordering relation-

ship, the resulting ranking function is weakened.
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Fig. 4.6: Precision and recall for different training splits

In order to analyze the stability of the results, we perform some further experi-

ments. First, we analyze the robustness of the previous experiment with regards to

different training/test splits. Fig. 4.6 shows the precision/recall results on three fur-

ther batches where each user sequence is split respectively to 50%, 60% and 70% of

the size. In these plots, both TokenBigram and SimpleBigram tend to provide stable

results, especially on IPTV2. All other methods seem to suffer the shrinking of the

training partition.

In a second batch of experiments, we are interested in analyzing the robustness

of the results with regards to random variations of the datasets. To this purpose,

we repeat the above experiment on several random samples of the original dataset,

where each sample includes 50% of the whole user set. Training and test sets for

each sample are obtained by splitting each sequence with the standard 80-20 per-
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centages. Fig. 4.7 shows average recall, as well as the intervals of variability. It is
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Fig. 4.7: Recall on random selections of users

worth noticing that the TopicBigram model exhibits the highest variations (espe-

cially on IPTV1). Notwithstanding, the performances of Fig. 4.5 are con rmed, thus

witnessing a viable robustness of the proposed methods.

Finally, we confront in Fig. 4.8 the performance with regards to the number of

latent factors, with a recommendation list  xed at size 20. TokenBitopic expresses a

wide range of variability in IPTV1, and tends to improve with an increasing number

of topics. The other models are stable, and in general do not show a large variance.

On IPTV2, TopicBigram shows a progressive increase. However, the slope is pro-

gressively decreasing and hence we can expect a maximum on 50 topics. As for the

competitors, SVD degrades as long as the number of latent factors is increased: a

clear sign of over tting (as also well-known from the literature). It is worth noticing

that, albeit stabler, other matrix factorization approaches based on regularization (not

reported here) are still weaker than SVD.

The results presented above experimentally show the effectiveness of sequential

topic models in predicting future users� choices. However those models increase

signi cantly the number of parameters to be learned and this implies an increase

in the learning time. In Fig. 4.9 we plot the learning time (5000 Gibbs Sampling

iterations) for different numbers of topics. Again, TopicBigram exhibits a quadratic

behavior, due to the Markovian dependency among topic.

The last two plots in Fig. 4.9 highlight the contribution of asymmetric priors

in the learning process. As expected, asymmetric priors signi cantly improve the

accuracy. However, the learning time is greatly affected, as learning these parameters

requires a further iterative  x point procedure to embed in the main algorithm, as

explained in Section 4.4.2.
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Fig. 4.8: Recall(20) and Precision(20) of the considered approaches varying the number of

topics

4.7 Other sequential approaches

In this chapter we studied and extended Probabilistic topic models. These models

provide a powerful and effective framework to discover the hidden thematic struc-

ture in large collection of documents [11]. As we aforesaid, the key idea is that each

document/user may exhibit multiple topics/interest, where each topic is de ned by a

distribution over the dictionarywhich favors the occurrence of some semantic-related

words over others. This mixed membership assumption can be veri ed, e.g., on real-

world scenarios where each document focuses on a limited number of themes, some

of them are dominant and others are subsidiary, and in the context of each theme

some words are more relevant than other. Assuming that the mixed membership pro-

portions and the topic distribution are known, the generative process for a document

iterates the following procedure: (i) sample a topic according to the characterizing

mixed proportion; (ii) randomly choose a word according to the topic distribution.

The generative process is strongly based on a �bag-of-words� assumption. Even if

this assumption may sound unrealistic, this modeling works really good in practice.

The de nition of the topic space and of the projection of each document into this

space, provide an effective tool to infer the semantic concept of each document or,

generally, entity. These approaches support three main tasks [42]: topic extraction,

word sense disambiguation and prediction.

• Topic Extraction: given a document, infer its topic distribution and its dominant

topics;

• Word sense disambiguation: each topic is de ned as a distribution of words

which tend to occur in the same document. Thus, the statistical analysis of co-

occurrence, collects into the same topic words that refer to the same semantic

concept;
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Fig. 4.9: Learning time of the models on IPTV1 and IPTV2 ( rst row); in!uence of the hyper

parameters (second row)

• Prediction: given the current word and the underlying topic, we can predict which

words are more likely to follow in the considered document. This is the task in

which we focused in this chapter.

Among all the different contexts in which these approaches have achieved sig-

ni cant results, in this chapter we considered the application of probabilistic topic

models to the recommendation problem [54]. In this setting we exploited the predic-

tion capabilities of topic models, since we are asked to predict which items the user

will select next, given her past preferences. As explained in previous sections, this

choice is motivated by some interesting recent  ndings [5] which can be summarized

as follows: (i) the item-selection probability computed for each user is a key com-

ponent for generating accurate item-ranking functions; (ii) among all competitors,

LDA provides the best results measured in precision and recall of the recommenda-
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tion list. These promising results motivated us in exploring extensions of topic mod-

els (see Section 4.4) and we shown, after an experimental evaluation over real-life

datasets, that they provide better representation of the inherent sequential correlation

between items, and thus provide better performances in predictions (see Section 4.6).

In this section we are going to brie!y review related state-of-the-art probabilistic ap-

proaches to sequence data modeling, mainly focusing on topic approaches.

A simple approach to model sequential data within a probabilistic framework has

been proposed in [19]. In this work, authors present a framework based on mixtures

of Markov models for clustering and modeling of web site navigation logs, which is

applied for clustering and visualizing user behavior on a web site. Although simple,

the proposed model suffers of the limitation that a single latent topic underlies all the

observation in a single sequence. This approach has been overtaken by other methods

based on latent semantic indexing and LDA. In [99, 102], for example, the authors

propose extension of the LDA model which assume a  rst-order Markov chain for

the word generation process. In the resulting Bigram Model (BM) (see Section 4.4)

and Topical n-grams, the current word depends on the current topic and the previous

word observed in the sequence.

The N-gram modeling can be extended by considering different kind of depen-

dencies between the hidden states of the model. These kind of dependencies are

formalized by exploiting Hidden Markov models [10], which are a general refer-

ence framework both for modeling sequence data and for natural language process-

ing [63]. HMMs assume that sequential data are generated using a Markov chain of

latent variables, with each observation conditioned on the state of the correspond-

ing latent variable. The resulting likelihood can be interpreted as an extension of a

mixture model in which the choice of mixture components for each observation is

not selected independently but depends on the choice of components for the pre-

vious observation. In [43], authors delve in this direction, and propose an Hidden

Topic Markov Model (HTMM) for text documents. HTTM de nes a Markov chain

over latent topics of the document. The corresponding generative process, depicted

in Fig. 4.10(a), assumes that all words in the same sentence share the same topic,

while successive sentences can either rely on the previous topic, or introduce a new

one. The topics in a document form a Markov chain with a transition probability that

depends on a binary topic transition variable ψ. When ψ = 1, a new topic is drawn

for the n-th sentence, otherwise the same previous topic is used.

The LDA Collocation Model [42] introduces a new set of random variables (for

bigram status) x which denotes whether a bigram can be formed with the previous

word token. More speci cally, as represented in Fig. 4.10(b), the generative process

speci es for each word both a topic and a collocation status.

• if xi = 1 then wi is part of a collocation and thus is generated by sampling from a

distribution conditioned on the previous word P(wi|wi−1,xi = 1) ;
• otherwise, wi is sampled from a distribution associated to the current topic

P(wi|zi,xi = 0)



78 4 Probabilistic topic models for sequence data

The collocation status adds a more realistic thanWallach�s model which always gen-

erates bigrams and, according to this formulation, the distribution on bigram does not

depend on the topic. The introduction of the collocation status enrich the generative

semantic of the model and this idea can be applied to all the approaches proposed in

Section 4.4.

All the previously discussed models approach the problem of sequence modeling

by inferring the underlying latent topic and then generate a sequence of words ac-

cording to this distribution. This perspective, does not take into account the fact that

words in a text document may exhibit both syntactical and semantic correlations.

A Composite Model, which captures both semantic and syntactic roles, has been

proposed in [41]. The graphical model for the generation of a document, given in

Fig. 4.10(c), clarify this concept. The semantic/syntactic dependencies among words

are modeled by employing two different latent variables, namely Z and C; while

the semantic layer follows a simple LDA model, the syntactic one is instantiated by

modeling transitions between the set of classesC through an hidden Markov model.

One of these classes correspond to the semantic class and, when is observed, enable

the generation of the word according the current topic. Other classes capture word

co-occurrences that are due to syntactic aspects of the modeled language.
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Fig. 4.10: HTMM, Collocation and Composite graphical model for the generation of a docu-

ment





5

Conclusion

In this thesis we have presented an integrated and innovative framework for the devel-

opment of web applications with advanced features. The whole framework is com-

posed by a powerful set of tools and offers a wide range of features: Document and

Content Management, Social Cooperation, Knowledge Discovery, Business Process

Management.

The core of the framework, Borè, allows Web information to be de ned, orga-

nized, stored, queried and displayed as customizable resources and relations, and it

directly supports social networks, which spontaneously arise when users share re-

sources among each others.

An extension of the Borè platform, Caldera, introduces innovative features with

the aim of de ning a complete and uni ed framework. Caldera is a platform for

managing ad analyzing collaborative process, which integrates an advanced recom-

mender system. Caldera is innovative under different perspectives, since it allows (i)

the de nition and the management of semi-structured contents and (ii) to realize So-

cial Networks and Social Cooperations; (iii) it is integrated with both recommender

systems and (iv) with innovative features of process mining through log analysis.

The last two topics were widely investigated and innovative solutions have been in-

troduced. A thorough experimental evaluation over real-word data shows the perfor-

mance advantages of the proposed approaches. The Caldera architecture is reported

in Fig. 5.1.

We have widely discussed the advanced business process management tech-

niques exploited byCaldera; in particular we have focused on Process Discovery and

Performance Prediction issues. Concerning Process Discovery we have presented a

survey of the state-of-the-art techniques that aim at automatically extracting behav-

ioral process models from log data. Regarding Performance Prediction, after report-

ing leading techniques, we have sketched the main ideas and contributions of an

innovative approach presented in [8, 9] to discover predictive models for run-time

support. In these works, we have combined performance prediction with a predictive

clustering technique; this brings substantial gain in terms of readability and accuracy.

Moreover the proposed technique frees the analyst from the burden of explicitly set-
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Fig. 5.1: Caldera architecture

ting the abstraction level which is determined, instead, in a data-driven way. Work

presented in [8] has been awarded with the Best Paper Award during the 15th Inter-

national Conference on Enterprise Information Systems (ICEIS13).

Concerning Recommendation and Knowledge Discovery, we have focused on

probabilistic approaches to recommendation and we have presented our extensions

to classic probabilistic topic models, introducing causality and dependency through

a sequential approach. We have studied three extensions of the LDA model which

relax the bag-of-word assumption by hypothesizing that the current observation de-

pends on previous information. For each of the proposed models we have provided a

Gibbs Sampling parameter estimation procedure and an experimental evaluation was

accomplished by studying the models both from a model  tting and an applicative

perspective. We have found that the proposed models provide a better framework

for modeling contextual information in a recommendation scenario, when the data

exhibit intrinsic temporal dependency.

In short, our contributions in this direction can be summarized as follows:

1. we have proposed a uni ed probabilistic framework to model dependency in

preference data, and instantiate the framework in accordance to different as-

sumptions on the sequentiality of the underlying generative process;

2. we have studied and experimentally compared the proposed models, highlight-

ing relative advantages and weaknesses;

3. we have studied how to adapt this framework to support a recommendation sce-

nario. In particular, for each of the proposed models, we have provided the rela-
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tive ranking function that can be used to generate personalized and context-aware

recommendation lists;

4. we have shown that the proposed sequential modeling of preference data bet-

ter models the underlying data, as it allows more accurate recommendations in

terms of precision and recall.

Besides the scenarios investigated, we believe that this topic is worth extending in

two main directions. On the one side, it would be interesting to generalize the notion

of �contextual information�: in our approach, a context was represented by temporal

dependency. However, there are other observable features that can contribute in the

likelihood of observing an item in a user�s trace, such as geographical location, tags,

etc. Even further, interaction of a user in a social network is having an increasing

impact in user�s behavior. Analyzing the in!uence of the neighbors in a network can

help better evaluate both the temporal dependencies and the likelihood of an item to

be selected.
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