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Abstract 

The Geomatics techniques for the detection and 

representation of the land and objects have seen an 

exceptional development in recent years. The 

applications are innumerable and range from land 

planning to geophysics, from mitigation of landslide 

risk to monitoring of artifacts, from cultural heritage 

to medicine. 

With particular regard to the structures and to the 

land, the technologies used can be divided into three 

categories: techniques based on the acquisition and 

processing of images, techniques based on the 

measurement of angles and distances, and combinations 

of the foregoing.  

After an overview of Geomatics techniques and their 

basic theoretical concepts, a number of aspects have 

been thoroughly investigated. There follows a series of 

applications of the techniques described. Finally two 

new applications for deflection measurement of bridges 

under dynamic load are presented. 

 

 

 

 

 



 

 

 

Riassunto 

Le tecniche geomatiche per il rilievo e la 

rappresentazione del territorio e degli oggetti hanno 

avuto negli ultimi anni uno sviluppo eccezionale. Le 

applicazioni sono innumerevoli e spaziano dalla 

pianificazione del territorio alla geofisica, dalla 

mitigazione del rischio idrogeologico al monitoraggio 

di manufatti, dai beni culturali alla medicina. 

Con particolare riguardo alle strutture e al 

territorio le tecnologie utilizzate possono essere 

distinte in tre categorie: tecniche basate 

sull’acquisizione ed il trattamento di immagini, 

tecniche basate sulla misura di angoli e distanze, 

combinazioni delle precedenti tecniche.  

Dopo una panoramica delle tecniche geomatiche e dei 

rispettivi concetti teorici di base, alcuni aspetti 

sono approfonditi. Seguono una serie di applicazioni 

delle tecniche descritte. Infine vengono presentate due 

nuove applicazioni per la misura della deformazione di 

ponti sottoposti a carico dinamico. 
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Introduction 

 

The continuing evolution of surveying techniques and 

3D modeling, and, more generally, of Geomatic 

techniques based on sensors and the development of ever 

more efficient systems for the display of digital data, 

highlights the added value of the use of these methods 

in the field of evaluation, diagnosis and monitoring of 

structures and land. 

In particular, there is a growing awareness about the 

active contribution that these technologies can provide 

in interpretation, storage, and data archiving and 

enhancement of detected objects. 

The growing role of survey methods and digital three-

dimensional modeling, in structural and territorial 

fields, is confirmed by the growth in demand, and their 

increasing use at different levels of scale and 
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resolution. Obviously the use of these instruments fits 

within the coding of a cognitive process, in which 

particular attention is paid to the integration of both 

traditional and innovative methods. 

Some theoretical and experimental aspects related to 

surveying, diagnosis and monitoring of structures and 

land using geomatics techniques are described in this 

dissertation. Its structure and brief explanations of 

the chapters are presented as follows: 

 Chapter 1 explains the Geomatics techniques and the 

operating principles and the most common uses of 

the instruments for 3D data capture in the 

structural, cultural heritage and territorial 

fields. 

 Chapter 2 describes the case study of the 

Cavalcanti Palace. In order to evaluate the 

vulnerability of the building surveys on the 

building were carried out to define the state of 

degradation and the crack pattern. A special survey 

was carried out to check the verticality of the 

main facade using the total station. 

 Chapter 3 describes the survey of the Escuelas Pias 

Church in Valencia.  The creation of the 3D model 

and results of some investigations has allowed the 

formulation of a hypothesis about the design of 

dome. 
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 Chapter 4 describes the investigations carried out 

on the church of Santa Maria dei Longobardi, in San 

Marco Argentano, to understanding the structure of 

the facade. 

 Chapter 5 describes the activities, instruments and 

techniques used for surveying and modeling 

operations, along with the deviations between 

models and "as built", of ancient and modern 

bridges. 

 Chapter 6 describes the experiments conducted using 

the DIC method for the testing of some composite 

material specimens; the test has been integrated 

with an IR survey. 

 Chapter 7 describes the operations regarding the 

surveys of two landslides useful for evaluating 

dynamic and evolutionary mechanisms present in 

these areas and to predict possible scenarios of 

transformation. 

 Chapter 8 describes a new procedure to measure the 

dynamic deformation of a structure using a laser 

pointer. 

 Chapter 9 describes a new procedure to measure the 

dynamic deformation of a structure using laser 

scanner. 

 Chapter 10 presents the conclusions of this 

dissertation and recommendations for future 

research work. 
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1  

Geomatics: techniques and 

tools for survey  

 

Geomatics is a field of activity which,using a 

systematic approach, integrates all the means used to 

acquire and manage spatial data required as part of 

scientific, administrative, legal and technical 

operations involved in the process of production and 

management of spatial information. These activities 

include, but are not limited to, cartography, control 

surveying, digital mapping, geodesy, geographic 

information systems, hydrography, land information 

management, land surveying, mining surveying, 

photogrammetry and remote sensing. 

 

Definition by the Canadian Institute of Geomatics in their 

quarterly journal "Geomatica" 
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Geomatics comes from the French word gèomatique. It 

comes from the greek geo (earth) and informatics 

(information + automation + ics) [Kemp, 2008]. 

The first use of this term is documented in the early 

1970s, in France, when the Ministry of Equipment and 

Housing established the Commission permanente de la 

géomatique. After that this term was no longer used for 

several years. 

In 1981, the term was reinvented by Michel Paradis, a 

French-speaking surveyor. He was a photogrammetrist 

working for the Ministry of Natural Resources in the 

Quebec Provincial Government, and used this term for a 

keynote paper he wrote for the 100th anniversary 

symposium of the Canadian Institute of Surveyng (which 

became the Canadian Institute of Geomatics)[Paradis, 

1981]. 

With this term, he underlined the common aspects 

among the disciplines involved in data acquisition, 

processing, and dissemination of spatial data 

(surveying, photogrammetry, geodesy, hydrography, 

remote sensing, cartography, and GIS). In 1986, the 

Department of Surveyng at Laval University, driven by 

Pierre Gagnon, introduced the first academic program on 

geomatics in the world, thus replacing its surveying 

program [Bédard et al. 1987]. In 1989, the University 

changed the name of the Department (Geomatics 

Sciences), of the Faculty (Forestry and Geomatics) and 
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created the Centre for Geomatics. 

Surveying departments at the University of Calgary 

and the University of New Brunswick also adopted this 

new name between the late 1980s and early 1990s, when 

they changed their identification as well as the titles 

of their degrees.  

The term “geomatics” is nowadays widely used all 

around the world. It is commonly recognized that Canada 

is its motherland. 

Geomatics includes the instruments and techniques 

used in land surveying, remote sensing, cartography, 

GIS (geographic information systems), GNSS (Global 

Navigation Satellite System), photogrammetry, 

geophysics, geography and mapping. 

In a wider interpretation, Geomatics includes all 

techniques related to spatially referenced information. 

There are many disciplines and techniques that 

constitute geomatics [Gomarasca, 2009]: 

 Computer science: considered as a science of 

representation and the processing of applicable 

information through the development of 

technological tools (hardware) and of methods, 

models, algorithms and systems (software). 

 Geodesy: the science that studies the shape and 

size of the Earth to define the reference surface 

in its complete form, the geoid, and in its 

simplified form, ellipsoid, and its external 
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gravitational field as a function of time. 

 Topography: started with and as part of geodesy. It 

is the set of procedures of direct land surveying. 

Topography is a combination of methods and 

instruments to measure and represent the details of 

the Earth's surface by planimetry, altimetry, 

tachymetry and land surveying. 

 Cartography: the description of the shape and 

dimension of the Earth and its natural and 

artificial details, by means of graphical or 

numerical representation of more or less wide 

areas, following fixed rules. 

 Photogrammetry: the science that determines the 

position and shapes of objects by measuring them 

from photographic images. 

 Remote sensing: the remote capture of data relating 

to territorial and environmental data, and the set 

of methods and techniques for their subsequent 

processing and interpretation. 

 Global Positioning System (GPS): this is used to 

determine the three-dimensional (3D) position of 

fixed or moving objects, in space and time, all 

over the Earth’s surface, under any meteorological 

conditions and in real time. 

 Laser scanning: this is used for the identification 

of subjects and the measurement of their shape and 

dimensions by means of the incident radiation in 
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the optical frequencies (0.3–15 μm) of the 

electromagnetic spectrum. 

 Geographical Information System (GIS): a powerful 

combination of instruments capable of receiving, 

recording, recalling, transforming, representing 

and processing georeferenced spatial data. 

 Decision Support Systems (DSS): These are 

associated with and made up of sophisticated 

information systems, able to create a number of 

evolutionary scenarios by modeling of reality and 

then to provide the decision maker’s choice from 

various possible solutions. 

 Expert System (ES): these are tools that can mimic 

cognitive processes made by the experts and their 

ability to manage the complexity of a real 

situation by means of interdependent processes of 

abstraction, generalization and approximation. 

 WebGIS: these are networked systems for the 

dissemination of geographic data stored on machines 

dedicated to the storage of databases, according to 

a complex network architecture. 

 Ontology: this is simplified view of the world that 

consists of a set of types, properties, and 

relationship types. 

 

The Geomatics techniques use sensors. In particular, 

the three-dimensional sensors are tools to generate a 
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3D model of the scene they are surveying [Russo et al., 

2011]. Of particular importance are the sensors based 

on the use of light radiation, within which  a further 

distinction can be made according to the nature of the 

light used to perform the measurement. Methods using 

natural light are called "passive" (photogrammetric 

technique, theodolites, etc.); but if the light is 

encoded so as to play a role in the measurement 

process, they are called "active sensors" (laser 

scanners, structured light projection instruments, 

radar, total stations, etc.). 

Active optical sensors [Blais, 2004; Guidi et al. 

2010] map directly to the spatial position of the 

surface or the point detected, sometimes coupled to 

information color. This type of active instruments has 

the main advantage of acquiring directly and in a short 

space of time large amounts of data relating to a very 

complex geometry with an accuracy boost. The 

combination of these features makes this kind of 

instrument ideal for many applications, both at long 

and close range, but not suitable for all environmental 

conditions and the material characteristics of the 

artifacts [El-Hakim et al., 1995]. 
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1.1 Total Station  

 

The first instrument for the measuring of angles was 

the optical transit. In the 1970's, the electronic 

theodolite began to replace the optical transit because 

it measured angles more accurately. By the early 1980’s 

there appeared a new instrument called “total station" 

an electronic/optical device that was able to perform 

all necessary measurements (total) by using different 

techniques in one single device (station). It is, 

therefore, an electronic theodolite (transit) to read 

angles integrated with an Electronic Distance Meter 

(EDM) to read slope and distances, allowing  storage of 

the measurements performed, without having to 

transcribe these accounts manually.  

The basic components of a total station are [Ghilani 

and Wolf, 2011]: 

 The alidade: the upper mobile part of 

instrumentation that includes, the telescope and 

EDM, the angle meausurment system, the vertical 

circle, the microprocessor, the keyboard and the 

display, and the communication port. It is a shell, 

made of light aluminum alloy. Inside, on the 
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uprights and at the bottom,  are allocated the 

circles to the angular readings, the various 

sensors and electronic devices, with the relative 

cabling, necessary to the overall management of the 

station, and also, in the robot stations, small 

electric motors implementing controlled rotations 

of the  alidade and telescope. In the lower part, 

there are also provided one or two openings, 

diametrically opposite, used for mounting the panel 

reserved for the keyboard and the display. 

The telescope is short, has reticles with 

crosshairs etched on glass, and is equipped with 

rifle sights or collimators for rough pointing 

(recent models are equipped with laser pointers). 

The telescopes, generally, have two focusing 

controls. The first, the objective control, is used 

to focus on the object being viewed; the second, 

the eyepiece, is used to focus on the reticle.  

The EDM, electronic distance meter, is assembled so 

that its axis coincides with the line of sight of 

the telescope, so the telescope and the EDM are 

coaxial. The distance measurement can be carried 

out with the reflector prism (range of some 

kilometers), or reflectorless in which the 

reflection takes place directly on the collimated 

object (range of two kilometers). The EDM uses 

electromagnetic (EM) energy to determine the length 
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of a line. The light radiation emitted by EDM to 

the prism reflectors, or to the surfaces of objects 

in the non-prism mode, comes from that reflected by 

the prisms and redirected to the device, which is 

detected by a photosensitive sensor. The radiation, 

then, is converted into electrical signals that 

allow the measurement of distance by means of the 

technique of phase measurement, that is, evaluated 

in the phase difference between the beam sent and 

the return, or the technique of measuring pulses, 

in which the flight time of a light pulse returning 

to the device is rated. 

 The base: this is a static part of instrument which 

has three pivots inserted in three corresponding 

holes of the tribrach, and here retained by the 

security device. 

 The tribrach: consists of an upper plate having 

three holes where the three correspondents pivots 

of the base are insert, a clamping device to secure 

the base of the total station or accessories, and a 

circular level (bull's-eye bubble); three screws 

for leveling; a lower plate with thread to attach 

the tribrach to the head of a tripod.  

 The optical plummet and laser plummet: built into 

tribrach or alidade and permits accurate centering 

over a point. In newer instruments, laser plummets 

have replaced the optical plummet.  
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Three classes of total station are available: Manual, 

semiautomatic and automatic [Gopi, 2007]. With the 

manual station, it is necessary to read the horizontal 

and verticals angles manually. The Semiautomatic 

Stations have mechanical motors allowing motorised 

angle movements both on the vertical and horizontal 

axes. When a servo station is able to recognise and 

track a reflector prism, it is called an Automatic 

Station. This characteristc is called Autolock by 

Trimble and Automatic Target Recognition (ATR) by 

Leica. The position of target is recognised from the 

station using either radio waves or imaging 

technologies. When the station can be controlled from a 

distance via remote control it is known as a Robotic 

total station. In the late 1990s, the swedish Dandryd 

introduced the first robotic total station called the 

Geodimeter. 

The very latest total stations offer several 

functionalities that benefit standard surveying, like 

the systematic survey of the control points located on 

a monitored structure, grid scanning and atmospheric 

correction. With the grid scanning function the 

surveyor can programme the station to measure points by 

specifying a view window area and setting the 

horizontal and vertical intervals of the points to be 

measured. Rather than needing to aim at each individual 
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point, it is only necessary to decide the optimum point 

interval, the grid interval, in order to represent the 

object with sufficient accuracy.  The distance 

measurement is based on the evaluation of a light 

signal that penetrates the atmosphere, which depending 

on the variability of its condition, influences the 

precision of measurement. The latest total stations, 

once inserted weather conditions, automatically apply 

to crude measure carried out a due correction. 

The maximum accuracy of Total Stations is 1 mm/km for 

the distance and 0.5” for the angles. 

In recent years, total stations coupled to an antenna 

system were produced with a GPS receiver mounted 

statically on the same station, or traveling on a 

telescopic pole. This allows us to integrate satellite 

measurements with those made by the station, 

determining the position of the instrument or points 

detected. 
Total Stations are used today in many fields of 

application: engineering, topography, geology, 

architecture, Industrial modeling, Marine, Archaeology 

and Cultural Heritage, monitoring. In recent years they 

have been used to measure the movement of structures 

and natural processes with good results [Hill and 

Sippel 2002; Kuhlmann and Glaser 2002; Cosser et al., 

2003; Gairns, 2008]. 
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1.2 Global Navigation Satellite 

System (GNSS) 

 

The Global Satellite Navigation Systems (GNSS) are 

systems for geo-radiolocation and terrestrial, maritime 

or air navigation, based on a constellation of 

satellites which emit radio signals, designed for 

positioning and navigation on any point of the earth or 

in its vicinity, characterized by global coverage 

[Biagi, 2009]. 

Each system can be thought of as comprising three 

modules, or segments: 

 The space segment: is represented by the satellite 

constellation. 

 The control segment: consists of a global network 

of ground facilities that monitor the status of 

satellites, determines the ephemerides and 

satellite clock offsets and uploads the navigation 

data to the satellites.  

The current GPS control segment includes a master 

control station, an alternate master control 

station, 12 command and control antennas, and 16 
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monitoring sites. The master control station in 

Colorado generates and uploads navigation messages 

and ensures the health and accuracy of the 

satellite constellation.  

The GLONASS ground segment consists of: A System 

Control Centre located at Krasnoznamensk, a network 

of five Telemetry, Tracking and Command centers 

(TT&C), the Central Clock situated in Schelkovo 

(near Moscow), three Upload Stations, two Laser 

Ranging Stations (SLR), a network of 

four Monitoring and Measuring Stations, 

six additional Monitoring and Measuring 

Stations are to start operating on the territory of 

the Russian Federation and the Commonwealth of 

Independent States in the near future. 

 The user segment: this consists of the GNSS 

receiver equipment, which receives the signals from 

the GPS satellites and uses the transmitted 

information to calculate the user’s three-

dimensional position and time. 

 

The satellite positioning is realized through a 

spatial intersection, taking into account that the 

positions of the satellites are considered known in the 

WGS84 system. To estimate the unknown coordinates of 

the generic receiver located on the Earth's surface, 

one must know a sufficient number of ranges, i.e 
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satellite-receiver distances, at a given instant. 

The satellite positioning can be effected in three 

ways: 

 Absolute positioning: the coordinates of the vertex 

on which is placed the receiver are estimated only 

by processing the observations which it made with 

respect to the acquired satellites, the receiver 

then works individually and, given the low accuracy 

attainable with this technique, they run only code 

measurements. 

 Relative positioning: two or more receivers are 

placed in the simultaneous acquisition of the 

observations of common satellites; the components 

of the vector joining the two receivers (baseline) 

are estimated. This technique makes it possible to 

achieve better accuracies, because it eliminates or 

reduces biases involved in the measurements. 

 Differential positioning: a receiver, called rover, 

placed on the vertex to detect and estimate its 

coordinates in absolute positioning. These 

coordinates are corrected by a differential 

correction calculated from a base station, placed 

on a point of known coordinates, or by a network of 

permanent stations which is sent to the rover. In 

this case you can obtain good accuracies. This 

technique can be applied to measurements of code or 

phase.  
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The differential positioning can be performed for 

obtaining fixed positions (static) or for tracking 

(cinematic), both in post-processing and in real 

time (RTK).  

 

The satellite–receiver distance can be derived in two 

ways: pseudo-distance measures (code measures), and 

phase measures [Biagi, 2009]. 

To define the coordinates of a point, with the 

pseudo-distance measures or code measures, the signals 

of four satellites are needed simultaneously, because 

the unknowns are the three coordinates of the receiver 

(XR, YR, ZR) and the synchronization error of the 

receiver clock with respect to the clocks of the 

satellites (δtR-δt
S
): 

 

𝑃𝑅 
𝑆 = 𝜏𝑅 

𝑆 𝑐 = 𝑐 (∆𝑇𝑅
𝑆 − (δ𝑡𝑅 − δ𝑡𝑆)) = √(𝑋𝑅 − 𝑋𝑆)2 + (𝑌𝑅 + 𝑌𝑆)2 + (𝑍𝑅 + 𝑍𝑆)2 

(1.2.1) 

 

Where: 

τR
S
 is the travel time of the signal from the 

satellite to the receiver;  

c is the speed of light; 

ΔT
S
R is the delay observed by the receiver R to the 

satellite S; 

δt
S
 synchronous error of the satellite clock with 

respect to the reference time GNSS; 
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δtR synchronous error of the receiver clock with 

respect to the reference time GNSS. 

 

The receiver, after synchronization of its clock, 

replies the code of the satellite and through the 

measured delay ΔT
S
R obtains the pseudo-distance P

S
R. 

The phase measure is based on the calculation of the 

phase difference between the phase of the L1 and L2 

sent from the satellite and its replica generated by 

the receiver, i.e. a sine wave of equal frequency f. 

The equation of observation at time t is: 

 

Φ𝑅 
𝑆 (𝑡) = Φ𝑅(𝑡) − Φ𝑆(𝑡 − 𝜏𝑅 

𝑆 ) (1.2.2) 

 

Where: 

ΦR(t) is the phase of the oscillator of the receiver 

at the time of observation;  

ΦS(t- τR
S
) is the phase generated by the oscillator of 

the satellite at the time of sending the 

signal. 

 

Knowing that the phase of the oscillator of the clock 

at time t is: 

 

Φ𝑖(𝑡) = 𝑓0[𝑡 + 𝛿𝑡𝑖(𝑡)] + Φ(𝑡0) = 𝑓0𝑡 + 𝑓0𝛿𝑡𝑖(𝑡) + Φ(𝑡0) (1.2.3) 

 

one obtains: 
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Φ𝑅 
𝑆 (𝑡) = 𝑓0𝑡 − 𝑓0(𝑡 − 𝜏𝑅 

𝑆 ) + 𝑓0𝛿𝑡𝑅(𝑡) − 𝑓0𝛿𝑡𝑆(𝑡 − 𝜏𝑅 
𝑆 ) + Φ𝑅 − Φ𝑆

= 𝑓0𝜏𝑅 
𝑆 + 𝑓0(𝛿𝑡𝑅(𝑡) − 𝛿𝑡𝑆(𝑡)) + Φ𝑅 − Φ𝑆 

(1.2.4) 

 

The correlator of the receiver does not measure the 

number of integer cycles elapsed between the sending of 

a signal and its reception, so to the equation of 

observation must be added NR
S
(t), integer ambiguity, 

which represents the number of carrier cycles  

including that between satellite and receiver, not 

directly observable: 

 

Φ𝑅 
𝑆 (𝑡) = 𝑓0𝜏𝑅 

𝑆 + 𝑓0(𝛿𝑡𝑅(𝑡) − 𝛿𝑡𝑆(𝑡)) + Φ𝑅 − Φ𝑆 + 𝑁𝑅
𝑆(𝑡) (1.2.5) 

 

To obtain the observation in metric units, the 

equation of observation in cycles is multiplied by the 

wavelength of the signal: 

 

𝐿𝑅
𝑆 (t) = λΦ𝑅 

𝑆 (𝑡) = 𝑐𝜏𝑅 
𝑆 (𝑡) + 𝑐(𝛿𝑡𝑅(𝑡) − 𝛿𝑡𝑆(𝑡)) + λ(𝑁𝑅

𝑆(𝑡) + Φ𝑅 − Φ𝑆) 

(1.2.6) 

 

The term of integer ambiguity of the phases is a 

multiple of 19 cm for L1 and a multiple of 24 cm for 

L2. To obtain the ranges, single, double and triple 

differences are computed. Single Difference is the 

difference between the phases received by two receivers 
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from the same satellite, Double Difference is the 

difference between two single differences computed for 

two stations and two satellites. Triple Difference is 

the difference between two double differences from 

measurements recorded at subsequent epochs. Assuming no 

cycle slips, or loss of lock has occurred, this 

eliminates the integer ambiguity, hence used to detect 

cycle slips and loss of lock.  

Taking into account the tropospheric (TRS) and the 

ionospheric (IRS) effects, the single difference 

equation is: 

 

𝐿𝑅1,𝑅2
𝑆 (t) = 𝑐𝜏𝑅1 

𝑆 (𝑡) − 𝑐𝜏𝑅2 
𝑆 (𝑡) + 𝑐(𝛿𝑡𝑅1(𝑡) − 𝛿𝑡𝑅2(𝑡)) + 𝑇𝑅1

𝑆 (t) − 𝑇𝑅2
𝑆 (t)

− 𝐼𝑅1
𝑆 (t) + 𝐼𝑅2

𝑆 (t) + λ(𝑁𝑅1
𝑆 (𝑡) − 𝑁𝑅2

𝑆 (𝑡) + Φ𝑅1−Φ𝑅2) 

(1.2.7) 

While the double difference is 

 

𝐿𝑅1,𝑅2
𝑆1,𝑆2 (t) = 𝑐𝜏𝑅1 

𝑆1 (𝑡) − 𝑐𝜏𝑅2 
𝑆1 (𝑡) − 𝑐𝜏𝑅1 

𝑆2 (𝑡) + 𝑐𝜏𝑅2 
𝑆2 (𝑡) + 𝑇𝑅1

𝑆1(t) − 𝑇𝑅2
𝑆1(t)−𝑇𝑅1

𝑆2(t)

+ 𝑇𝑅2
𝑆2(t) − 𝐼𝑅1

𝑆1(t) + 𝐼𝑅2
𝑆1(t) + 𝐼𝑅1

𝑆2(t) − 𝐼𝑅2
𝑆2(t)

+ λ(𝑁𝑅1
𝑆1(𝑡) − 𝑁𝑅2

𝑆1(𝑡) − 𝑁𝑅1
𝑆2(𝑡) + 𝑁𝑅2

𝑆2(𝑡) ) 

(1.2.8) 

 

The sources of error in the estimation of the actual 

position of a GNSS receiver are different, and each one 

has a different impact on the final calculation. Errors 

can be summarized as: 

 Selective Availability (SA): is the introduction 



22 

 

 

 

of  deliberate errors in the satellite signals in 

order to reduce the accuracy of the detection, 

allowing accuracies only in the order of 100-150 

m. Such signal degradation was disabled on May 1, 

2000.  

 Satellite Geometry: this describes the relative 

position of the satellites from the point of view 

of the observer-receiver. If a receiver sees four 

satellites that are all arranged in the same area, 

such as the north-west, this leads to poor 

geometry. If the four satellites are well 

distributed throughout the firmament, the 

calculated position will be much more precise. 

To indicate the satellite geometry, the indices 

DOP (Dilution of Precision) are commonly used. 

 Orbit Satellite: Although satellites are 

positioned carefully on extremely precise orbits, 

slight deviations of the same are possible because 

of gravitational forces. The data of the orbits 

are checked and adjusted regularly, and they are 

sent to the receivers in the data set containing 

the ephemerides. 

 Multipath (>10m): this is due to the presence, in 

the vicinity of the receiver, of surfaces capable 

of reflecting the signal. To obviate this problem, 

the antennas are equipped with an appropriate 

screen, ground plane, which prevents, at least in 
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part, the reception of the reflected signals from 

the ground. 

 Atmospheric Effects: the speed of propagation of 

the radio signals is reduced when the signals pass 

through the troposphere (delay from 2 to 10m) and 

the ionosphere (delay from 10-30m up to loss of 

lock), compared to the speed of propagation in the 

vacuum in which propagation is at the speed of 

299,792,458 m/s. 

The ionospheric noise is due to the layers of 

atmosphere between 100 km and 1000 km altitude 

where there are ions and free electrons which 

interfere with the propagation of the GNSS. The 

local refractive index takes the following value: 

 

n(r) = 1 ±
A∙NE(r)

f2   (1.2.9) 

 

Where: 

A=40.3 m
3
s
-2
 

f is the signal frequency in Hz 

NE(r) is the density of electrons, in number×m
3
, 

in a point. 

 

By integrating along the path through the 

ionosphere one obtains, in metric units: 
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IR
S = ∫ (n(r) − 1)dr

IonoR
S

= ± ∫ A
NE(r)

f 2
dr = ±

A

f 2
∫ NE(r)dr = ±A

TECR
S

f 2

IonoR
SIonoR

S

 

(1.2.10) 

 

Where TECR
S
, Total Electron Content, i.e. the 

density of free electrons along the signal path 

per unit area.
 
The content of electrons in the 

ionosphere varies significantly depending on the 

intensity of solar radiation incident in the 

atmosphere, which in turn depends on the intensity 

of solar activity and time of day; thus 

ionospheric disturbance presents great 

variability. 

The GNSS receivers that use a single frequency 

partially eliminate the ionospheric effect by 

means of a model such as the Klobuchar model 

[Klobuchar, 1986] for the GPS and the NeQuick 

model [Arbesser and Rastburg, 2006] for the future 

Galileo, contained in the internal software of the 

receiver and whose parameters are contained in the 

navigation message transmitted from the satellite. 

Two frequency receivers allow the determination of 

TEC by using the different delays of the signals 

or by calculating the so-called iono-free 

combination. 
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The tropospheric noise is present from the ground 

to about 80-100 km altitude. Itis caused by the 

air and, in the layer of the first 10 km, by the 

presence of water vapor [Saastamoinen, 1972]. 

Given the local refractive index: 

 

n(r) = 1 + k1
P(r)

T(r)
+ k2

e(r)

T(r)
+ k3

e(r)

T2(r)
  (1.2.11) 

 

where P(r) is the pressure in mBar, T(r) is the 

temperature in °K, e is the partial pressure of 

water vapor in mBar and the constants are 

k1=77,624·10
-6
°K·Bar

-1
, k2=-12,920·10

-6
°K·Bar

-1
, 

k3=37,19·10
-2
°K

2
·Bar

-1
, 

by integrating, one obtains: 

 

TR
S = ∫ (k1

P(r)

T(r)
+ k2

e(r)

T(r)
+ k3

e(r)

T2(r)
) dr

TropoR
S

= ± ∫ k1

P(r)

T(r)
dr + ∫ NE (k2

e(r)

T(r)
+ k3

e(r)

T2(r)
) dr

TropoR
STropoR

S

 

(1.2.12) 

 

The first integral is called dry or hydrostatic 

component of the noise and contributes to about 

90% of the total noise, the second is called moist 

component and contributes to the remaining 10%. 

 Synchronization errors and rounding (>10m): the 
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offsets of the clocks of board leads to a lack of 

synchronism between the incoming signal from the 

satellite and the duplicate from the receiver, 

introducing an error in the estimate of the 

distance of approximately 2 m. Rounding and 

calculating  errors of the receiver add another 

meter. 

 Relativistic effects: the relative speed of 

movement of a satellite with respect to the ground 

slows down the time on the satellite approximately 

by 7 microseconds per day, while the gravitational 

potential, lower on orbit of the satellite with 

respect to the ground, accelerates it by 45 

microseconds. Therefore, the balance is that time 

on the satellite speeds approximately of 38 

microseconds per day. To obviate the difference 

between clocks on board and ashore, the clocks on 

the satellite are corrected electronically. Without 

these corrections, the system generates GNSS 

position errors to the order of kilometers on a day 

of use. 

 

Two GNSS systems are fully operative: 

 NAVSTAR GPS (NAVigation System Timing And Ranging 

Global positioning System) or GPS: developed in 

1973, with global and continued coverage, it is 

operated by the U.S. Department of Defense. The GPS 
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service was opened to the world for civilian use in 

1991 by the USA under the name SPS (Standard 

Positioning System), with specifications different 

from the military system called PPS (Precision 

Positioning System). The main difference between 

the two systems was represented by the presence in 

the GPS system of Selective Availability (SA). It 

provides real-time position according to the WGS84 

(World Global System 1984) geodetic reference 

system, valid for the whole Earth. In 1995, it its 

full operation was officially declared, i.e. the 

real-time navigation is guaranteed 24 hours a day. 

The system presently consists of 31 operational 

satellites, but the United States is committed to 

maintaining the availability of at least 24 

operational GPS satellites. The satellites are 

arranged in six orbital planes inclined at 55° with 

respect to the equatorial plane, so not covering 

the polar zones, in the shape of ellipses with a 

low eccentricity. Each orbital plane has 4 

satellites, and the planes are disposed in such a 

way that every user on earth can receive signals 

from at least 5 satellites. The satellites altitude 

is 20.183 km and do two complete orbits in 11h 56m. 

Each satellite emits on the frequencies of 1575.42 

and 1227.60 MHz, derived from a single oscillator 

with high stability clock equal to 10.23 MHz which 
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is multiplied, respectively, by 154 and 120 to 

obtain the frequency of the two carriers. The 

purpose of the double frequency is to eliminate 

error due to ionospheric refraction [Spaans, 1984; 

Wells, 1987; Achilli et al., 1993; Hoffmann-

Wellenhof et al., 1994; AC01663170, 1995; Cina, 

2000; Tsui, 2000; van der Marel, 2000; Alfred, 

2004; Kaplan and Hegarty, 2005; Van Sickle, 2008].  

 

 GLONASS (GLObal NAvigation Satellite System): this 

was designed and programmed in the mid-1970s, by 

the ex Soviet Union and is managed by Russia. The 

launch of the first satellite dates back to October 

1982 and the constellation was completed, in the 

period of maximum efficiency with 24 satellites, in 

1995. In the following years, due to the severe 

internal economic situation, Russia was not able to 

sustain the entire constellation. In 2002, with the 

improvement of the economic situation, the program 

of revitalization of GLONASS began.  

Currently the system is fully operational. It  

consists of 24 operational satellites distributed 

on three orbital planes, inclined at 64,8° with 

respect to the equatorial plane,  that are 120° 

equidistant from one another, each containing eight 

satellites, uniformly distributed with a step of  

45◦.  The satellites altitude is 19.140 km and do 
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two complete orbits in 11h 15m. Each satellite 

emits on the frequencies of 1602 and 1246 MHz. 

 

In 2003, the European Union approved the project of 

the European constellation called GALILEO. The full 

operation is planned for the end of 2019 and will count 

30 satellites orbiting on three inclined planes with 

respect to the equatorial plane of about 56°, and at an 

altitude of 23,222 km. The orbits that will be followed 

by the satellites are MEO, Medium Earth Orbit. 

There are, also, navigation satellite systems 

designed to cover specific areas of the globe. China 

has its own constellation, called Beidou Satellite 

Navigation and Positioning System, BDS, which currently 

operates on the h24 geographical rectangle between 70 ° 

East, 5 ° North and 140 ° East, 55 ° North. The 

development was announced of  system coverage from 

local to global, with the COMPASS project, consisting 

of 27 satellites in MEO orbit, 5 geostationary and 3 in 

IGSO orbit, whose completion is expected before 2020. 

Japan has the QZSS constellation, Quasi-Zenith 

Satellite System, which currently offers 

interoperability to the GPS on Japan and neighboring 

regions. India has started the project of the IRNSS 

constellation, the Indian Regional Navigational 

Satellite System. 

There are, lastly, the Satellite-based Augmentation 



30 

 

 

 

Systems, SBAS, consisting of a constellation of 

geostationary satellites with the task of sending 

differential corrections, calculated by a network of 

permanent stations on the ground, on the L1 frequency. 

In this way the accuracy of GNSS navigation and 

positioning is improved by up to 1-3 meters; each SBAS 

offers guaranteed accuracy through signal integrity and 

provides further useful signals to positioning. In 

Europe EGNOS is available (European Geostationary 

Navigation Overlay System), consisting of three 

geostationary satellites, equivalent to the US WAAS and 

the Japanese MSAS. 
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1.3 Laser Scanning 

 

A laser is a device that converts energy from a 

primary form (electrical, optical, chemical, thermal or 

nuclear) to a beam of monochromatic, coherent 

electromagnetic radiation of high intensity: the laser 

light. 

The fundamental discovery that allowed the emission 

of laser light is due to A. Einstein in 1917 [Einstein, 

1917]. The term "L.A.S.E.R." is an acronym for "Light 

Amplification by Stimulated Emission of Radiation". It 

took several decades to achieve practical 

implementation of the instrument [Bertolotti, 1985; 

Trainer, 2010]. In 1954, H. Townes, J.P. Gordon and 

H.J. Zeiger (Columbia University, New York) [Gordon et 

al.,1955], and, independently, N.G. Basov and A.M. 

Prokhorov (Lebedev Institute, Moscow) [Basov, 1955], 

managed  to realize the first microwave amplifiers 

based on the process of stimulated emission, the 

precursor to the laser, which were called MASER 

(Microwave Amplification by Stimulated Emission of 

Radiation). In 1958, Charles Townes and Arthur Schawlow 

theoretically developed the idea of an optical 
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amplifier enclosed within a pair of reflecting mirrors 

to form a resonant cavity intended to select and to 

amplify the light waves of a particular length 

[Schawlow and Townes, 1958]. Two years later, in 1960, 

Theodore Maiman created the first working laser. 

Maiman's laser was a "pink" ruby rod, with its ends 

silvered, placed inside a spring-shaped flashlamp 

[Maiman, 1960].  

Just before the end of 1960, Ali Javan, William 

Bennet, and Donald Herriot made the first gas laser (a 

He-Ne laser) using helium and neon [Javan et al., 

1961]. This laser is used in such applications as 

reading Universal Product Codes and surveying 

equipment. Charles Townes, in 1964, shared The Nobel 

Prize in Physics with Alexsandr M. Prokhorov and 

Nikolai G. Basov "for fundamental work in the field of 

quantum electronics, which has led to the construction 

of oscillators and amplifiers based on the maser-laser 

principle" [The Nobel Foundation]. 

The laser, from the physical point of view, is an 

electromagnetic radiation, or light wave, having this 

characteristics [Bornaz, 2006]: 

 Monochromatic: must consist of a single frequency 

of light. 

 Spatial coherence or unidirectionality: a laser 

beam doesn’t diverge (or rather, has a very low 

divergence) and this feature enables it not to lose 



33 

 

 

 

power and spread over a great distance. 

 Temporal consistency: this must consist of waves of 

the same frequency and the same phase which are 

added to each other giving rise to a train of light 

which can be pushed with high intensity and high 

power output. 

 

More simply, it is possible to define the laser as a 

focused monochromatic light radiation, formed by 

parallel waves in phase with each other. 

At the present time, the condition of spatial 

coherence or unidirectionality is difficult to reach. 

The beams that make up a laser emission, in fact, are 

"virtually" parallel, or are suffering from a slight 

divergence that, within short distances, is absolutely 

negligible. 

The phenomenon of divergence of the laser beam is 

linked to the limited size of the cavity in which it is 

produced as well as to the diffraction phenomenon due 

to the exit window of the beam. 

In the absence of the phenomenon of divergence, a 

laser beam incident to any single surface, would have 

an almost punctiform section. The divergence of the 

beam is such that the actual footprint of impact, 

instead of a point, is an area (typically quite small). 

Lasers are classified, depending on the nature of the 

active material used, substances that produces laser 
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radiation, into: solid state lasers, gas lasers, 

Semiconductor laser, Liquid Laser, Free electron laser. 

Depending on their characteristics, lasers are 

grouped according to classes of hazard. The IEC (EN) 

60825-1:2001 “Safety of laser products part 1: 

equipment classification, requirements and user’s 

guide”, defines laser classes and measurement 

conditions, labelling, engineering controls etc, 

maximum permissible exposures (MPE) and accessible 

emission limits (AEL). The classes normally used are 

Class 1, 1M, 2, 2M, 3R, 3B. Class 4 lasers are not used 

for scanning instruments. Some recent terrestrial 

medium range instruments (e.g. Z+F IMAGER® 5010C) use a 

class 1 laser (Lasers that are safe under reasonably 

foreseeable conditions of operation, including the use 

of optical instruments for intrabeam viewing). The most 

powerful models can measure distances up to 6 km (Riegl 

VZ 6000) and use a Class 3B Laser (Lasers that are 

normally hazardous when direct intrabeam exposure 

occurs - i.e. within the Nominal Ocular Hazard 

Distance. Viewing diffuse reflections is normally 

safe).  

 

Laser Scanning is a survey technique which allows us 

to obtain the shape, size and position (digital model) 

of objects by measuring, across  short intervals of 

time, an extremely high number of points (in relation 

http://www.zf-laser.com/Z-F-IMAGER-R-5010C.3d_laserscanner.0.html?&L=3
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to the amplitudes detected and the scanning step 

imposed) belonging to the surface of the same objects, 

using special instruments known as laser scanners. 

3D laser scanning technology was developed during the 

last half of the 20th century in an attempt to recreate 

accurately the surfaces of various objects and places. 

The first 3D scanning technology was created in the 

1960s. The early scanners used lights, cameras and 

projectors to perform this task. Due to limitations of 

the equipment, it often took a lot of time and effort 

to scan objects accurately. After 1985, they were 

replaced with scanners that could use white light, 

lasers and shadowing to capture a given surface [Abdel, 

2011]. 

Since the appearance of the first Laser Scanners on 

the market, dramatic improvements in terms of 

measurement speed, accuracy and general usability can 

be observed over the last twenty years. The development 

of the Laser Scanner can be roughly categorized into 

four phases, or generations [Rudolf, 2011]: 

 1st generation (from 1997): The instruments are 

bulky, look like prototypes and the data storage 

and the power supply are external. The measurement 

frequency is between 1 and 5 kHz within a range of 

50 to 200m. All systems are pulse based. Typical 

representatives are: CYRAX 2200, RIEGL LMS Z210.  

 2nd generation (from 2002): The data storage and 
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the power supply are still external to the 

instrument, but the systems become faster. The 

first phase based systems appear on the market. 

Typical representatives are: CALLIDUS, CYRAX 2500, 

ZOLLER + FRÖHLICH IMAGER 5003.  

 3rd generation (from 2007): The manufacturers start 

integrating the data storage and the power supply 

into the instrument. The range and the measurement 

speed are improved. Digital images are more and 

more combined with point clouds. Forced centering 

systems and reflectors or GNSS-antennas on top of 

the instruments allow a closer cooperation with 

traditional surveying methods. Typical 

representatives are: FARO PHOTON, ISITE 4400, LEICA 

SCAN STATION, RIEGL LMS Z-420i, ZOLLER + FRÖHLICH 

IMAGER 5006.  

 4th generation (from 2009): The data storage and 

the powering are fully integrated. The camera is 

also part of the acquisition and data treatment 

process. RIEGL introduces the Full-Wave-Form-

Analysis, allowing the detection of multiple echoes 

in one measurement. In addition, the performance in 

terms of measurement speed and range is again 

improved. Typical representatives are: FARO FOCUS, 

RIEGL VZ 1000, ZOLLER + FRÖHLICH IMAGER 5010. 

 

Laser scanning or Light Detection And Ranging (LiDAR) 
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systems use lasers to make measurements from a tripod 

or other stationary mount, a mobile terrestrial 

vehicle, or an aircraft [Pirotti et al., 2013]. 

The choice of instrument [Romsek, 2008; Boehler et 

al.,2003] must be carried out according to the specific 

use and taking into account multiple characteristics: 

accuracy; acquisition rate; measuring range; wavelength 

of the laser beam, taking into account the possible 

sources of exterior noise (sunlight, humidity) and the 

reflectivity of the scanned surfaces; field of view of 

the instrument; allocation of digital cameras inside or 

outside; ease of transport; type of power; capture 

software quality. 

Laser Scanners can be classified [Blais, 2004], 

according to the technology used for the measuring 

distances, into three types: 

• Optical Triangulation: The components of a 

triangulation laser scanner are, mainly, a laser 

source, a scanning mirror to direct the laser beam 

(generally a Mirror Galvanometer Scanner), a CCD 

and a lens (figure 1.3.1). The position of a point 

on the object is obtained by triangulation. In 

fact, it is solved a triangle in which the base and 

the adjacent angles are known. The angle of the 

light beam leaving the scanner is internally 

recorded, the angle of the laser beam incident on 

the CCD is also recorded and the base (the distance 
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between laser emitter and the center of the CCD 

receiver) is known from calibration. This type of 

scanner reaches 3D point standard deviations of 

less than 0.1 millimeter at very close range, less 

than 2 meters. The accuracy depends on both the 

length of the scanner base and the object distance. 

 

 

 

Figure 1.3.1: Principle of a triangulation laser 

scanner.  

 

• Time Of Flight (TOF): is composed of a pulsed laser 

emitting the beam, a mirror reflecting the beam 

towards the scanned area (generally a Rotating 

Mirror Scanner), and an optical receiver subsystem, 

which detects the laser pulse reflected by the 

object (Figure 1.3.2). Since the speed of light is 

known, the travel time of the laser pulse can be 

converted to a precise range measurement. For short 
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and medium distances, the atmospheric 

characteristics do not affect the accuracy of range 

measurement. One can then write: 

 

2D = vΔt    (1.3.1) 

 

Where: 

D is the measure of distance. 

v = c is the speed of propagation of the impulse in 

the medium considered (c0 = 299,792,458 m/s). 

t is the flight time.  

To obtain a 5 mm accuracy, a time resolution of 33 

ps in the electronics or an equivalent bandwidth of 

at least 30 GHz is required. 

 

 

 

Figure 1.3.2: Principle of a Time Of Flight laser 

scanner.  

 

Picosecond resolution implies very sensitive 
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electronics with high bandwidth, constant group 

delays, and excellent thermal stability [Blais, 

2004]. Accuracy in the measurement is directly 

related to the signal-to-noise ratio. To reduce 

noise, multiple pulses are averaged, and resolution 

in the order of 1 to 10 mm is now standard; 

stability, especially thermal, and non constant 

group delays (drift and jitter) are major concerns 

that must be faced. Different methods have been 

proposed to create a reference signal used to auto 

calibrate the system. High-frequency bandwidth in 

the electronics is needed to amplify the large-

frequency spectrum associated with pulses. 

The maximum measurable range is, presently, of 

about six kilometers. The accuracy is between one 

millimeter and three centimeters, depending on the 

object distance. 

A kind of TOF is a Waveform processing laser 

scanner [Mallet and Bretar, 2009], or echo 

digitization laser scanner, that uses pulsed time 

of flight technology and has real time waveform 

processing capabilities to identify multiple 

returns or reflections of the same signal pulse, 

resulting in multiple object detection. 

 

 Phase based: the emitted laser light is modulated 

into multiple phases and the phase shifts of the 
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returned laser energy are compared. The scanner 

uses phase-shift algorithms to determine the 

distance based on the unique properties of each 

individual phase (figure 1.3.3).  

The range is 25-350m. 

 

 

 

Figure 1.3.3: Principle of a Phase based laser scanner. 

 

Let us consider, as an example the case of a wave 

with a wavelength (λ) and suppose we want to 

measure, using this wave, a distance of less than 

λ/2. The wave, after covering the distance D, is 

reflected on the opposite end and goes back to the 

starting point. The phase shift measured between 

the transmitted wave and the received one will be a 

function of the distance D. Let A be the emission 

point and B the point of reflection of the wave. 
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Let A' be the symmetric point of A with respect to 

B (which is then 2D distant from A). The distance D 

is: 

 

D =
φ

2π
·

λ

2
+ n

λ

2
   →    D = L + n

λ

2
 (1.3.2) 

 

where: 

f = frequency 

φ = phase shift 

λ = wavelength = c/f 

c = velocity of propagation 

n = ambiguity 

To measure a distance with a phase-based distance 

meter, it is therefore necessary to measure the 

phase shift φ and evaluate, without error, the 

integer number of half wavelengths. 

Laser scanner measurements 

The procedure for determining the coordinates of a 

point is distinct in two steps: data acquisition and 

calculation of the position. 

Data acquisition involves three tasks (system 

calibration, georeferencing, measurement); the 

calculation of the position is obtained by data 

processing, which involves several steps: filtering and 
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deleting of features not belonging to the object; 

narrowing of the data; coordinate transformation and 

interpolation. 

The greatest strengths of the laser scanner are: high 

speed and degree of automation; the survey is 

practically not affected by light conditions; very 

accurate three-dimensional geometric information; 

evaluation of the different reflectance values and, 

thus, possibility of  evaluating the type of material 

constituting the detected object; possibility of 

integrating the survey with orthophotos or photos; 

possibility, through the analysis of the virtual model 

3D, of visualizing and studying the object in terms of  

different aspects. 

The accuracy of the laser scanner is directly 

affected by [Godin et al., 2001; Lichti et al., 2002; 

Voegtle et al., 2008; Beraldin et al., 2007]: 

 the quality of the internal device that performs 

the measurement; 

 the characteristics of the scanned material and 

scene, in terms of reflection, light diffusion and 

absorption (amplitude response);  

 the orientation and the local shape of the surface 

struck by the laser; 

 the characteristics of the working environment;  

 the coherence of the backscattered light (phase 

randomization);  
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 the chromatic content of the scanned material 

(frequency response).  

When radiation hits the surface of a real body, also 

called gray body, it is partially absorbed by the body, 

in part reflected by the surface and in part 

transmitted. The following dimensionless coefficients 

can be defined (varying between 0 and 1), which measure 

the interactions between energy and matter: 

Absorptivity (): the ratio EA/EI between absorbed and 

incident energy; Reflectivity (): the ratio ER/EI 

between the reflected energy and the incident energy; 

Transmissivity (): the ratio ET/EI between the 

transmitted and the incident energy. 

Generally, the perfectly smooth surfaces reflect in a 

specular way, those wrinkled behave as perfect 

Lambertian reflectors, i.e. the direction of reflection 

is independent of that of incidence. Normally, the real 

surfaces do not behave as surfaces which are perfectly 

specular nor perfectly Lambertian surfaces but rather 

show an intermediate behavior (figure 1.3.4). 

 

 

 

Figure 1.3.4: Specular, diffuse (Lambertian) and spread 

reflection from surface. 
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Data Acquisition 

The laser scanner, once centered on a place and 

leveled, scans the desired object and returns its 

digital model in the form of a cloud of points. The 

design phase of the scan, a proper acquisition of the 

photographic images if a mapping of the photos on the 

3D model is required, and the proper disposition of the 

eventual targets are essential steps for correct 

surveying [Sgrenzaroli and Vassena, 2007]. The project 

of a laser scan survey can be performed considering the 

model of the used laser (precision, maximum range, 

acquisition rate, field of view), the subject you want 

to detect (the geometry and the size of the object) and 

the environment in which you can find the subject. 

To correctly perform a survey one must: 

 scan in multiple locations: the choice of the 

number of scans depends on the field of view of the 

scanner. 

 place targets inside the area detected or on the 

object to be detected, in order to ensure the geo-

referencing of scans and allow their union. From 

every point of the scan at least 3 well positioned 

targets must be visible. The target can be of 

various types and vary in shape, size, and 

material; these features ensure that the target can 

be identified automatically by the acquisition 

software supplied with the instrument. 
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 if it is not possible to position artificial 

targets, one can use features recognizable on the 

scanned object [Gressin et al., 2012; Jaw and 

Chuang, 2008; Chillemi and Giacobbe, 2007]; 

features can be flat elements (stains, paintings, 

changes of the plaster) or spatial discontinuities 

(edges, holes). In other cases, it may be possible 

to replace the targets with a prism to be measured 

from a total station or with a GNSS receiver. 

Targets, prisms or antennas should be scanned at 

high resolution. 

 reduce shadows and occlusions: the maximum 

visibility of the area to be detected must be 

guaranteed by reducing the phenomena of shadows due 

to the presence of objects, undercuts, etc. 

 take into account the angle of acquisition: the 

quality of 3D points obtained by the laser scanner 

is also a function of the angle at which the laser 

beam is incident on the surface to scan. 

 have a good overlap between the scans to ensure the 

completeness of the 3D model, avoiding shadows and 

occlusions, and a good union of the scans in the 

case of use of a targetless registration. 

 try to have a homogeneous resolution scans in order 

to ensure the homogeneity of the geometric model 

both in terms of accuracy and  of "density" of the 

point cloud. 
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Each laser scanner is equipped with a software 

designed specifically for the management of the 

acquisition phase. In general, these programs allow the 

definition of the general parameters of the acquisition 

(step scan, scan area), the real-time visualization of 

the results of the acquisition by a series of clouds of 

points, coloured in order to evidence the distances 

measured, and any RGB image recorded during the 

acquisition. After scanning, the operator can observe 

the acquired points in the monitor, change the point of 

view of the scan and move in the acquired point cloud 

in order to check its completeness. 

Data Processing 

The software for scans processing, as well as 

allowing the control and management of data 

acquisition, allows the pre-treatment of the acquired 

data (data cleaning, noise reduction, filtering and 

registration of point clouds), meshing (surface 

reconstruction, hole filling, smoothing), integration 

with other information (texturing),  georeferencing and 

the extraction and export of geometric information 

[Karbacher et al., 2001; Bernardini and Rushmeier, 

2002; Remondino, 2003; Rüther et al., 2014; Gomes et 
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al., 2014]. 

The data cleaning and filtering operation is 

necessary because of: the partial reflection of the 

laser on the edges; the errors in the calculation of 

the distance due to the presence of materials with 

different reflectivity; the presence of erroneous 

points caused by very bright objects; the atmospheric 

effects. To these errors should be added the points 

caused by the reflection of background objects, 

reflections originated in the space between scanner and 

the object (trees or objects in the foreground, people 

moving or traffic) and multiple reflections of the 

laser beam. 

Registration 

Each scan is carried out from a different point: 

thus, the point cloud coordinates are referred to a 

different local Cartesian reference system. Each 

reference system is centered in the instrument and 

arbitrarily oriented: it derives from this that the 

various point clouds related to the same object are 

independent, without any geometric links known a 

priori. 

Registration is the set of all the operations needed 

to define the parameters of rotation and translation 
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that allow us to refer the various clouds to a single 

reference system. 

The reference systems are the Intrinsic Reference 

System (IRS), an interior reference system, centered to 

the instrument, that gives relative coordinates, and 

the System Object Reference, usually materialized 

through a series of Ground Control Points GCP) with 

known coordinates. GCP are natural points or artificial 

targets identified individually in the scan. 

The transformation from the intrinsic reference 

system in a given scan in the reference object system 

is made through a 3D rigid roto-translation, whose 

parameters can be calculated on the basis of control 

points, whose coordinates are known in both systems 

[Crosilla and Beinat et al., 2003]. 

The recording techniques based on the use of points, 

pre-signalized or not, assume that adjacent scans have 

a sufficient degree of overlap, not less than 30%, and 

that within this range there exist pre-signalized 

points, or directly detectable in the point clouds, of 

sufficient number to ensure the estimation of the 

parameters of the spatial transformation, which, as is 

known, is based on the following equations: 

 

(
X1

Y1

Z1

) = (
Xu

Yu

Zu

) +  𝐑 · (
X2

Y2

Z2

) (1.3.3) 
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where X1, Y1, Z1 are the coordinates in the reference 

system of the first scan, X2, Y2, Z2 the coordinates in 

the reference system of the second scan, Xu, Yu, Zu the 

coordinates of the origin of the reference system of 

the second scan, and R the rotation matrix that rotates 

the axes of the reference system of the second scanning 

by making them parallel to those of the reference 

system of the first scan. 

The relationship that links together the different 

scans can be defined in a direct way already during the 

acquisition of the measures, or it can be derived in an 

indirect way acting analytically on the 3D numerical 

models produced for each scan. 

For the direct alignment, one must detect the position 

and the attitude of the instrument for each 

acquisition. If this is mounted on a mobile vehicle, 

the displacement and the variation of attitude between 

the different scanning positions must be continously 

derived by means of auxiliary mechanical devices, like 

odometers, or by GPS receivers, coupled with inertial 

systems. 

With regard to the indirect alignment, two are the 

procedures mainly used for the alignment: by using 

targeted or natural points or by iterative 

calculations. 

One of the most popular iterative methods, still 

implemented in most commercial software used for the 
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management and processing of 3D data, is the Iterative 

Closest Point (ICP) algorithm, developed by Besl and 

McKay [Besl and McKay, 1992]. 

The ICP algorithm is used to align two point clouds; it 

is pair-wise based, and applies, iteratively, a roto-

rigid translation in space to one of the two clouds, 

considered the mobile one, so that it overlaps in the 

best possible way to another cloud, considered the 

fixed one. The method is called point-to-point, as 

opposed to the point-plan method developed by Chen and 

Medioni [Chen and Medioni, 1991]. In both methods, 

registration is made through the search for the minimum 

of an objective function. 

In the first method, point to point (Figure 1.3.5), 

this function is the sum of the squares of the 

Euclidean distances of the corresponding points of the 

clouds. The corresponding points are defined as the 

couple formed by a point of a cloud and the nearest one 

belonging to the opposite cloud. 

 

 

Figure 1.3.5: Point to point method [Bernardini and 

Rushmeier, 2002]. 
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The algorithm proceeds in this way: given two 

surfaces, P and Q, to be aligned,  a point belonging to 

P is considered, named p, and you search for a 

particular point of Q, said corresponding point q, 

which coincides with the closest point (point at 

minimum distance); in practice, for each point of the 

mobile cloud, the points within the fixed cloud are 

found, contained within a sphere of a given radius σ 

(multiple of a parameter entered by the user) and of 

these  the closest one is considered, which will be the 

corresponding point. Such a parameter in the literature 

is conventionally estimated as twice the average 

distance of the points of a cloud; however, in the case 

of a severe misalignment, it will have to be increased 

accordingly. 

The searched points are found by defining the Closest 

Point Operator C: 

 

C: P  Q / ∀p∈P ∃ q∈Q : min p-q < σ (1.3.4) 

 

Once this operation has been performed for all points 

of the moving cloud, the rigid rototranslation of the 

cloud is found, that minimizes the sum of the squared 

distances. To this aim, after creating the couples, one 

can proceed to the minimization of the function: 

 

e = ∑ ‖qi − (Rpi + T)‖2N
1   (1.3.5) 
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where N is the number of detected point couples, R and 

T are, respectively, the rotation matrix and the 

translation vector.  

To obtain an optimal registration, more iterations of 

the search of corresponding points and distances 

minimization must be executed. 

After finding the minimum, another iteration is 

performed to calculate the nearby points. At this 

point, however, the radius σ of the sphere within which 

you are searching is reduced by a given percentage (the 

criterion for this reduction varies according to the 

authors). 

The convergence of the whole process will be reached 

when the variation of the roto-translation matrix 

between two successive iterations is less than a given 

percentage (generally when both translation difference 

and rotations dfference obtained in the last iteration 

are less than 1%). 

When the point-to-plane error metric is used (Figure 

1.3.6), the object of minimization is the sum of the 

squared distances between each source point and the 

tangent plane at its corresponding destination point. 

More specifically, if si=(six, siy, siz, 1)
T
 is a source 

point, di=(dix, diy, diz, 1)
T
 is the corresponding 

destination point, and ni=(nix, niy, niz, 0)
T
 is the unit 

normal vector at di, then the goal of each ICP 

iteration is to find Mopt so that: 
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Mopt = arg minM ∑ ((M ∙ si − di) ∙ ni)
2

i   (1.3.6) 

 

where M and Mopt are 4x4 3D rigid-body transformation 

matrices [Low, 2004]. 

 

 

 

Figure 1.3.6: Point to plane error between two surfaces. 

 

A 3D rigid-body transformation M is composed of a 

rotation matrix R(α,β,γ) and a translation matrix T(tx, 

ty, tz), i.e. 

 

M = T(tx, ty, tz) ∙ R(α, β, γ) (1.3.7) 

 

In both methods, the problem is to compute a rotation 

matrix R and translation vector T that can be solved in 

closed form by expressing the rotation as a quaternion 
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[Low, 2004], by linearizing the small rotations or by 

using the Singular Value Decomposition. More 

statistically robust approaches have been investigated 

to avoid having to preprocess the data to eliminate 

outliers [Haralick et al., 1989; Masuda et al., 1996]. 

Many variations of the algorithm have been proposed 

by other authors, in order to reduce these problems. 

Zhang [Zhang, 1994] introduces a maximum tolerable 

distance and an orientation consistency check to filter 

out spurious pairings. Dorai et al. [Dorai et al., 

1997] model sensor noise and study the effect of 

measurement errors on the computation of surface 

normals. 

The sequential use of pair-wise registration to align 

multiple views, leads to the accumulation of errors, so 

the global registration is not optimized (the residual 

error recording between all scans are not minimized). 

Turk and Levoy [Turk and Levoy, 1994] use a cylindrical 

scan as base; the other scans are registered to it. 

Other incremental approaches are proposed by Bergevin 

et al. and by Pulli [Bergevin et al., 1996; Pulli, 

1999]. Blais and Levine [Blais and Levine, 1995] use a 

simulated annealing algorithm for a simultaneous 

solution of all the rigid motions. Neugebauer 

[Neugebauer, 1997] uses the Levenberg–Marquardt method 

to solve a linearized version of the least-squares 

problem. 
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Relaxation methods are proposed by Stoddart and 

Hilton and by Eggert et al. [Stoddart and Hilton, 1996; 

Eggert et al., 1998]: the problem is modeled by 

imagining a set of springs connecting to point pairs, 

and simulating the relaxation of the dynamic system.  

Textures are also used to aid registration. They can 

be used for aiding a human operator for a first 

alignment [Gagnon et al., 1999], or for an automatic 

inizialization procedure [Roth, 1999]. The color can be 

considered as a fourth coordinate for each point in an 

ICP optimization Schutz et al. [Johnson and Kang, 1997; 

Schutz et al., 1998] propose an extended-coordinate ICP 

method, in which normal data (obtained from the range 

data) are used along with radiometric data. According 

to experiments conducted by Rusinkiewicz and Levoy 

(2001), the variants proposed did not produce 

significant benefits, with certain exceptions. At the 

conclusion of their analysis, they believe that the 

optimal ICP should: (a) search for the correspondence 

point-tangent plane; (b) carry out random sampling of 

points; (c) assign equal weight to all points; (d) 

exclude those points whose distance exceeds a threshold 

value; (e) eliminate the points at the edges of the 

areas of overlap between scans; (f) adopt an error 

metric based on the point-plan distance. 

An alternative to the ICP method is represented by 

the 3D Least Square Matching, which represents the 3D 
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extension of the Least Square Image Matching method 

[Grün, 1985; Akca & Grün, 2004]. In general, this 

method estimates the parameters of the spatial 

transformation between two or more three-dimensional 

patches minimizing the Euclidean distance between the 

surfaces by means of least squares. This formulation 

allows us to seek the correspondence between surfaces 

oriented arbitrarily.  

An observation equation is written for each element, 

e.g. for each point of the selected 3D patch. The 

geometrical relationship between the conjugate patches 

is given by a 7-parameter transformation; the unknown 

parameters of this transformation are considered as 

stochastic quantities, appropriately weighted. 

Meshing 

Once the registration step is completed, the point 

clouds are merged and a unique cloud is obtained. At 

this point, data processing is performed with the goal 

of obtaining a representation of the surface of the 

surveyed object: the mesh. A mesh is a collection of 

triangular (or quadrilateral) contiguous, non-

overlapping faces joined together along their edges. A 

mesh therefore contains vertices, edges and faces and 

its easiest representation is a single face. Sometimes 
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it is also called TIN, Triangulated Irregular Network. 

Finite element methods are generally used to generate a 

surface mesh [Remondino, 2003]. 

The triangulation is the operation that converts the 

given set of points into a consistent polygonal model, 

i.e. in a mesh. Studies on triangulations date back to 

the age of Euclid (330-270 BC), but more recently we 

can refer to Peter Gustav Dirichlet (1805-1859), Georgy 

Voronoi (1868-1908) and Boris Nikolaevich 

Delaunay or Delone (1890-1980) as the fathers of the 

modern development of triangulation.  

Bernardini and Rushmeier [Bernardini et Rushmeier, 

2002] categorize the approaches for mesh integration 

methods in four classes: Delaunay-based methods, 

surface-based methods, parametric surfaces and 

volumetric methods, all of which present limitations.  

An overview of the reconstruction techniques based on 

Delaunay triangulation has been published by Cazals and 

Giesen [Cazals and Giesen, 2006], paying particular 

attention to the assumptions and requirements of each 

geometric and algorithmic method. 

The construction of a Delaunay triangulation can be 

done considering the dual of a Voronoi diagram. 

Voronoi diagrams were considered as early at 1644 by 

René Descartes and were used by Dirichlet (1850) in the 

investigation of positive quadratic forms. They were 

studied by Voronoi (1907), who extended the 
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investigation to higher dimensions. The definition is 

[Voronoï, 1908]: 

Let S⊆ℝ2 be a set of n points; we define the Voronoi 

region of p∈S as the set of points x∈ℝ2, whose 

distance from p is less or equal to the distance from 

any other point in S, that is: 

 

Vp={x∈ℝ2|∥x-p∥≤∥x-q∥,∀q∈S}  (1.3.8) 

 

The Voronoi diagram is formed by the Voronoi regions 

together with their shared edges and vertices. 

The Delaunay triangulation for a set  of points P  in 

a plane, is a triangulation DT(P) such that no point in 

P is inside  the circumcircle of any triangle in DT(P): 

Let S∈ℝ2 be finite and in general position, and let 

a,b,c∈S be three points. Then abc is a Delaunay 

triangle if and only if the circumcircle of abc is 

empty. 

For a set P of points in the (d-dimensional) 

Euclidean space, a Delaunay triangulation is a 

triangulation DT(P) such that no point in P is inside 

the circum-hypersphere of any simplex in DT(P). It is 

known [Delaunay, 1934] that there exists a unique 

Delaunay triangulation for P if P is a set of points in 

general position; that is, the affine hull of P is d-

dimensional and no set of d + 2 points in P lies on the 

boundary of a ball whose interior does not intersect P. 
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Delaunay-based methods use the Delaunay complex D(S) 

associated to a set of points S in ℝ3 and impose a 

connectivity structure to the points. 

A review of these methods was presented by 

Edelsbrunner in 1998 [Edelsbrunner, 1998]. Some 

techniques use the alpha-shapes [C et al., 1999]; other 

algorithms are the power crusts [Amenta et al., 2000]; 

the cocones [Dey et al., 2003] and the eigencrusts 

[Kolluri et al., 2004]. 

These algorithms are sensitive to noise and outliers 

because they interpolate the data points; to remedy 

this limitation, a preprocessing step is required, 

capable of “cleaning” input data. Another limitation is 

due to the limited size of the data set that can be 

processed, because these algorithms are extremely 

costly in performance. 

Surface-based methods create or manipulate surfaces 

directly by connecting each point to its neighbor by 

local operations. Examples of such methods are zippered 

meshes [Turk and Levoy, 1994], ball-pivoting 

[Bernardini et al., 1999]; Soucy and Laurendeau [Soucy 

and Laurendeau, 1995] use canonical Venn diagrams to 

partition the data into regions that can be easily 

parameterized. Some of these algorithms can fail in 

regions of high curvature [Curless and Levoy, 1996]. 

Generally, these methods use fragments from the 3D 

models of each view and this generates noisy surfaces 
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because each view fragment is noisy. For this reason 

further post-processing is necessary. 

Parametric, or deformable, surfaces methods use 

algorithms based on the idea of deforming an initial 

approximation of a shape, under the effect of external 

forces and internal reactions and constraints. 

Terzopoulos et al. use an algorithm based on 

application of intrinsic forces that induce a 

preference for symmetric shapes and it can infer a non-

rigid motion, attainable also from a sequence of images 

[Terzopoulos et al., 1988]. Pentland and Sclaroff use 

an approach based on the finite element method and 

parametric surfaces [Pentland and Sclaroff, 1991].  

Other approaches, that use one or more analytically 

generated surfaces to represent the integrated model, 

are: Radial Basis Functions [Carr et al., 2001], 

Partition of Unity [Ohtake et al., 2005], Poisson 

Surface Reconstruction [Kazhdan et al., 2006], 

statistical methods [Fleishman, 1978], parallel and 

out-of-core implementation [Bolitho et al., 2007, 

2009], robust statistics to eliminate noise and 

outliers [Whitaker, 1998; Gomes and Faugeras, 2000]. 

Volumetric methods allow us to create an implicit 

volumetric representation, a 3D grid, of the final 

model. Each voxel, volumetric picture element, has a 

value corresponding to the signed distance between the 

voxel and the integrated surface. One of the most 
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popular methods is the Marching Cubes [Lorensen and 

Clein, 1987], which creates triangles within each 

uniform grid cell that intersects the iso-surface; this 

volumetric representation is also called a Signed 

Distance Field (SDF).  

The various approaches differ in calculating the 

distance function from the available data: VRIP 

(Volumetric Range Image Processing) [Curless and Levoy, 

1996]; Consensus Surfaces [Wheeler et al., 1998]; 

Marching Intersections [Rocchini et al., 2001]; and the 

method with unsigned distance fields of Hornung and 

Kobbelt [Hornung and Kobbelt, 2006]. 

A mesh is essentially a collection of vertices, edges 

and faces that define the shape of a three-dimensional 

object. A vertex is the representation of a position in 

space. An edge is the entity connecting two vertices. A 

face is a set of points in the space enclosed between 

edge and vertices. All these faces can determine 

polygons or much more complex structures. In a mesh, in 

order to be defined as such, one side is shared by the 

maximum two faces and is between two vertices; while a 

vertex is shared by at least two edges. A mesh is 

defined as closed if there are holes on its surface, 

otherwise it is said to be open. In these cases, all 

the elements that are on the edge are of finite 

boundary. The mesh can be represented in different 

ways, using different data structures suitable to store 
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vertices, edges and faces: Winged-edge, Half-winged-

edge, Face-vertex, Quad-edge, Vertex-vertex. 

Hole filling is the phase of closing non-digitized 

regions, i.e. holes. The closure of the holes can be: 

partial or complete, flat or in curvature, by means of 

a bridge between meshes. To face the diversity of 

topologies that holes can present in a model, several 

authors have proposed different methods [Davis et al., 

2002]: for holes with simple topology, Delingette et 

al. [Delingette et al., 1991] and Chen and Medioni 

[Chen and Medioni, 1991], deform the surface until it 

adjusts to the model; Wheller et al. [Wheeler et al., 

1998] and the variant Sagawa and Ikeuchi [Sagawa and 

Ikeuchi, 2008] propagate the surface in the hole 

border, but this way the propagation of distortions in 

borders can create erroneous reconstructions; Davis et 

al. [Davis et al.,2002] present a volumetric robust 

hole filling approach. There exist Integration methods 

that work with point clouds, i.e. power crusts [Amenta 

et al., 2000, 2001], cocones [Dey et al., 2001; Amenta 

et al., 2000] and ball pivoting [Bernardini et al., 

1999]. 

There are other algorithms that operate a filtering 

of data by improving the readability and reliability of 

the obtained geometry: these are the so-called 

smoothing algorithms that perform a softening of the 

surfaces in order to better describe them. These 
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algorithms involve the introduction of changes, not 

always welcome, to the model; the software in use today 

allows us, however, to impose constraints and rules to 

avoid the unpleasant effects of the smoothing, such as 

the rounding of all sharp edges. Abrupt transitions and 

noises are thus eliminated. In this way, as well as a 

better representation of the model, the further 

advantage is obtained of reducing the overall 

dimensions of the requested computer memory, thanks to 

files of smaller size, and the consequent better 

manageability of the same patterns thus obtained. It is 

somewhat the result with the image compression 

algorithms such as JPEG or TIFF.  

When there are a large number of unnecessary 

triangles in a mesh or the file size is too large, 

decimation is used which consists in lowering the 

number of triangles on a surface without distorting the 

detail or color of the mesh. 

Laser scanners are used today in many fields of 

application: engineering, topography, geology, 

architecture, modeling Industrial, Marine, Archaeology 

and Cultural Heritage, Medicine, Criminal 

Investigation. 
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1.3.1 Full Waveform technology 

 

The laser scanner with full waveform technology, enables 

a comprehensive analysis of the waveform of return laser 

signal that allows users to record a (theoretically) 

infinite number of echoes. Through the penetration of the 

laser beam along layers of vegetation and by digitizing 

the echoes returned, it is possible to make an automatic 

classification of the points and obtain parameters 

relating to the height and spatial configuration of the 

vegetation [Hug et al., 2004]. This allows us to obtain 

more accurate terrain models. This technology was 

introduced in the aircraft laser scanner as early as 

2004, while the introduction of the first terrestrial 

full waveform laser scanner took place in 2008 with the 

Riegl LPM-321 model. 

The operating mechanism of the full waveform technology 

is composed of two processing steps: the first concerns 

the echo-digitalization of laser signal, i.e. the 

decomposition of the return signal and the obtaining of 

parameters describing its complete waveform; the second 

step is concerned with classification of the wave in 

various echoes with an additional processing called full 

waveform analysis. 
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To illustrate the operation of these systems (Figure 

1.3.1.1), the example is used of a laser scanner that 

must measure some well defined surfaces with an 

interposed tree that serves as a barrier [Pfennigbauer 

and Ullrich, 2008]. 

 

 

 

Figure 1.3.1.1 Illustration of interaction of the laser 

pulse with different target, the digitization process, and 

target extraction by FWA [Pfennigbauer e Ullrich, 2008]. 

 

In analogue systems it would only be possible to obtain 

information about the first object that the beam meets 
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along its path. Systems with full waveform, assuming that 

the beam footprint reaches all three elements, allows us 

to separate the various return echoes and to get more 

information about the properties of the hit targets. The 

only limitation of the system concerns the minimum 

distance between two neighboring objects actually 

distinguishable in a single return signal, said Multi-

Target Resolution (MTR), which in the terrestrial laser 

scanner is usually of 0,80 meters. 

From the parameters provided by the process of eco-

digitizing of the signal, you can get a discrimination 

of the echoes by applying a Gaussian function [Ullrich 

et al., 2007]. A complex waveform caused by several 

backscattering targets can be modeled by the following 

formula: 

 

Pr(t) = ∑ Pie

(t−ti)
2

2sp,i
2N

i=1   (1.3.1.1) 

 

where Pr(t) is the received power, ti is the round 

trip-time of target i, P is the amplitude of target i, 

sp,i is the standard deviation of the echo pulse from 

target i, and N is the number of targets within the 

path of the emitted laser pulse. In some software, such 

as Pro Riscan of Riegl, the classification of the 

points is based exclusively on the sequence of the 

target that the laser beam meets along its path, for 
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which the object encountered for the first and the 

objects that follow each other linearly up to a last 

object found, the last discriminated echo, are 

distinguished. Usually all the points are grouped into 

four categories: first and other, that contain 

respectively the first and all intermediates echoes 

that are generated when the laser beam undergoes 

multiple reflections; last, containing those points 

that represent the last detected echo when in a same 

signal there are several return echoes; single target, 

containing the points that have provided a single 

return echo corresponding to continuous surfaces like 

blocks or rock walls and architectural artifacts 

[Riegl, 2012]. In some cases, the signal discriminator 

produces only two categories, first and last target, a 

condition which occurs when the distance between two 

successive targets is below the resolution threshold of 

the MTR. 

The full waveform terrestrial systems are widely used 

for geological investigations, for the coverage of 

large areas, thanks to the considerable distance that 

can be reached (up to 6 km with the model Riegl VZ-

6000), for purposes of security and monitoring. 
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1.4 Photogrammetry 

 

“Photogrammetry is the art, science, and technology 

of obtaining reliable information about physical 

objects and the environment, through processes of 

recording, measuring, and interpreting images and 

patterns of electromagnetic radiant energy and 

other phenomena.” 

Society for Photogrammetry and Remote Sensing 

(ASPRS) 

 

The photogrammetry is an image-based survey technique 

[Remondino and El‐Hakim 2006], that enables us to 

obtain metric information, such as shape, size, and 

location of real objects by measurement and 

interpretation of photographic images. 

The technique may be divided, depending on the method 

of acquisition, into three types: aerial photography, 

when the acquisition takes place from platforms or from 

satellites; aerial proximity photogrammetry, when the 

acquisition takes place from proximity platforms 

motorized or not; terrestrial photogrammetry, when the 

acquisition takes place from cameras positioned on the 

ground. 

Inside the terrestrial photogrammetry, the 
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photogrammetry can be defined close range when objects 

are taken at a distance of less than 300 m from the 

camera. It is used mainly for archeological sites 

[Kersten and Lindstaedt, 2012] architectural and 

cultural heritage surveys [Yilmaz et al., 2007]. Often 

the technique’s close range is complemented with laser 

scanner data [Beraldin, 2004; Remondino et al., 2005; 

Lerma et al., 2010]. 

The history of photogrammetry is related, in its 

theoretical principles, to the history of descriptive 

geometry and in particular to the formulation of the 

theory of perspective; while in its application it is 

linked to the history of optics, photography and 

related technological breakthroughs. In 1759, Johan 

Heinrich Lambert in his work “Perspectiva liber”, 

defined the principles and mathematical laws on which 

photogrammetry would be based. 

In the development of the technique of 

photogrammetric survey, it is possible to distinguish 

the following time steps: 

 Pioneering phase (1850-1900). Photogrammetry was 

founded by Aimé Laussedat, who in 1851 outlined the 

procedures, based substantially on a forward 

intersection in which the measurements were 

obtained from the frames. Measuring quantities on 

the frame was, however, a significant source of 

error due to the distortion of the camera lens. In 
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1865, Ignazio Porro tried to remedy these errors, 

integrating this new technique with 

photogoniometer, an instrument which was used to 

measure the angles of the directions ranging from 

the lens center to the points of the photographed 

object.  

 Analog and stereoscopic phase (1900-1960). The 

second age of photogrammetry began in the early 

twentieth century through stereoscopy (C. Pulfrich) 

and the principle of mobile mark (F. Stoltz), which 

allowed him to overcome the difficulties of the 

ambiguous recognition of the homologous points on 

two different frames. In 1909, then, E. Von Orel 

built the stereo-autograph, whereby the issue to 

pass by a couple of frames to the horizontal 

projection was resolved, not by calculating the 

coordinates of individual points, but in a 

continuous manner using physical elements of 

analogic type. Von Orel opened up the era of analog 

restitution; in this field progress was fast 

enough, especially through the work of scholars 

such as Wild, Nistri and Santoni. With the First 

World War there came the introduction of aerial 

photogrammetry. 

 Analytical phase (from 1960 onwards). The dialogic 

setting in photogrammetry was linked to periods in 

which the limited means of calculation prevented 
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development of the analytical procedures necessary 

to pass from the perspective (photo) to the 

orthogonal projection (paper). 

 Digital phase. From the '90s it was possible to 

produce and use digital images, structured in a 

matrix of small elements called pixels. This allows 

us to consider images as a matrix of numbers and, 

consequently, to perform the processing by computer 

in a fast, precise and semiautomatic way.  

The photogrammetric cameras 

Taking into account terrestrial photogrammetric 

surveys, the cameras may be classified into three 

types:  

 Metric cameras: These produce frames very close to 

perfect central perspectives, thanks to complex 

optical mechanical devices and calibrated lenses of 

the highest quality. They have extremely stable 

internal geometry and are provided with a 

certificate of calibration; the older ones allowed 

calculatation of the interior orientation through 

fiducial marks. They are expensive, but very 

accurate. 

 Semimetrics cameras: these are equipped with lenses 
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that produce sensitive distortions; the interior 

orientation can be reconstructed thanks to fiducial 

marks or a grid of reseau crosses. They are 

cheaper, but less accurate. 

 Amateur cameras: these are equipped with lenses 

that produce significant distortions, there are not 

fiducial marks or reseau crosses. They are not 

expensive, but have low accuracy. In recent years, 

the possibility of easily performing calibration 

and, thus, obtaining all distortion parameters, 

allowed the widesprea diffusion of these cameras, 

currently adopted also for professional aims. 

 

The lens of the photographic cameras introduces two 

types of deformations (Figure 1.4.1):  

 

 

 

Figure 1.4.1: Radial and tangential distortion. 

 

 Radial: it proceeds from the center of the frame to 
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the edges, i.e. the point on the image lies in the 

plane containing the camera axis and the object 

point.  

 Tangential: The point on the image does not lie in 

the plane containing the camera axis and the object 

point. It has an effect which is generally less 

sensitive than the radial and for this reason, 

until the recent development of computers, it was 

not taken into account in normal photogrammetric 

applications. In each case, it can be modeled 

through appropriate polynomials (Figure 1.4.2). 

 

 

 

Figure 1.4.2: tangential distortion. 

 

While in the metric cameras the problem is resolved 

upstream, in the amateur cameras, the problem is 

usually overcome through the elaboration of a 

mathematical model which approximates the corrections 

to be applied [Monti et al., 1999]. 
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For the digital cameras, the skew coefficient has to 

be obtained, defining the angle between the x (columns) 

and y (rows) pixel axes. 

Basic principle of photogrammetry  

In order to determine the positions of the points of 

an object in the real environment, using the positions 

of the corresponding points on the photograph, you must 

define the geometric relationships between the 

positions of the three-dimensional points of the object 

and those of their images on the plan of photography 

(or sensor plane). At each three-dimensional point in 

the object space, there corresponds a point on the 

image plan (image space). 

It is possible, with a sufficient approximation, to 

consider photography as a central perspective, 

according to which the segments connecting the points 

of the object with their corresponding image points 

(star projecting)  all meet at a point O, called  

centre of projection. 

 Figure 1.4.3 illustrates the image space having 

reference system with origin in the Principal Point 

(PP) and ξ and η axes.  

The internal orientation parameters are ξ0 and η0, 

coordinates of the Principal Point PP, and the focal 
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length c, that locate the position of the projection 

centre on the image plane. As well as these parameters 

the distortions must be considered. For the high-end 

cameras, the three internal orientation parameters, 

provided by the constructor, are assumed to be constant 

and specific. 

 

 

 

 

Figure 1.4.3: Internal orientation - characteristic 

points and adopted conventions. O: Centre of projection, or 

point of acquisition; PP: Principal point with coordinates 

ξ0 η0 ζ0; c: focal length; FC: Fiducial Centre, intersection 

between the lines that connect the opposite Fiducial Marks 

[Gomarasca, 2009]. 
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The external orientation parameters are six: the 

coordinates of the perspective centre X0, Y0, Z0 (Figure 

1.4.4), expressed with respect to the object reference 

system (generally the cartographic system) and the 

three rotation angles ω, φ, κ describing the photo 

camera attitude at the moment of acquisition. These can 

be derived by direct georeferencing, using position 

(GPS) and attitude (IMU, Inertial Measurement Unit) 

measurements, or through a Least Squares estimation 

process performed with respect to the Ground Control 

Points (GCPs). 

Any photogrammetric problem is solved through the 

collinearity equations, knowing the interior and 

exterior parameters and the distortions. 

Below, the relationships between the coordinates ξ, η 

of an image point P' on a frame and the X, Y, Z of the 

corresponding object point P, called collinearity 

equations, are shown: 

 

ξ = ξ0 − c
r11(X−X0)+r21(Y−Y0)+r31(Z−Z0)

r13(X−X0)+r23(Y−Y0)+r33(Z−Z0)
  (1.4.1) 

 

η = η0 − c
r12(X−X0)+r22(Y−Y0)+r32(Z−Z0)

r13(X−X0)+r23(Y−Y0)+r33(Z−Z0)
  (1.4.2) 

 

where the coefficients rij are function of the 

exterior orientation parameters.  

Collinearity equations express that, for each point 
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of a frame, the center of projection O, the image point 

and the object point are aligned on the same projecting 

radius. 

 

 

 

Figure 1.4.4: Relationship between the coordinates of 

image points and object-points [Kraus, 1994]. 

 

The inverse equations, for the transition from object 
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coordinates and image coordinates, are: 

 

X = X0 + (Z − Z0)
r11(ξ−ξ0)+r12(η−η0)−r13c

r31(ξ−ξ0)+r32(η−η0)−r33c
  (1.4.3) 

 

Y = Y0 + (Z − Z0)
r21(ξ−ξ0)+r22(η−η0)−r23c

r31(ξ−ξ0)+r32(η−η0)−r33c
  (1.4.4) 

 

The attitude parameters (ω, φ, κ) are composed inside 

the rij coefficients, which represent the elements of 

the spatial rotation matrix R defined as follows: 

 

𝑅𝜔𝜙𝑘 = (

𝑐𝑜𝑠𝜙 𝑐𝑜𝑠𝑘 −𝑐𝑜𝑠𝜙 𝑠𝑖𝑛𝑘 𝑠𝑖𝑛𝜙
𝑐𝑜𝑠𝜔 𝑠𝑖𝑛𝑘 + 𝑠𝑖𝑛𝜔 𝑠𝑖𝑛𝜙 𝑐𝑜𝑠𝑘 𝑐𝑜𝑠𝜔 𝑐𝑜𝑠𝑘 + 𝑠𝑖𝑛𝜔 𝑠𝑖𝑛𝜙 𝑠𝑖𝑛𝑘 −𝑠𝑖𝑛𝜔 𝑐𝑜𝑠𝜙
𝑠𝑖𝑛𝜔 𝑠𝑖𝑛𝑘 − 𝑐𝑜𝑠𝜔 𝑠𝑖𝑛𝜙 𝑐𝑜𝑠𝑘 𝑠𝑖𝑛𝜔 𝑐𝑜𝑠𝑘 + 𝑐𝑜𝑠𝜔 𝑠𝑖𝑛𝜙 𝑠𝑖𝑛𝑘 −𝑐𝑜𝑠𝜔 𝑐𝑜𝑠𝜙

) 

(1.4.5) 

 

Counterclockwise rotation ω,φ,κ respectively around 

the axes X, Y, Z are to be intended as sequential; they 

are defined as follows: primary or transversal rotation 

ω, secondary or longitudinal rotation φ; tertiary or 

skidding rotation κ. 

Obviously, with just one photogram, it is impossible to 

model the 3D geometry of an object surface, so every 

zone of an object (or of land) must be represented at 

least in two photograms.  



80 

 

 

 

Image rectification 

Image rectifying is a particular application of 

photogrammetry that can be performed on a single image. 

It can be considered essentially as the 

transformation of a perspective image into an image of 

orthogonal type, like a photograph taken from infinity, 

with the projecting beams parallel to each other and 

orthogonal to the image plane. 

This is possible today thanks to the use of 

appropriate software, that uses the coordinates of a 

few known points. 

Digital photogrammetry 

The digital or numerical image is represented by a 

matrix structure defined raster. The digital image is 

made up of a bidimensional matrix composed of rows and 

columns whose elements of finite size, the pixels 

(picture elements), describe the radiometric content of 

the image as a continuous function g(i,j) where i, j 

are spatial variables. 

 

𝑔(𝑥, 𝑦) = [

𝑔(0,0)

𝑔(0,1)
⋮

𝑔(𝑅 − 1,0)   

𝑔(0,1)

𝑔(1,1)
⋮

𝑔(𝑅 − 1,1)     

…
…
⋮…

   
𝑔(0, 𝐶 − 1)

𝑔(1, 𝐶 − 1)
⋮

    𝑔(𝑅 − 1, 𝐶 − 1)

]  (1.4.6) 
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Where: 

i= 0,1,……R-1 row index; 

j= 0,1,……C-1 column index; 

R = maximum number of lines; 

C = maximum number of columns; 

g (x, y) = {0,1, ...., max} radiometric values. 

 

For each pixel, two integer numbers are uniquely 

associated that indicate the position in row and column 

within the matrix. The number corresponding to the row 

varies from 1 to R with unitary step while the one 

corresponding to the column varies from 1 to C. 

In particular, the formation of the digital image is 

a procedure which consists of two operations, 

quantization and sampling, the first of which is 

related to radiometric resolution and the second to the 

geometric one. 

Radiometric resolution determines how finely a system 

can represent or distinguish differences of intensity, 

and is usually expressed as a number of levels or a 

number of bits, for example, 8 bits or 256 levels, that 

is typical of computer grey image files. 

The geometric resolution indicates the number of 

pixels contained in a unit length and it is usually 

expressed in dpi (Dots Per Inch).  

Usually, the pixels are square and geometric 

resolution influences the chance of seeing more details 
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of the scene. 

A special feature of digital photogrammetry is the 

introduction of automated procedures, called Image 

Matching, to solve the problem of identification of 

homologous points. There are several methods of IM, 

classified into three major groups called Area Based 

Matching (ABM), Feature Based Matching (FBM), and 

relational matching. 
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1.4.1  Digital Image 

Correlation (DIC) 

 

Digital Image Correlation (DIC) is a full-field image 

analysis method used for detecting and determining  2D 

and 3D displacements and the deformations of an object 

under load [Chu et al.,1985; Bruck et al., 1989; Pan et 

al.; 2009]. The method is based on grey value digital 

images and on correlation algorithms. 

The success and the broad diffusion of this technique 

are due to the rapid developments in high resolution 

digital cameras and computer performances. Nowadays, 

DIC techniques are considered to be an effective and 

useful tool for deformation analysis. 

DIC is used for Material Testing (Young’s Modulus and 

Poisson’s Ratio determination), Fracture Mechanics, 

Dynamic Measurements, and Study of advanced materials. 

The results of DIC measurements are surface contours, 

3D displacements and strains. The accuracy is up to 

1/100000 of the field of view. 



84 

 

 

 

Principles 

Using a mono (for 2D) or stereoscopic (3D) sensor 

setup, each object point is focused on a specific pixel 

in the image plane of the relevant sensor. Once 

calibration has been executed, the intrinsic parameters 

for each sensor are known. The relative orientation of 

the sensors with respect to each other (extrinsic 

parameters), allow the calculation of the coordinates 

of each object point in two or three dimensions. To 

generate recognizable points on the object surface, a 

stochastic intensity pattern or a random coating are 

used, allowing the application of a correlation 

algorithm. 

Correlation 

The correlation algorithm is based on the tracking of 

the grey value pattern G(x,y) in small local 

neighborhood facets. It is generally performed by 

maximizing a correlation coefficient, that is 

determined by examining the intensity of pixels 

belonging to array subsets on two corresponding images. 

The cross correlation coefficient ri,j  is defined as 

 

https://en.wikipedia.org/wiki/Correlation
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ri,j (u, v,
∂u

∂x
,

∂u

∂y
,

∂v

∂x
,

∂v

∂y
) = 1 −

∑ ∑ [F(xi,yi)−F̅][G(xi
∗

 
,yi

∗)−G̅]j  i

√∑ ∑ [F(xi,yi)−F̅]2 [G(xi
∗

 
,yi

∗)−G̅]
2

 j  i

 (1.4.1.1) 

 

where F(xi,yj) is the pixel intensity or the gray 

scale value at a point (xi,yj) in the non-deformed 

image. G(xi
*
, yj

*
) is the gray scale value at a point 

(xi
*
,yj

*
) in the deformed image. F̅ and G̅ are mean values 

of the intensity matrices F and G, respectively. The 

coordinates or grid points (xi,yj) and (xi
*
,yj

*
) are 

related by the deformation that occurs between the two 

images. When the motion is perpendicular to the optical 

axis of the camera (this is the case with a monoscopic 

acquisition), the relation between (xi,yj) and 

(xi
*
,yj

*
)can be considered a 2D affine transformation, 

described by the following linear equations: 

 

x∗ = x + u +
∂u

∂x
∆x +

∂u

∂y
∆y  (1.4.1.2) 

 

y∗ = y + v +
∂v

∂x
∆x +

∂v

∂y
∆y  (1.4.1.3) 

 

where u, v are the components of the translation of 

the center of the sub-image, x, y are the components 

of the distance from point x,y to the center of the 

sub-image. Thus, the correlation coefficient depends on 
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the displacements (u,v) and on their gradients 
∂u

∂x
, 

∂u

∂y
,

∂v

∂x
,

∂v

∂y
 . With this technique, a matching accuracy of 

better than 0.01 pixel can be achieved. 

 

 

 

Figure 1.4.1.1: Basic concept of DIC (image extracted from 

https://en.wikipedia.org/wiki/Digital_image_correlation). 

 

Propaedeutic to the measurements is the calibration 

of the camera, for which several methods are available 

[Zhang, 2000; Remondino and Fraser, 2006]; it is 

generally performed by taking images of a calibration 

panel under different perspective views. In our case, 

instead of the typical checkerboard printed on a 

cardboard, a metallic calibration board was used. 
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Results attainable 

Calculating the transformation parameters for images 

under different loading conditions, both the 

displacement vector and deformation for each sub-image 

can be determined. Furthermore, taking into account the 

curvature of the object, the strain can be calculated 

by the parameter of the affine transformation and by 

the gradients of the deformation [Vendroux and Knauss, 

1998; Hild and Roux, 2006; Detchevet al., 2011]. 

Advanced methods 

The Differential Digital Image Tracking (DDIT) 

exploits the intensity peaks generated by the coating 

particles in the intensity domain, generally fitted by 

Gaussian distributions. These peaks can be tracked, 

thus allowing the determination of displacements, 

deformations and strains. 

Digital Volume Correlation (DVC) is the extension of 

the above described technique to volumes. The DVC 

algorithm allows us to track full-field displacement 

information in the form of voxels instead of pixels.  
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2  

The surveying of    

Cavalcanti palace 

 

In the framework of the activities aimed at realizing 

a GIS for the protection of Cultural Heritage [Ansioso 

et al., 2015], paying peculiar attention to the 

historic town of Cosenza, a case study is represented 

by Cavalcanti’s Palace, located in the ancient town of 

Cosenza, built in the 16th century and restored in 1772 

[Altomare et al., 2013a, 2013b]. 

For the data acquisition phase, photogrammetric 

surveys, both in visible and infrared frequencies, 

integrated with total stations and a GNSS receiver are 

foreseen. All data acquisitions will converge in the 
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construction of a georeferenced 3D geometric model 

[Azhar et al 2008; Eastman et al., 2011; Smith and 

Tardif, 2012].  

Starting from the existing DBT layers, in addition, 

an information system will be set up, that contains a 

set of layers related to structural aspects and to the 

territorial area with details regarding geotechnical 

characteristics, urban hydro-geological and seismic 

hazard data, vulnerability and exposure. The goal is 

the creation of the mapping of seismic risk, derived 

through algorithms that make use of all the data in the 

GIS [Chías et al., 2006; Saygi et al., 2013] and 

obtained through the survey. The GIS is intended, also, 

as a decision support system for Public Administrations 

and Civil Protection in case of emergency. 

 

 

 

Figure 2.1: Location of Cavalcanti palace. 
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Palazzo Cavalcanti is situated in Corso Telesio 

(Figure 2.1). Its date of construction is uncertain. 

The first documentary sources date back to the 

sixteenth century, which coincide with the date 

assigned to the palace in the Charter of Camerota 

(1595), in which it is represented with the name of 

"Casa delli Parisi". The complexity of the building 

layout leads one to suppose that the aggregation of 

more constructions constituted the present building, 

which today is called Palazzo Cavalcanti-Parisi. 

 

 

 

Figure 2.2: The degree of degradation and the crack 

pattern of the main façade. 

 

To compile the record of the building,   historical 

research was initially carried out, at the 

Superintendence for Architectural and Landscape 

Heritage of the Provinces of Cosenza, Catanzaro and 
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Crotone and the State Archive of Cosenza. Later surveys 

were carried out on the building in order to define the 

degree of degradation (Figure 2.2) and the crack 

pattern. Figure 2.3 shows the measures of a lesion. 

 

 

 

Figure 2.3: Rectified image of a crack. 

 

A peculiar survey was carried out to check the 

verticality of the main façade. For this purpose,   a 

Leica 1200+ robotic total station was used by means of 

which an area of the facade was measured, characterized 

by a presumed swelling.  The new robotic total stations 

allows one to obtain a scan of selected areas, by 

assigning horizontal and vertical steps. The result is 

a grid of points useful to obtain a Digital Surface 

Model. The speed of the acquisition is, of course, very 

low with respect to a laser scanner, but the main 
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positive aspect is the possibility to use a single 

instrument both for georeferencing and detail 

surveying, with less time and cost. 

The area was selected in correspondence of a presumed 

swelling. The area size is 2.10 x 6.70 meters; to 

obtain a good point density, a square grid having an 

average step of 8 cm was chosen. About 2000 points from 

two station points were acquired, automatically, in 

order to cover the undercuts. The resulting point cloud 

was developed using the Rapidform
®
 software.  

To evaluate the entity of the swelling, the best 

fitting vertical plane was chosen as reference. In 

figure 2.4 the zone where the wall protrudes on the 

external side is represented in red, the blue zone has 

negative protrusion. 

It is worth noting that the maximum value is about 8 

centimeters. This value is greater than the 

irregularities in the facade realization and indicates 

a real swelling. This zone should be, thus, subjected 

to deeper structural analysis. 

We must underline that the local measurements (by 

extensometers, calibers, etc..), unlike the total 

station surveys, allow only the detection of relative 

movements. In this way, it is impossible to establish 

which part of a structure is subject to a subsidence. 
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Figure 2.4: The deviations with respect to the average 

vertical plane are highlighted in colors: in red the 

positive protrusions. 

 

The use of the total station allows also the 

georeferencing of the survey. This implies the 

possibility to assign to the measured points 

coordinates referred to a global reference system, 

external to the building. It is possible, this way, to 

know whether a variation in the dimension of a crack is 

due to the movement of one side, or to different 

movements of both sides. 
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3  

Integration of 3D surveying 

techniques: the case of the 

Escuelas Pias Church in 

Valencia 

The surveying of cultural heritage is carried out by 

using several techniques. In almost all cases, the 

integration of data collected by different instruments 

is needed. In the following example, the operations 

carried out for the 3D modeling of the Escuelas Pias 

Church and the results will be described. 

The surveying was carried out in the framework of 

activities of the Universitat Politècnica De València 

(Upv), coordinated by prof. José Luis Lerma García.  

After the description of the church and historical 
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notes, focus will be on the indirect registration 

results obtained with three different laser scanning 

software packages, highlighting similarities and 

differences, and the consequences while generating 

meshes. The 3D model carried out will then be described 

and the results of some investigations regarding the 

hypothesis about the design of the dome will be shown. 

Escuelas Pías Church 

The "Escuelas Pías" is a clerical religious order 

founded in the 17th century by St. José de Calasanz 

(1557-1648), dedicated to the apostolate and to the 

education of children and young people, especially the 

poor [Verdú, 1996]. It is the first free public school 

in Europe. To this order belongs the parish Church of 

St. Joaquin, also known as Escuelas Pías Church (Figure 

3.1), located in the heart of the old town of Valencia 

(Spain). 

Characterized by a central and decagonal plan, the 

Church was built between 1767 and 1772 under the 

patronage of the Archbishop of Valencia Andrés Mayoral 

Alonso de Mella (1738-1769). The project supervisor was 

the architect Antonio Gilabert (1716-1792). Joseph 

Puchol started to design the first level between 1767 

and 1768. Antonio Gilabert modified the original plans 
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of Puchol, and the ornament turned from Gothic to 

Baroque style with neoclassical insertions. 

 

 

 

Figure 3.1: Iglesia de las Escuelas Pías  

(Valencia, Calle Carniceros, 2). 

 

The Church, with its imposing height of 48 m, is 

dominated by a large hemispherical dome of about 24 m 

in diameter surmounted by a lantern with fairing. The 

dome rests on ten large trapezoid section pillars and 

ten subsidiary spaces occupied by several radial 

chapels. This temple can be seen as a representative 

example of academic architecture of the late 18th 

century, due to the composition of the facade, the 

building itself and the architects involved in its 

construction. This Church represents a superb example 

where it is possible to appreciate the Classical 

turning point dictated by the creation in 1768 of the 
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Real Academia de Bellas Artes de San Carlos, which 

through its architecture, encouraged the flowering of 

the Classical Baroque style prevalent from the mid-18th 

century in the city of Valencia [Cruilles and 

Monserrat, 1876;  Gómez, 1987]. 

 

 

 

Figure 3.2: Plan and elevation of the Escuelas Pías 

Church [Verdú, 1996]. 

Surveying operations 

For the survey of the Escuelas Pías Church, the FARO 

Focus3D S 120 was used, one of the present smallest and 

lightweight 3D laser scanners. The main characteristics 

of the instrument are (Table 3.1):  



98 

 

 

 

Ranging 

unit 

Unambiguity interval: 153.49m (503.58ft) 

 Range: 0,6m - 120m indoor or outdoor with 

low ambient light and normal incidence to 

a 90% reflective surface 

 Measurement speed (Pts/Sec): 122,000 / 

244,000 / 488,000 / 976,000 

 Ranging error: •2mm at 10m and 25m, each 

at 90% and 10% reflectivity 

Colour 

unit 

Resolution: Up to 70 megapixel colour 

 Dynamic colour feature: Automatic 

adaption of brightness 

Deflection 

unit 

Field of view (vertical/horizontal): 300° 

/ 360° 

 Step size (vertical/horizontal): 0,009° 

(40,960 3D-Pixel on 360°) / 0,009° 

(40,960 3D-Pixel on 360°) 

 Max. vertical scan speed: 5,820rpm or 

97Hz 

 Laser (Optical transmitter) 

 Laser power (cw O): 20mW (Laser class 3R) 

 Wavelength: 905nm 

 Beam divergence: Typical 0.19mrad 

(0.011°) 

 Beam diameter at exit: Typical 3.0mm, 

circular 

Multi-

Sensor 

Dual axis compensator: Levels each scan: 

Accuracy 0,015°; Range •5° 

 Height sensor: Via an electronic 

barometer the height relative to a fixed 

point can be detected and added to a 

scan. 

 Compass: The electronic compass gives the 

scan an orientation. A calibration 

feature is included. 

 

Table 3.1: Main characteristics of FARO Focus3D S 120. 
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To measure accurately the Church, 40 scans were 

acquired, with a 0.07°/point resolution at a rate of 

120,000 points/s. Spherical targets with a diameter of 

14 cm were distributed across the church and at various 

heights in order to facilitate the alignment of scans 

in post processing. 

In addition to the laser scanner acquisitions, 

several photos were acquired, in order to obtain a 

textured 3D model. External survey was carried out 

using a Leica Scan Station. A survey with a thermal 

camera was also carried out [Figure 3.3, 3.4]. 

The IR shots were used to detect hidden cracks, above 

all in the dome. 

 

 

 

Figure 3.3: The survey with laser scanner and thermal 

camera. 
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Figure 3.4: A panoramic view of laser scanner 

acquisitions. 

The Registration: comparison among 

different software  

During the survey, each scan is completed from a 

different scan position and orientation, consequently 

with a different local Cartesian coordinate system. The 

various reference systems are centered in the 

instrument and oriented arbitrarily. Indirect 

registration is the set of operations necessary to 

define the exterior orientation parameters (rotation 

and translation) that allows each scan to reflect the 

clouds in a single reference system. For this aim, tie 

and control points, which are recognizable in the 
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overlapping point clouds, are generally used. These 

points may just be features of the object (e. g. 

corners, edges) or special targets (e.g. spheres, cones 

or flat targets with high reflectivity).  

If global coordinates are needed, the control points 

have to be surveyed by geodetic methods (total station, 

GNSS); bundle adjustment can also be implemented. In 

any case, three or (better) four known points in a 

point cloud will yield better results than just using 

tie points.  

Theoretically speaking, a large scanning overlap 

allows users to obtain many surface points and to apply 

a solution using surface conditions only (such as ICP). 

The drawback of such a methodology is twofold: (1) the 

error propagation for a large number of scans may cause 

unacceptable residuals; (2) objects characterized by 

regular surfaces do not have enough geometrical 

strength to fix a solution (planes yield two degrees of 

freedom for translation and one for rotation; spheres 

three rotation ones; cylinders one translational and 

one rotational, etc.). In our case, control points 

obtained through spherical targets were used inside the 

church. Global coordinates were not requested. 

Therefore, no geodetic survey was performed. 

Spherical targets have the advantage, compared to 

other types of target, of being multidirectional and 

can be a priori automatically recognized by the 
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scanning software from any direction, in our case, the 

FARO Scene®. FARO Scene software is able to recognize 

the spherical shape and extract its center as the point 

of binding [Figure 3.5].  

 

  

Figure 3.5: Screenshot of FARO Scene
®
; a spherical target 

is circled.  

 

The procedure to register can be summarized in the 

following steps [Figure 3.6]: (1) identification of the 

position of the targets in the various scans; (2) 

identification of at least 3 common targets between 2 

scans; (3) assignment to targets of the same 

nomenclature for each scan; (4) union of scans that 

have at least 3 common target with the same 

nomenclature; (5) creation of a group of aligned scans. 



103 

 

 

 

 

 

 

Figure 3.6: Aligned scans. 

 

In this case study, four scans were aligned using the 

four visible spherical targets. The same coordinates 

were used in three different software packages in order 

to compare the results. The coordinates of the targets 

were obtained with FARO Scene. 

 

FARO Scene
®
 

In FARO Scene it is possible to use different types 

of reference objects to register. Spherical targets 

were extracted manually by selecting the points 

corresponding to each target scan and performing an 

optimization. In this way the coordinates of the 

targets in different scans were found. 
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Registration was undertaken taking into account that: 

(1) all the spheres must be completely visible inside 

the scan; (2) the radius of the sphere used in the scan 

must be set in the command Match Sphere Setting, in our 

case 7 cm; (3) the optimal detection of the spherical 

surfaces requires at least 60 points.  

One scan was also marked as reference, enabling the 

attribute Scan Reference in the dialog box of the 

properties of the Scan tab. It is necessary to run Pre-

process on all scans in FARO Scene to mark 

targets/spheres. 

 

 

 

Figure 3.7: Summary of registration with FARO Scene®. 

 

The registration started using the option Place Scans 
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(Force by manual target names) having previously 

numbered all the targets. A group of aligned scans with 

a standard deviation of 0.002 m was achieved. Figure 

3.7 shows the screen with the statistics after 

registration. In the column Tensions below, the 

Euclidean distances are shown between the different 

scan positions per Reference (Sphere).  

 

Leica Cyclone
®
 

Leica Cyclone Register is based on the transformation 

of a rigid body, in which the estimation of parameters 

is performed by least squares, following closed form. 

The calculation of the matrix is carried out through 

quaternions and their multiplication to define axis and 

rotation angles as proposed by Horn [Horn, 1987]. To 

align the scans with Leica Cyclone software, several 

scans were imported in .pts format. For each scan, some 

points, named vertices by the software, were created 

and transformed into targets using the command Tools - 

Registration - Add / Edit record label.  These vertices 

have the coordinates of the centers of the spherical 

targets. 

Once the targets are labelled in all scans, using the 

command Auto-Add Constraints the targets are displayed 

in the list of constraints. After selecting the same 

scan as reference (Home ScanWorld), the alignment of 

scans was launched. A standard deviation of 0.0022 m 
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was achieved for the aligned scans. 

 

 

 

Figure 3.8: Leica Cyclone Register 7.1 diagnostics report. 

 

3DVEM – Register
®
  

3DVEM – Register is a low-cost and user-friendly 

software developed for registration of LiDAR datasets 

by GIFLE at the Polytechnic University of Valencia. 

The indirect registration method among point clouds 

and/or 3D models is based on a 3D rigid 

transformation that is adjusted globally through a 

virtual reference network. The registration can be 

solved either by least-squares adjustment or by 

robust estimators (both Danish Method and Minimum 

Sum). To register you need to know the coordinates of 

the centers of the targets. From the drop-down menu 

Data/Import Files, the scans were imported in .pts 

format. For each scan, the target coordinates were 
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imported in txt format through the 

Targets/Spheres/Points Panel. For the registration, 

the 3DVEM – Register selects the best reference 

system [Fabado et al., 2013]. After alignment, the 

same scan was selected as reference. A standard 

deviation of 0.0023 m was obtained for the aligned 

scans. It is worth noticing that 3DVEM – Register 

reports on the precision estimates of the exterior 

orientation parameters for each scan. Therefore, it 

is very easy to confirm the quality of the final 

registration. 

 

 

 

Figure 3.9: Summary of the registration with  

3DVEM–Register v. 1.0.010. 
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Registration evaluation on the dome 

To evaluate the registration performance, meshes were 

obtained from the registered point clouds. 3DReshaper® 

software was used for meshing. For each mesh, only the 

point cloud obtained from the union of registered scans 

was used, without filling holes and without noise 

reduction. All this was done in order to have a 

reference reflecting the point cloud, without arbitrary 

filters. 

The comparison between the model and the point cloud, 

for all three clouds aligned with the three different 

software packages was made in Geomagic Studio® software 

[Figure 3.10]. The regular intrados dome of the church 

was used as testing area. The different points-

deviations model results are presented below. 

 

 

 

Figure 3.10: comparison between model and point cloud 

after FARO Scene. 
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The overall comparison can be summarized in the 

following Table 3.2. Quite similar distance differences 

are obtained with the three registration software. Only 

the maximum positive distance achieved with FARO Scene 

deviates more than both Leica Cyclone and 3DVEM – 

Register. It is worth noticing that the values are 

quite comparable, with slightly better results for the 

3DVEM – Register software. 

 

 + dMean - dMean dMean + dMax. - dMax. σd 

Faro Scene 0.007 -0.007 0.001 0.107 -0.081 0.011 

Leica Cyclone 0.006 -0.007 0.001 0.092 -0.075 0.011 

3DVEM – Register 0.006 -0.007 0.001 0.089 -0.079 0.010 

 

Table 3.2: Distance deviations between point clouds and 

meshes (in m). 

 

Table 3.3 reports on the differences achieved among 

meshes. The closeness in the output meshes after 

registration with Leica Cyclone and 3DVEM – Register is 

evident. In fact, the values are very similar. However, 

mesh obtained after registration with FARO Scene shows 

a greater deviation, not only with Leica Cyclone but 

also with 3DVEM – Register. The values are, in any 

case, thoroughly acceptable, given the accuracy of the 

instrument used and the size of the Church. 
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 + 

dMean 

- 

dMean 

dMean + 

dMax. 

- 

dMax. 

σd 

Scene - Cyclone 0.005 -

0.004 

0.000 0.085 -

0.100 

0.007 

3DVEM – Register  

- Scene  

0.004 -

0.005 

0.000 0.072 -

0.086 

0.007 

3DVEM – Register 

- Cyclone  

0.001 -

0.001 

0.000 0.048 -

0.053 

0.002 

 

Table 3.3: Comparison between the different results 

of the deviations mesh-mesh. 

 

In conclusion of the registration step, obtained 

indirectly by using only spherical targets, we can make 

the following remarks [Artese et al., 2014]: 

 The registration results achieved with the 

different software packages yield equivalent 

residuals when comparing point clouds and 3D models 

coming from the same software;  

 The comparison between the meshes extracted from 

different point clouds confirms that the results 

have the same order of magnitude. However, it is 

due to the derived exterior orientation parameters 

that the differences among registered output 

datasets coming from different registration 

implementations yield deviations higher than 

expected with FARO Scene, while almost identical 

results are achieved with Leica Cyclone and 3DVEM
®
-
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Register;  

 There are substantial differences while handling 

targets. It is possible to import directly the 

targets in 3DVEM
®
-Register in different ASCII 

formats while the user needs to create either 

vertices in Leica Cyclone or objects in FARO Scene. 

Furthermore, there is no need to know point/surface 

normal vectors. After the datasets are imported, 

all three registration packages run quickly the 

registration, 3DVEM
®
-Register being the fastest. 

This fact is relevant when dealing with large 

registration datasets where not only targets but 

coordinated points can be used to quickly solve out 

the registration with maximum reliability through 

the virtual reference network. 

 The results show a substantial agreement between 

the three solutions. Noteworthy is the fact that 

the software 3DVEM
®
-Register gives the error 

estimates for each station; 

 To have more meaningful results, additional studies 

should be undertaken with larger datasets regarding 

both scan positions and different numbers of 

targets. 
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3D model and detection of structural 

problems 

The survey executed by laser scanner highlights some 

aspects, not yet solved, regarding the form and the 

building history of the church: first of all, the shape 

of the dome.  

The masonry dome, built by using bricks, is often 

described erroneously as a hemisphere, similar to the 

Pantheon. Actually, the dome presents a radial 

symmetry, but the vertical section is obtained through 

two circular arches, with a radius of 28.50 m. The 

building of the dome was very troublesome, due to its 

large dimensions. In correspondence to several dome 

slices, some cracks can be observed. Furthermore, the 

floor presents a slope: it is not clear if the slope is 

the same as in the original project, or if other 

problems occurred during construction. 

 

Comparison between actual and ideal shape of 

the dome – Thermal camera surveying – Cracks on 

the dome 

The results of the laser scanner survey allowed us to 

obtain the deviations of the dome surface with respect 

to a likely design surface. As reported above, the 

surface of the dome is quite different compared to a 

semi-sphere, so the diffused hypothesis about a "copy" 
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of the Pantheon scheme is wrong.  

It is highly interesting that the deviation between 

the real surface (best fitting ideal surface) and a 

bohemian vault (slice of dome), that is the more likely 

design surface, is at a maximum near the cracks, where 

these are present. 

In the following figures, we can observe: 

 

 

Figure 3.11: The 3D mesh of the Escuelas Pías Church. 
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Figure 3.12: Level of detail of the mesh. 
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Figure 3.13: The crack on a dome slice and the corresponding 

thermal image. 

 

Figure 3.14: A view of the 3D model textured with the 

thermal image. 
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Figure 3.15: The deviations between ideal and actual 

surface. 

 

The deviations of the symmetry axis  

Another question regards the floor and the axis of 

drum, dome and lantern. 

The low slope, present in the floor, is not directed 

towards the main altar, but has an orthogonal 

direction, so it is unlikely that it was foreseen in 

the original project. The axis of the church should 

give some information useful for hypothesizing the 

causes of the floor slope. 

To find the axis of the church, horizontal sections 

were obtained on the 3D model every meter; the 
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centroids of the sections, were then found. The most 

likely axis should be the line that interpolates all 

centroids. The axis found with the above described 

procedure shows a deviation of about 0.44 degrees with 

respect to the vertical (from the floor to the top of 

the dome). The centroids move in the direction of the 

transept to the left for an observer looking at the 

principal altar. The floor of the church has a slope of 

about 0.137 degrees in the same direction. Since the 

biaxial compensator of both laser scanners used for the 

survey has a precision of 0.015 degrees, the slope of 

the floor is real. Given that the deviation of the axis 

is to some degree greater than the slope of the floor 

we could make the following hypotheses: (a) the whole 

church suffered a subsidence after its realization, (b) 

due to small errors during the building, the central 

axis was not vertical also at the end of its 

realization. 

In the following, we can see some views of the 3D 

model. Figure 3.16 shows a nadiral view with the bottom 

and upper fitting circles (the translation of the 

center is evident) and a zoom of the nadiral view, in 

which the envelope of the horizontal sections centroids 

is highlighted (Cyan: lower church and drum - Pink: 

Dome - Yellow: lantern). Figures 3.17 show two 

axonometries (the thin black line is the vertical in 

the bottom center).  



118 

 

 

 

   

 

Figure 3.16: Nadiral view and zoom.   

 

    

 

Figure 3.17: Axonometric views. 
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It should be noted that the direction of the axis of 

the lantern is quite different form the one of the 

church. This is evidenced by the position of the 

projection of the centroids on a horizontal plane. At 

this point we can consider as valid both hypotheses 

about subsidence and small aligning errors. In any 

event, the data collected and the results of the 

processing offer useful information to historians of 

art and to structural engineers for reconstructing the 

building history and better understanding the origin of 

the structural problems of the church. 
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4  

The investigations carried 

out on the church of Santa 

Maria dei Longobardi in San 

Marco Argentano. 

 

The thermographic analysis was aimed at understanding 

the structure of the church façade (Figure 4.1). It 

started from the previous collection of historical 

information about the construction and reconstruction 

of the building. Over the centuries, in fact, the 

church has undergone many alterations that have 

distorted its original architectural characteristics. 

Historical information is, therefore, crucial to 

formulating realistic assumptions on the original 
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system and to comparing the results of imaging studies 

performed.  

 

 

 

Figure 4.1: Present elevation of the Santa Maria dei 

Longobardi church, in San Marco Argentano. 

 

There is, therefore, a synergistic effect between the 

two types of investigation by means of which 

information is carried out on the stratification of the 

building phases and on elements concealed and 

incorporated due to successive restorations and curtain 

walls. The original can be reconstructed from a series 

of graphics and photographic documentation, as well as 

from archival records [Archivio Storico Diocesi San 

Marco Argentano-Scalea; Archivio di Stato di Cosenza; 

Pacichelli, 1703; Amirante, 2005; Antologia 

dell’Archivio Selvaggi; Cristofaro, 1932; 
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Soprintendenza B.A.P. delle Province di Cosenza, 

Catanzaro e Crotone]. 

It is characterized by the presence of two 

symmetrical openings in the upper part of the facade. 

The first graphic documentation (a drawing of the abbot 

Pacichelli, Figure 4.2) shows, in addition to the two 

openings at the top, a central portal. The subsequent 

documentations highlight the presence, in 

correspondence of the two windows, of two portals 

(Figure 4.3).  

 

 
 

Figure 4.2: G.B. Pacichelli, Il Regno di Napoli in 

prospettiva, view  of di San Marco.  

 

The façade has two portals but there is no trace of 

windows. We wanted to investigate the presence of such 

windows. 
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Figure 4.3: A photo of a religious procession in 1936  

(archive of Parrocchia Sacro Cuore di Gesù, San Marco 

Argentano). 

 

In order to avoid invasive techniques, we used a 

thermal imaging camera [Hum-Hartley, 1978; Fidler, 

1980; Voltolini et al., 2007; Grinzato, 2012] along 

with a total station. The camera used is a FLIR E40bx. 

It is equipped with a double sensor for inspection 

controls in the buildings. The measuring range, between 

-20 and + 120°C, optimizes the performance of the IR 

detector to provide quality images. The 3.1 megapixels 

CCD camera for the visible assures detail to better 

document the object in view.  
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Through the use of the camera using a passive 

technique, the presence of the two windows is 

highlighted, currently walled, in correspondence of 

which the heat flow is evidently changed compared to 

the rest of the wall. 

A Leica robotic 1201+ total station was used. By 

using it simultaneously to the camera, we evaluated the 

exact positioning of the windows in the facade and with 

respect to the entire church-bell tower complex. During 

the investigation with the thermal camera it was 

possible, thanks to the laser pointer, to highlight the 

top of the openings.  The 3D model of the entire church 

was obtained. The positioning of the hidden windows 

evidenced the displacement of the portal adjacent to 

the bell. The Thermographic investigation showed that 

the current portal is moved toward the center of the 

façade (Figure 4.4).  

 

  

 

Figure 4.4: Thermal shots: the hidden openings and the 

different position of the gate adjacent to the bell tower. 
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In conclusion, it is evident that the use of infrared 

techniques, appropriately integrated with Geomatics 

techniques, allows us to effect not only the detection 

of hidden elements but also their geometric 

characteristics and location with extreme precision. 

This can be of great help if restoration work is 

foreseen: actually, it is possible to minimize any 

invasive procedures. The interventions can be 

accurately programmed and they may be limited to 

minimum actions; this is very important for prestigious 

plasters and coatings. 
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5  

The survey, the 

representation and the 

structural modeling of 

ancient and modern bridges 

 

In the last few years, at the SmartLab laboratory 

at the University of Calabria, activities were 

developed in the field of surveying, monitoring and 

representation of structures. In the framework of 

these activities, Geomatics techniques have been used 

widely for the surveying of bridges since 2014.  

The authorities in charge of maintenance of the 

road structures (ANAS, Regions, Provinces) have to 

face different problems for both new and dated 
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structures. In the first case, you have the working 

plans and the design drawings, so the goal of the 

surveys is to get the  as built, to be compared with 

the project, for testing activities and accounting of 

work performed, as well as for documentation purposes 

[Fuchs et al., 2004,  Zogg and Ingensand, 2008]. In the 

case of dated structures, very often it is very often 

not possible to obtain the design documents, so then 

the survey is also used to reconstruct the manner of 

execution and disassemble the organism into the 

structural elements that were considered and 

dimensioned during the design phase [Lubowiecka et al., 

2009].  The results of the measurements are used for 

documentation and representation purposes, as well as 

for the reconstruction of the constructive procedures. 

The finite element modeling of the structures was 

obtained to simulate their behavior in case of 

earthquake. The analysis of the calculation results 

allows us to identify the critical parts of the 

structures, possibly to be reinforced, and which 

present the maximum stress. The surveys and 

representations are used also for the identification of 

degraded areas or which have detachments of bar 

coverage, on which we must intervene with actions of 

recovery and restoration.  

An accurate finite element model is used, finally, 

for the identification of the vibration modes of the 



128 

 

 

 

structure independently from external stresses, 

necessary for predicting its behavior under dynamic 

loads.  

The following describes the operations performed 

for surveying and modeling of two bridges located on 

two roads managed by the Province of Cosenza. 

The first bridge has been recently built, and it is 

characterized by a superstructure realized with 

precast pre-stressed concrete girders and provided 

with seismic isolators. In this case, the activity is 

mainly aimed at getting an as built, useful for 

control and documentation. The second bridge dates 

back to the 50s of the last century: it is an arch 

bridge made of reinforced concrete. The survey in 

this case is aimed at the exact reconstruction of its 

geometry, the identification of foundation settlement 

and finite element modeling, to simulate the behavior 

of the structure under seismic conditions. 

Instruments and methodology 

It was decided to use laser scanner technology, 

with an integrated camera, and a GPS for the 

georeferencing, in order to acquire large amounts of 

geometric and photographic data in a short period 

(Figure 5.1). 
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Figure 5.1 The instruments used: Laser Scanner Riegl VZ 

1000 and GNSS receiver Leica Viva.  

 

The choice of the laser scanner to perform a survey in 

a satisfactory manner, with adequate precision and 

completeness of representation, must take into account, 

in addition to the mandatory considerations about the 

accuracy and the flow rate, some other practical-

operational features.  

Fundamental to this is the evaluation of the number of 

scans necessary for the complete visibility of all 

parts of the object to be surveyed, and the conditions 

in which it must operate to perform the survey. The 

laser scanner RIEGL VZ 1000 was used, with the 

following characteristics: 
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 Accuracy of single point: ± 8mm. 

 Range: from 1m to 1400 m. 

 Sampling frequency: until 122.000 points/sec. 

 Field of view: 100°(Vertical) - 360° (Horizontal). 

 Leveler and magnetometer. 

 GPS receiver. 

 Nikon D610 Camera with a 20 mm calibrated lens.  

 Acquisition of pulse waveform return. 

 

This last characteristic allows us to discriminate the 

terrain or a object from the vegetation that covers it. 

The processing of data from the laser scanner was 

performed with the RiscanPro
®
 and Geomagic

®
 software. 

It must be noted that the laser scanner is equipped 

with a GNSS receiver which allows just an approximate 

positioning of the station (single point positioning) 

with the use of the code and the method of 

pseudoranges, whereby, to obtain an accurate geo-

referencing, we used a Leica Viva dual-frequency 

receiver, capable of receiving the signals from GPS 

and GLONASS constellation. For the data processing of 

satellite measurements in differential mode, we made 

use of data acquired by the permanent station GNSS 

positioned at the Laboratory of Geomatics, Department 

of Civil Engineering - University of Calabria, which 

captures data at a frequency of one second. The 
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processing of the acquired data, performed with the 

Leica Geo Office
®
 software, provided the coordinates of 

the station points with centimeter accuracy.  

The Arenazza bridge  

The Arenazza bridge, in the locality of Ceramide near 

the town  of Cetraro (CS), is located at km 0+250 on  

the Provincial Road number 270 (Figure 5.2).  

 

 

 

Figure 5.2 The Arenazza bridge. 

 

It is a bridge with two spans, with a deck consisting 

of pre-stressed concrete beams laid side by side and an 
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overlying reinforced concrete slab; the beams are 

resting on the abutments and on the central pier, 

equipped with seismic isolators. The main aim of the 

survey was to verify the conformity of the realized 

construction with respect to the project. For this 

reason, it was not necessary to carry out scans on the 

two sides of the road, it was sufficient to get the 

dimensioning of construction elements (abutment, pier, 

beams, bearing).  

 

 

 

Figure 5.3 Scans before and after filtering.  
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The presence of a metal fence that prevented access 

to the area north of the road did not constitute, 

therefore, a problem. It was sufficient, besides, to 

have only one station point, chosen so as to be able to 

scan the maximum part of the bridge (Figure 5.3). 

The instrument, used with the compensator, equipped 

with the external Nikon D610 camera and the GNSS 

receiver, was configured with a resolution of 0.08°/pt 

and a scan rate of 120,000 points per second. Some 

details of the bridge (seismic isolators) were scanned 

with a resolution of 0.007°/pt in order to reconstruct 

their geometry in a more accurate way. For 

georeferencing, the station coordinates obtained by GPS 

were used, combined with indications of the 

magnetometer which is fitted to the laser scanner.  

After reducing the point cloud through the operations 

of noise filtering, decimation and filtering of the 

redundancy, we faced the phase of surface 

reconstruction, through the mesh. 

By imposing the existence of known geometric 

primitives (plans), the simplified geometry of the 

construction was obtained, to be compared with the 

project drawings. 

From the three-dimensional model vertical and 

horizontal sections were produced. The detailed scans 

were used for modeling the bearings (Figure 5.4). 
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Figure 5.4 Mesh of Arenazza bridge. 

The Caprovidi bridge  

The Caprovidi bridge, in place at S. Angelo, at the 

town of Cetraro (CS), is located at km 1+900 of  

Provincial Road number 26. Is a reinforced concrete 

arch bridge, cast in place, with two frame piers 

convergent with the  plinths of the supporting arch 

(Figure 5.5). 
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Figure 5.5 The Caprovidi bridge. 

 

Three scans were used (Figure 5.6). Due to the 

topographic situation, in fact, it was not possible to 

obtain access to the area on the hydraulic right side 

of the river, for which some parts were not visible; 

the thick vegetation was also an obstacle which 

prevented scanning of some parts of the bridge 

abutments. Lastly, the support bases of the arch and of 

the Y piers are covered by backfill terrain. For each 

scan a partial spatial overlap with the adjacent ones 

was planned. 
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Figure 5.6 Union of scans and detail of a colored point 

cloud. 

 

 Two scans were performed from the two sides of the 

bridge; for the third acquisition, performed under the 
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deck, the instrument was positioned with an inclination 

of 90°. Also in this case, some details of the bridge 

were scanned with more definition.  Cylindrical targets 

were positioned, having a diameter of 14 cm, to 

facilitate the alignment of the scans in the data 

processing. The reference system of the first station 

was used also for the subsequent ones. The targets, 

having reflecting surface, were positioned in such a 

way as to be easily and clearly visible in the scans. 

For accurate georeferencing, acquisitions were used 

performed by the dual-frequency GNSS receiver, post-

processed along with the data collected from the fixed 

permanent station. The filtering and the reduction of 

the point clouds was particularly delicate. While 

having the possibility of discriminating the return 

pulses, a thorough job on the part of the operator was 

necessary, since the automatic procedures were 

influenced by the vegetation and the geometry of the 

work. In the absence of the project drawings, the 

survey was aimed at the reconstruction of the 

structure, but also at obtaining the initial design 

(reverse engineering). For this reason,   two 3D models 

were created: the first was obtained directly from the 

mesh generated after the steps of registration, 

filtering and decimation; the second one is the 

geometrically regular model, which should constitute 

the project work. The first model can be used for 
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documentation, while the second is used as a basis for 

structural modeling. Recent applications aim at 

obtaining the finite element model directly from the 

point cloud [Castellazzi et al., 2015; Vosselman et 

al., 2004]. In figure 5.7, the mesh obtained after the 

elimination of the vegetation is observed. There is an 

evident lack of information, especially in the areas of 

the foundations. 

 

 

 

 

Figure 5.7 Mesh without vegetation. 

 

The on-site investigation and detailed measurements 

allowed us to integrate the results of the laser 

scanner survey and to develop the likely geometric 

model of the project, shown in Figure 5.8 with the main 

structural elements highlighted in different colors. 
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Figure 5.8 The geometric model. 

 

Figures 5.9 and 5.10 show the deviations between the 

ideal geometric model and the point cloud.  

 

 

Figure 5.9 Deviations points-model. 

 

It can be observed that the deviations are typically 

of centimetric order, within the manufacturing 

tolerances for this kind of structure (cast on site). 
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Figure 5.10 Deviations points-model in correspondence to 

deteriorated areas and vegetation. 

 

The red and blue areas identify irregularities 

generally due to detachment of material. The very high 

values of the maximum and minimum deviations are due to 

the presence of some unfiltered points, automatically 

assigned by the software to a wrong surface. 

During vectorization, we proceeded to eliminate 

eventual interference between the various simple solids 

that form the overall volume. The model so obtained, in 
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this case, was used for the dynamic identification, a 

very useful procedure also for detecting possible 

damage to the structure. The initial model was  

transformed into the finite element model (FEM) and 

analyzed using the Abaqus
®
 [ABAQUS, 2014], structural 

analysis software which through automatic procedures 

imports the vectorized graphic model and converts it 

into a finite element mesh, in this case 4-node 

tetrahedral elements with only 3 degrees of freedom per 

node (Ux, Uy, Uz). This type of element was used to 

generate the mainly structured and anyway quite regular 

mesh, without losing accuracy, even in zones with 

variable thickness (Figures 5.11 and 5.12). 

 

 

 

Figure 5.11 FEM model generated automatically from the CAD 

model. 
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Figure 5.12 Views of the FEM model. 

 

The outputs of the structural calculations performed 

on the finite element model, were compared with those 

obtained through in situ measurements obtained by 

positioning some unidirectional acceleration 

transducers on the bridge, arranged in an appropriate 

manner, of piezo-electric type, with a sensitivity 

equal to 10 V/g. These sensors identified the real 

vibration modes of the structure subjected to ambient 

noise and uncontrolled stress, FDD (Figure 5.13). 
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Figure 5.13 vibration modes. 
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 The analysis results are in perfect agreement with 

the measurements in situ and   specific procedures were 

not necessary for updating the identification of the 

mechanical characteristics of the structure, which were 

in agreement with the design values or measured on site 

[Artese et al., 2015]. 

Future activities: the S.Angelo bridge 

The results obtained in the first cases showed the 

usefulness of Geomatics techniques both for the 

documentation and for structural modeling of modern 

bridges. Another activity regards the ancient 

constructions in brick masonry and stones, which 

present special problems, and several examples of which 

are present and still used along the roads. 

A very interesting construction is the Sant'Angelo 

Bridge, also known as the Hannibal Bridge. It is a 

Roman bridge dating from the II sec. B.C., located 

between the towns of Altilia and Scigliano, in the 

Province of Cosenza (Figure 5.14). The scans of the 

construction were performed, while the building of the 

model is still in progress. 
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Figure 5.14 The Hannibal Bridge. 

 

Like in the previous cases, the activities of survey 

(Figure 5.15) were carried out through the use of two 

techniques: terrestrial Time of Flight laser scanner 

Riegl VZ 1000 to acquire the geometric characteristics, 

and GNSS receiver for georeferencing. 
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Figure 5.15 Survey of the Hannibal Bridge with Laser Scanners and 

GNSS receiver. 

 

To scan the bridge in its entirety, five station 

points were chosen. The scans carried out have provided 

very high density point clouds (Figure 5.16), which 

describe the surface of the object with extreme detail. 

For the connection of individual scans it have been 

used cylindrical target, and common points (tie 

points). 
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Figure 5.16 The union of the scans. 
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6  

The DIC method used for the 

test of some composite 

material specimens 

 

The DIC method was used for the test of some 

composite material specimens, carried out in the 

framework of the activities of the Smart-Lab. The test 

was integrated with an IR survey. 

To carry out the test, several activities were 

involved: (a) calibration of camera lens, (b) 

determination of the scale of the frames, (c) 

synchronization of testing machines and digital camera, 

(d) calibration of the DIC software by using specimens 

with known geometric and mechanical characteristics, 
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(e) testing on fiber reinforced concrete specimen, (f) 

comparison of the results obtained by DIC and test 

machine. 

Calibration of camera lens 

A full frame Nikon 610 camera (35.9 x 24.0 mm CMOS 

sensor FX format) was used, with a resolution of 24.3 

Mpixels (6016 x 4016). The pixel size is 5.97 m. 

To calibrate the 55 mm Nikkor lens used for the 

tests, the Camera Calibration Toolbox for Matlab
®
 was 

used, with the added possibility to exclude points or 

to modify their position in the photo. The results of 

the calibration are reported in figure 6.1. 

 

 

 

Figure 6.1: Results of the lens calibration. 
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Determination of the scale of the frames  

For each test, the camera was positioned on a very 

robust stative, in front of the specimen. The distance 

between the grips, easily detectable in the frames, was 

measured by a digital caliper; in addition, the known 

dimensions of the specimen could allow us to rectify 

the frames. In this case, the rectification was not 

necessary, thanks to the very accurate orthogonal 

nature of  the line of sight of the camera with respect 

to the plane of the specimen. Thus, the scale of the 

frames has been easily obtained from the ratio of the 

distance in mm between the grips, and the same distance 

in pixels. 

 

Synchronization of testing machines and 

digital camera  

To synchronize the acquisitions of the test machine, 

the photo-camera and the IR camera, two chronometers 

were used (Figure 6.2). After the time start-up, a 

photo of their displays, close to each other, was 

acquired. The first chronometer was positioned near the 

monitor of the computer used to drive the test machine, 

the second one was positioned close to the specimen. In 

this way it was possible to synchronize the frames of 

the video of the specimen with the ones of the test 

machine computer. 
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Figure 6.2: The chronometers used for the synchronization 

of testing machines and digital camera. 

 

Calibration of the DIC software by using 

specimens with known geometric and mechanical 

characteristics  

The test was carried out by using three aluminium 

“dog bone” specimens. The dimensions are shown in 

figure 6.3, the thickness is 1 mm, while the 

characteristics of the alloy are reported in table 6.1. 

 

 

Figure 6.3: Dimensions of the aluminium specimen. 
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PHYSICAL AND MECHANICAL PROPERTIES  

(BS EN 485-2:2008) 

Density 2.70 g/cm3 

Melting Point 555 °C 

Thermal Expansion 24 x10-6 /K 

Modulus of Elasticity  70 GPa 

Thermal Conductivity  180 W/m.K 

Electrical Resistivity  0.038 x10-6 Ω .m 

Proof Stress 255 Min MPa 

Tensile Strength 300 Min MPa 

Elongation A50 mm 9 Min % 

Hardness Brinnell 91 HB 

 

Table 6.1. Properties of the specimen aluminium alloy. 

 

Two tests were carried out following the technical 

rules UNI EN 10002-1. The test machine is an INSTRON 

MTS model Criterion series 40.  

The lens aperture was set to 5.6: this value allows a 

good lens resolution; the limited field depth was not a 

problem, because of the plane and flat surface of the 

specimen. 
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Figure 6.4: The apparatus for the shooting of the test on 

the aluminium specimen. 

 

In figure 6.4 we can observe the camera mounted on 

the stative, the specimen and the chronometer. The 

distance between camera and specimen was 26 cm; the 

distance between the grips, measured by a digital 

caliper, is 98.0 mm. In the first frame, the distance 

is 570 pixels, so the frame scale is 1 pixel = 0.172 

mm. Theoretically, the DIC should be able to perform 

the matching with a precision of .01 pixel, so a 

theoretical resolution of about 2 m could be obtained.  
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Digital Image Correlation is performed using several 

software programs. The most diffused code is 

implemented in the Image Processing Toolbox™ MATLAB
®
. 

The best results are obtained by commercial software; 

in our case, the frames were processed using the 

program VIC-2D
TM
 of Correlated Solutions, that 

guarantees very high performances. The displacements 

measured by the test machine are in agreement with the 

ones computed by the program: the maximum difference is 

about .06 mm for a final displacement of 4.00 mm. This 

difference of 1.5% is practically constant during the 

tests. Taking into account of an approximation of about 

0.1 mm for the measurements carried out with the 

caliper and the length of 98 mm, the relative error is 

about 0.1%, quite lower than the difference detected; 

furthermore, 0.06 mm is about 0.33 pixels, rather 

greater than the DIC resolution. Thus the difference of 

1.5% can be considered as a systematic deviation 

between the measurement systems. 

In the following, we will comment on some results. 

In figure 6.5 one can see the distribution of the Von 

Mises strain at the end of the test 1. Note the 

direction of the principal strain, not perfectly 

aligned with the vertical direction. Higher points do 

not belong to the specimen, but to the grip, so the 

corresponding values are not meaningful.  
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Figure 6.5: Von Mises strain at the end of the test 1. 

 

 

 

Figure 6.6: Zoom of Von Mises strain in the first phase 

of the test 1. 
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Figure 6.6 shows a zoom of the distribution of the 

Von Mises strain in the first phase of the test 1: 

maxima values are in the zone of the final crack. 

 

 

 

 

Figure 6.7a, 6.7b: Zoom of Von Mises strain. 
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The different directions of the strain are clearly 

visible in figures 6.7a, 6.7b where the situation at 

the beginning of cracking and at the end of the test is 

represented. 

This agrees with the displacements represented in 

figure 6.8 that are greater in the right zone of the 

specimen.  

 

 

 

Figure 6.8: Vertical displacements at the time of figure 

6.7a. 
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Depending on the irregularities of the displacements, 

the interval of confidence  of the DIC method changes.  

 

 

 

Figure 6.9: Interval of confidence during the test 1. 

 

In figure 6.9, we can observe that  is greater in 

the higher part of the image, due to lighting problems, 

and it increases in the zone of the future crack.  Once 

the crack is formed, it will be impossible to perform 

the correlation in its neighborhood. This is confirmed 
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by figure 6.10, where minimum and maximum strain are 

highlighted and the zone of the crack is without 

information. 

 

 

 

Figure 6.10: Principal strain at the end of the test 1. 

 

Tests on fiber reinforced concrete specimen 

Some tests were carried out on fiber reinforced 

concrete specimens. Both monotonic and cyclic bending 

tests were performed. 

The test machine INSTRON 8501 with a maximum load of 

100 kN was used. The machine is equipped with a 

computerized controller and with a climatic cell MTS, 

not used for the tests. 
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During the tests, the images were acquired by the 

camera NIKON D610 and by the thermal camera FLIR E50, 

with a thermal resolution of 0.05°C, a frame rate of 60 

Hz and a 25° x 19° Field Of View (FOV). 

 

 

 

Figure 6.11: Final vertical displacements for monotonic test. 

 

 

 

Figure 6.12: Thermal frame acquired during monotonic test. 
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Figure 6.12 is a thermal frame of the monotonic test: 

the temperature in the upper-left refers to the central 

point, highlighted by the cross. The zones close to the 

bearers and the loading roller are colder. During the 

test, the temperature remained constant. 

In figure 6.13, the distribution of the vertical 

displacements during the cyclic test, obtained using 

DIC method, is shown. The white frame is the zone taken 

into account for obtaining the graphics reported in the 

following.  

In figure 6.14 the strain in the X direction 

during the cyclic test is shown; the values are 

averages obtained for the region inside the white frame 

of figure 6.13. 

 

 

 

Figure 6.13: Vertical displacements during the cyclic test. 
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Figure 6.14: Strain in the X direction during the cyclic 

test (average values for the white frame of figure 6.13). 

 

Comparison between the results obtained by 

DIC and test machine 

Figure 6.15 shows the vertical displacements during 

the cyclic test; the values obtained using the DIC 

method (in pixels) are averages for the region inside 

the white frame of figure 6.13. 
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Figure 6.16 shows the displacements of the loading 

beam of the test machine during the cyclic test. Given 

the scale of the frames used for DIC analysis, the 

results of the two methods are in agreement, with a 

difference of about 2%. 

 

 

 

Figure 6.15: Vertical displacements during the cyclic 

test (average values for the white frame of figure 6.13). 
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Figure 6.16: Traverse displacements of the loading beam 

of the test machine during the cyclic test. 

Remarks on the reported results 

A good agreement between test machine and DIC results 

was found: the differences are less than 2%. This 

permits us to explain the growing diffusion of this 

method for laboratory tests. The DIC method overcomes 

some limits of the techniques using single point 

acquisitions (extensometers, strain - gauges, etc..).  
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E.g., there are no problems connected to the 

possibility of slippage between the extensometer and 

the specimen.  

DIC methods allow us to obtain Deformation and Strain 

Fields, so the values of the searched characteristics 

can be found for each point of the specimen surface 

visible in the frames.  

This allows, inter alia, the opportunity to detect 

alignment errors of the test machine and/or machining 

errors in the manufacture of the specimens. 

IR frames allows us to detect irregular temperature 

distributions and are useful for control aims, when a 

climatic cell is used. 
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7  

Landslide monitoring 

 

The survey and the representation of the land have 

been part of the main objectives of Geomatics 

disciplines since their origins. The methods of modern 

geomatics, composed of a combination of different 

sensors and devices for the storage, transmission and 

processing of data of environmental type, allow us to 

obtain extremely detailed representations of the 

earth's surface, from which it is possible to derive 

much information useful to geological investigation 

[Fabris et al., 2011; Achilli et al., 2015]. 

It is possible to distinguish two main fields of 

geological investigation: (a) the geomorphological 

characterization, i.e. the study of the developmental 
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aspects of a territory and the group of transformations 

due to the effect of various physical agents through 

their morphological representation; and (b) the 

continuous and/or discontinuous monitoring, covering 

the systematic control of changes in the spatial 

configuration of an area with respect to a 

predetermined time interval. 

The monitoring is generally extended to the 

structures sited near the crown and the ridges of the 

landslide. In the case of great phenomena, a large 

number of activities (geological, geotechnical, etc) 

are performed, and the need to coordinate all of the 

studies is felt. For monitoring landslides, the 

measurements are performed by using total stations 

[Stiros and al. 2004], photogrammetry [Scaioni and al. 

2014], conventional laser scanner [Kasperski and al. 

2010; Sui and al. 2008; De Agostino and al. 2012; 

Artese and al., 2013], and recent models capable of 

giving full waveform [Mallet and Bretar 2009; Pirotti 

and al. 2013; Di Salvo and al., 2014]. Global 

Navigation Satellite System (GNSS) receivers are used 

since several years, and recent applications use also 

low-cost instruments [Glabsch and al. 2009]. SAR 

interferometry is used both from satellite [Kimura and 

Yamaguchi 2000; Bratus, 2015] and ground based [Tarchia 

and al. 2003; Lingua and al. 2008]. 

 The tools and methods of Geomatics allow us to 
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identify and classify the main structural components of 

an area, and to interpret their spatial correlations 

and dynamics, with a quantitative description of the 

earth's surface [Pike and al., 2009]. It is possible to 

derive, from the Digital Terrain Model, deterministic 

and probabilistic models, used to evaluate the dynamic 

and evolutionary mechanisms present in an area, to 

predict possible scenarios of transformation and for 

risk assessment. The typologies of information can be 

only metric, or concern quality aspects related to 

specific geological features [Pavlopoulos and to. 

2009]. The extraction of this information is usually 

done at the end of a process of processing data that 

allows us to obtain 3D models endowed with a high level 

of detail. The representation of an area, through 

modeling of the natural elements that compose it, is a 

fundamental tool for analyzing and controlling the 

mechanisms of instability that often characterize 

terrain slopes and rock faces [Scaioni and Alba, 2010], 

to assess the levels of risk [Ferrero and al, 2011], 

and to simulate the possible paths of falling rocks and 

stone material according to analytical models of 

investigation [Slob et al, 2004]. 

All geomatics activities should be integrated with 

geotechnical surveys, in order to better understand the 

collapse mechanism of the landslide and to set up a 

model, also useful for early warning [Artese and al., 
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2015]. The parameters to be measured, during 

monitoring, can be: direct parameters i.e. quantities 

that describe directly the behavior of the landslide 

(vertical and horizontal movements, deformations, 

rotations); indirect parameters i.e. data representing 

the boundary conditions of the landslide (pore 

pressure, groundwater levels, meteorological 

parameters, hydrology, seismicity). The frequency of 

surveys, during monitoring, depends on: the scope of 

the monitoring; the evolution of the phenomena; the 

observation periods. The type of data collection can be 

manual (executed by operators), automatic (managed by 

remote centers) and mixed. Generally monitoring is 

activated for safety purposes to population centers, 

infrastructure and engineering installations, or for 

study aims. 

The Vermicelli Landslide 

In March 2010, after a winter animated by prolonged 

heavy rains, preceded by a long rainy period, on the 

north-west of the University of Calabria, on the slope 

of Contrada Vermicelli,  some landslides were 

activated, two of which, the most significant, are next 

to each other but clearly distinguished (Figure 7.1). 

These have caused concern in anticipation of a possible 
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retrogressive evolution toward upstream, which could 

endanger some buildings placed on the summit of 

Vermicelli hill and the road, as well as some 

properties of the University. 

 

 

 

Figure 7.1: The University of Calabria Landslide. 

Ortophoto and Cartography. 

 

The landslide system in question was classified on 

the basis of direct observations and consists of two 

major landslides [Magarò et al., 2012] (Figure 7.2): 

 Slide A is a Rotational slide, i.e. a slide in 

which the surface of rupture is curved concavely 

upward and the slide movement is roughly 

rotational about an axis that is parallel to the 
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ground surface and transverse across the slide 

[Highland, 2004]. The lateral scarps are clearly 

detectable; in the zone at the foot, all of the 

parking area seems to be involved. The rotation of 

the landslide body causes the formation of a 

landslide scarp, the more trend to the vertical 

direction as lower as is the center of rotation, a 

lowering of the upper part of the landslide body 

and a lifting, accompanied by a forward 

displacement: the foot of the landslide. 

 Slide B is a Translational slide, with probable 

sliding surface arranged in correspondence with a 

level clay. In this type of slide, the landslide 

mass moves along a roughly planar surface with 

little rotation or backward tilting [Highland, 

2004]. It is clearly detectable in the area of the 

head, while the foot is observable only in the 

high part of the parking lot, where it skims the 

landslide A and for the remaining part coincides 

with the bed of the Bianchi channel. Probably, the 

slide occurs along the surface of contact between 

a layer of sandy silt-clay and a layer of silty 

clay. The landslide is bounded by a deep traction 

fracture of a width of between 20 and 40 cm and a 

depth of 40-60 cm. It is possible that the 

original depth was increased and that the fracture 

has been partially filled with material from the 
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collapsed walls. The lowering of the side of the 

valley is modest, 10-20 cm, and this leads to 

suppose a slip of translational type. 

 

 

 

 

 

Figure 7.2: The two landslides and the classification of slope 

movements [Varnes, 1978]. 

 

The survey was executed using the terrestrial laser 
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scanner RIEGL VZ-1000 with full waveform technology, 

and involved the whole landslide. The instrument 

provides a measurement range greater than 1.400 m, a 5 

mm repeatability, an efficient measurement rate up to 

122.000 measurements/sec, a wide field of view of 100° 

vertical and 360° horizontal, and uses an invisible 

laser beam for eye safe operations. 

The survey was aimed at creating a 3D model (Figure 

7.3) with high resolution, usable for geomorphological 

investigations and geotechnical analysis. 

At the same time a 3D model (Figure 7.4) was made 

starting from the 1K map of the area of the University 

of Calabria (flight 2006). 

 

 

 

Figure 7.3: Model from the survey. 
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Figure 7.4 Model from 1K map. 

 

The survey was carried out in one day, performing two 

scans from two stations, with a resolution of 10 cm at 

a distance of 100 m. Georeferencing of the survey, in 

the UTM-ETRF2000 system, was performed using the GNSS 

receiver and the magnetometer the laser scanner is 

equipped with, high precison not being necessary. 

For the processing of point clouds the software Riegl 

Riscan Pro
® 
was used; for modeling and analyzing the 

difference between the surfaces of the two models  the 

Geomagic Studio
®
 Software was used.  

The stored scans are aligned through tie-points, i.e. 
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the vertices of the university “cubes” and the 

dormitories. At first, all scans, each with its own 

reference system, were referred to a coordinate system 

of the project corresponding to the one internal to the 

instrument in the first scanning position. The 

interactive tool multi-station adjustment was then 

applied to minimize the alignment errors by calculating 

the best geometry of overlap between the two scans. The 

optimized alignment allowed us to obtain a standard 

deviation less than 2 cm. 

 After the alignment, we proceeded with the filtering 

and the consequent removal of those points that cannot 

be used for the reconstruction. Initially the points 

not lying in the study area were simply removed 

manually; after that a selection was conducted and the 

automatic deletion of the irrelevant points by the 

multi-target classification from the full waveform 

analysis. The mere differentiation of echoes was not 

enough to correctly identify land points. It was 

decided, therefore, to resort to a procedure called 

terrain filter, by means of which it is possible, in an 

entirely automatic manner, to extract and eliminate, 

with high accuracy, the additional points belonging to 

the vegetation and to extraneous elements. The tool is 

based on an iterative procedure capable of generating a 

series of surfaces, equidistant from the surface of 

interest, with respect to which an automatic selection 
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is made of the points too external or excessively far 

away from the surface to reconstruct. Although much of 

the points belonging to the vegetation and to foreign 

elements were removed automatically, we encountered 

some problems in those areas with the presence of 

compact vegetation. For the filtering of these areas, 

we resorted to additional localized operations of 

filtering and to manual removal. Finally the clouds 

were resampled using a octree procedure. From resampled 

data a mesh was created with a resolution of 2 cm using 

the Geomagic Studio software, in order to preserve as 

much detail as possible. 

The most obvious problem during the reconstruction 

was the impossibility of obtaining closed and perfectly 

continuous surfaces, especially in the part where the 

vegetation was too dense. Due to the lack of 

information about the real shape of the land in these 

areas, it was decided to close the holes with 

approximate planes or geometric surfaces, respecting 

the morphology of the visible parts.  

Once the model is created, it is overlapped to the 

one obtained from maps, using as tie points the 

vertices of the university “cubes” and the dormitories. 

From the comparison of the two models, it was 

possible to make some observations. In figure 7.5, the 

two landslides are recognizable, their real limits and 

the depletion and accumulation zones.  



177 

 

 

 

 

 

 

Figure 7.5: Comparison of the two models. 

 

The precision of the results depends fundamentally on 

that of Cartography. We can evaluate an accuracy of the 
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final result of about 25 cm. 

The survey can also be used for studies and analysis 

of the evolution of the area or to monitor additional 

collapse events: through the data acquired at different 

times it is possible to examine the evolution of the 

phenomenon. 

From the 3D model derived from the scans, it is 

possible to derive a set of geometric entities such as 

polylines and contour lines, which can be exported and 

reused in a CAD program and allow the evaluation of 

distances, volumes, trajectories and the interaction 

between various elements [Hoffmeister et al., 2012]. 

The Fiego Landslide 

The site under examination is located along the A3 

motorway, near the south gateway of the Fiego I tunnel. 

It is part of a set of large translational landslides 

with rotational component. In particular, a large 

landslide was identified, which in the longitudinal and 

transverse directions (the latter parallel to the 

motorway route) has dimensions, respectively, of about 

350 m and 170m. There is a principal large quiescent 

landslide body, over which are developed two active 

minor bodies. 

One of these active bodies (Figure 7.6) is located 



179 

 

 

 

upstream of the motorway route and displays intense 

activity witnessed by numerous niches of secondary 

detachment, in addition to abundant and pervasive 

transverse and longitudinal crack. 

 

 

 

Figure 7.6: Landslide view: in blue the quiescent zone, in 

red the active minor bodies, in yellow the surveyed zone. 

 

Geological investigations and survey were undertaken 

under the PON LEW, Landslide Early Warning. 

The survey was aimed at creating a 3D model with high 

resolution, usable for geomorphological investigations 

and geotechnical analysis. 

The survey was carried out in one day, performing two 

scans from two stations, with a resolution of 10 cm at 

a distance of 100 m. For the alignment of the scans 

cylindrical retroreflective targets were used, 

positioned so as to be easily visible from both scans. 

Georeferencing of the survey, in the UTM-ETRF2000 
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system, was performed using the GNSS receiver and the 

magnetometer the laser scanner is equipped with, high 

precison not being necessary.  

 

 

 

Figure 7.7: Screenshots during data processing 
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For the processing of point clouds it was used the 

software Riegl Riscan Pro
®
; for modeling the software 

Geomagic Studio
®
 has been used. 

For the reconstruction of the landslide  the multi-

target classification was first applied that eliminated 

several points of vegetation, and then the iterative 

tool for terrain filter, which allowed us to further 

eliminate those points that did not belong to the real 

ground surface. 

Finally, the clouds were resampled using an octree 

procedure. 

From the model geometric primitives were derived such 

as level curves and vertical profiles. 
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8 

Dynamic measurements: the 

use of a laser pointer for 

monitoring bridge 

deflections 

 

The possibility to perform fast and accurate image 

processing, thanks to the power of the most recent  

computers, allows us to make use of  new exciting 

applications of this technology in several fields and, 

in particular, for the monitoring of large structures.  

The bridges, due to their dimensions and great loads, 

are often monitored. To control the state of health of 

a bridge, static loads are applied to the structure, 

materialized by a convoy of heavy trucks parked on the 
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deck in known positions. The deflections of the beams 

are then measured by using levels or total stations. 

Dynamic measurements have been recently proposed, by 

using Micro Electro-Mechanical Systems [Yu et al., 

2013] or Digital Image Correlation [Yoneyama and Ueda, 

2012].  

In the test described in the following, a very cheap 

instrumentation was used. The variation of the tangent 

to the elastic line was captured by using a laser 

pointer. A video of the oscillations of the laser 

footprint during the test was acquired. By analyzing 

the single frames, the variable position of the 

footprint centroid gives information about the 

inclination changes and, consequently, about the 

dynamic deflections. 

The geometry of the test was set up in order to 

amplify the movements of the laser footprint and, 

consequently, to get a high precision. 

In the following, the last test executed using this 

method is described. 

The test layout  

The University of Calabria is characterized by a 

South-North axis, along which the buildings of the 

Departments are sited. The axis is materialized by a 
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sequence of double-deck bridges: the upper deck can be 

used for vehicular traffic, while the lower one is 

reserved for pedestrians (Figure 8.1).   

 

 

 

Figure 8.1: Cross section of the double-deck bridge at the 

University of Calabria. 

 

The layout of the test is shown in figure 8.2. The 
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laser pointer is fixed to a tubular element of the 

truss beam of the bridge (figure 8.3, 8.4). The laser 

beam is projected onto a flat target fixed to a 

vertical wall of the north terminal abutment. To point 

exactly at the target, the pointer is mounted on a 

holder, usually used on optical tables, which allows 

precise horizontal and vertical movements. The holder 

is equipped with a strong magnetic base. 

 

 

 

Figure 8.2: The layout of the test. 

 

 

 

Figure 8.3: The laser pointer and the holder. 
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Figure 8.4: The pedestrian deck: the target is on the front 

wall. 

 

The camera used to obtain the video was positioned on 

a robust tripod, slightly lateral with respect to the 

laser beam path. 
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The instruments used and the expected 

precision 

The main characteristics of the laser pointer used 

are as follows: 

 Wavelenght   532 nm (Green) 

 Beam diameter  2.0 mm  

 Beam divergence  0.8 mrad 

 Power    100 mW (Gaussian Beam) 

 Pointing stability < 0.05 mrad 

 

The video was shot using a NIKON D610 camera with a 

55 mm NIKKOR (previously calibrated) lens. The distance 

to the target was chosen so that the medium scale of 

the frames was 1 pixel=0.2 mm. Taking into account the 

maximum pointing stability of the laser pointer, a more 

detailed scale of the frame would be useless. Given 

that the distance from the laser pointer to the target 

was 115.7 m, we obtained a beam footprint of 95 mm 

and a maximum pointing instability of 5.8 mm (23 

pixels). 

The correlation techniques allowed us to determine 

the centroid of the footprint with an accuracy of one 

pixel, so almost the total expected error in the 

measurements of the beam inclination was due to the 

laser pointer instability and can be evaluated as 0.05 

mrad. 
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The Test and the Results 

The test was carried out during the movements of a 

truck elevator, used for work on the façade of a 

building alongside the bridge (Figure 8.5). The weight 

of the truck was about 260 kN. 

The video was shot when the truck left the bridge. 

Due to the limited space, the truck performed some 

forward and backward movements to reach the optimal 

alignment before the final reverse run. 

 

 

 

Figure 8.5: The truck elevator on the upper deck of the 

bridge. 

 

In Figure 8.6, we can observe two frames obtained 

during the test. The ISO sensitivity and the aperture 

were chosen in order to execute automatically a 
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radiometric cut off, thus achieving two goals: a better 

defined shape of the laser beam footprint was obtained 

and the saturation of the image in the center zone of 

the footprint avoided. This allows a more accurate 

determination of the centroid. 

 

  

 

Figure 8.6: two frames acquired at the beginning and at 

the end of the test: after the truck left the bridge, the 

footprint is higher. 
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The frames were processed by using a code in Matlab
®
 

expressly realized. The position of the centroids 

(rows, columns) is given in pixels. 

In figure 8.7 below, the position of the centroid 

during the test is shown.  

 

 

̶ Trendline      ̶ Centroid position 

Figure 8.7: The vertical position of the centroid of the 

footprint during the test. 

 

The origin of ordinates is at the bottom of the 

frame. The values have been transformed in mm. The 

scale of the frames was obtained by measuring a known 

length on a rectified frame. Abscissae are in seconds. 

A sudden variation is evident, equal to about 40 mm, 

corresponding to an inclination change of 0.346 mrad. A 

rough estimation of the deflection can be made by 
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considering the laser positioned in correspondence to a 

bearing and a constant section of the truss beam. In 

this case the above inclination variation implies a 

deflection variation of the laser beam of about 6.9 mm 

at a distance of 20 m (middle of the span). Thus, it is 

possible to evaluate the variation of the truss beam 

deflection in 4.6 mm. 

It is also possible to observe that the pointing 

stability was less than 0.05 mrad. 

From a qualitative point of view, we can observe that 

the forward–backward movements of the truck are clearly 

reflected in the movements of the laser beam. 

Furthermore, some oscillations are recognizable after 

the truck left the bridge. 

In conclusion, this method seems to be promising for 

bridge monitoring. A camera with a high frame rate 

could allow the study of the frequencies, but the 

problem of pointing stability needs to be considered. 

A further refining should be made if a 3D model were 

available, in order to execute a FEM study and to 

compare theoretical and experimental results.   
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9 

Dinamic measurements: the 

use of TLS and GNSS for 

monitoring the elastic line 

of a bridge 

 

For the surveying of the bridges, laser scanning is 

by now a consolidated technique. The comparison of 

several scans acquired at different times, allows us to 

obtain, for example, the deviations between 

corresponding points of the bridge surface under 

different conditions. The laser scanner can thus be   

used for monitoring purposes.  

The very high acquisition rate of this instrument is 

exploited to perform mobile mapping [Schwarz et al., 
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1993; Tao and Li, 2007]. For this aim, the laser 

scanner is mounted on a vehicle: a mobile instrument is 

used to map a static object (land). 

One can think, however, of using this instrument in a 

reverse way:  a fixed instrument can be used to survey 

a mobile object. In particular, the deflections of the 

superstructure of a bridge could be dynamically 

measured in near real time. 

In the following, a method is described for the 

dynamic surveying of the elastic line of a bridge, 

along with the first experimental tests. 

The method 

The method consists of placing a laser scanner, set 

up as line-scanner, under the superstructure of a 

bridge and acquiring continuously a line parallel to 

the axis of the deck. 

The displacements with respect to the line surveyed 

under static conditions and without loads, allow us to 

obtain the elastic line. It is possible, in this way, 

to extract an elastic line for each scanned line; that 

is, up to several dozens of lines per second. 

The accuracy achievable depends on the instrument 

used. At present, several laser scanners reach 

precisions of about 1 mm for distances up to 200 m; if 
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the required range is higher, then more powerful models 

could be used, at the cost, however,  of lesser 

accuracy. 

 The operating mode is also important for the 

precision of the result. The best performances are 

obtained when the sampling rate is low: this lowers 

some effects, like, for example, the vibrations of the 

rotating mirror axis. 

Furthermore, we must consider that the goal is to 

reconstruct a line, obtained starting from a series of 

points. The best fitting line has in general an 

accuracy rather better than each single point, so the 

final result could reach a precision higher than that 

declared for the instrument used. 

 

 

First Test: The Cannavino Bridge at 

Celico 

The Cannavino bridge (Figure 9.1) is characterized by 

a cantilever prestressed concrete structure. A 

cantilever collapse occurred during its realization in 

1972, and it was subjected to of several studies, 

[Wittfoht, 1983]. 
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Figure 9.1: The Cannavino bridge. The present 

situation, a quoted elevation and photo of collapse 

(1972)  

 

In recent years, the end of the cantilevers have 

showed noticeable deflections; for this reason, a 

periodic monitoring with total station is performed by 

the technicians of ANAS, the Italian National 

Autonomous Roads Corporation. 

The instrument used for the test is a Riegl VZ1000 

Laser Scanner, as described above. In this case, the 
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laser scanner was used in the line scan configuration. 

The function timestamp was used, so that for each 

measured point the instant of acquisition was recorded; 

to this aim, the GPS receiver integrated in the laser 

scanner was used. 

The instrument was placed under the deck, near a 

pile, and a longitudinal path continuously acquired 

along the sidewalk. The scans were performed during a 

normal traffic period. 

A scan rate of 110,000 points per second was 

selected. 

The data acquired were processed with the RiSCAN PRO
® 

software. A text file was obtained, containing the 

coordinates of the measured points, along with the 

timestamp. This file was processed with a Matlab
®
 code 

realized on purpose and the single lines were 

extracted. The evaluation of the displacements was 

obtained using a spreadsheet and a cad program. 

The following remarks can be made: 

The row data generate very close lines that can be 

grouped in three curves groups. This can be caused by 

vibrations of the axis of the scanning mirror. To 

obviate this problem, the convergence of all lines at a 

point at the beginning of the cantilever was imposed. 

Figure 9.2 shows the layout of the test and some 

results. The trendlines obtained diverge going to the 

end of the cantilever; the distance reaches a value of 
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about 6 mm. This result is reasonable for normal 

traffic loads. 

 

 

 

 

Figure 9.2: The layout of the test.  

Cosenza Celico 
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The Second Test: The Bridge at University 

of Calabria 

The double-deck bridges at the University of Calabria 

(Figure 9.3) have been described previously. 

 

   

 

Figure 9.3: University of Calabria bridges. 

 

 

 

Figure 9.4: Cross section of the bridge at the bearing. 
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In Figure 9.4 the cross sections of the truss beam at 

the bearings are shown. The red line represents the 

path followed by the laser scanner during the 

acquisitions in line-scan mode. 

The layout of the test is shown in figure 9.5. The 

laser scanner is positioned on a tripod under the 

bridge. The path followed for the scans corresponds to 

a generatrix of the highest tubular element of the 

truss beam. 

 

Figure 9.5: The layout of the test. 

 

The acquisition rate was set to 70,000 points per 

second, which implies a slow rotation of the scan 

mirror. 

During the test, a video was acquired from the 

last floor, and the truck movements were recorded. The 
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video was synchronized to the scan acquisitions. 

The data acquired were processed with the software 

RiSCAN PRO
®
 and the same procedure of the test on 

Cannavino bridge was followed. 

The results are shown in the following figures. 

It is possible to observe that the lines obtained 

at the beginning and at the end of the test are 

coincident on the bearing (Figure 9.6), while a height 

difference of about 2 mm is present in the middle zone 

of the span (Figures 9.7, 9.8). 

This value is in full agreement with the results 

obtained using the laser pointer.  

 

 

̶ Unloaded bridge  ̶ Loaded bridge  

Figure 9.6: The profiles of loaded and unloaded bridge at 

the bearing. 
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̶ Trendline-Unloaded bridge      ̶ Unloaded bridge 

̶ Trendline-Loaded bridge   ̶ Loaded bridge 
 

Figure 9.7: The profiles of the tubular beam at the north 

zone of the span. 

 

 

̶ Trendline-Unloaded bridge      ̶ Unloaded bridge 

̶ Trendline-Loaded bridge   ̶ Loaded bridge 
 

Figure 9.8: The profiles of the tubular beam at the south 

zone of the span. 
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To study the dynamic behavior of a bridge 

effectively, the obtained elastic lines should be 

related to the moving loads at the moment of the single 

scan (load intensity, position, speed). To reach this 

goal, several problems should be faced; first of all, 

the synchronization of the laser scanner and of the 

instruments used to detect the position of the moving 

loads. These aspects will be dealt with during the next 

experimental tests. 

 



203 

 

 

 

 

10 

Conclusions and ideas for 

future developments 

The work of this PhD thesis has consisted in the 

application of geomatic techniques for Survey, 

Diagnosis and Monitoring of Structures and Land. 

 After a preliminary overview of the geomatic 

techniques, some aspects, in particular laser scanner 

and digital image correlation, have been thoroughly 

investigated.  

A series of applications were performed.  

The first of these regarded a historic building in 

Cosenza, the Cavalcanti Palace. A survey with the total 

station was carried out to check the verticality of the 

main façade and to control some cracks.   

Laser scanner and thermal camera were used for the 
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survey of the Escuelas Pias Church in Valencia. The 

result of the work was a very detailed 3D model, used 

for verifying historical hypotheses about the original 

design of the dome and the building procedure. The 

research of the deviation from the vertical of the axis 

of symmetry allowed us to detect a break point and two 

distinct directions for dome axis and lantern axis.  

Other interesting results were obtained with regard to 

the deviation between the theoretical shape and best 

fitting internal surface of the dome; the maximum 

deviations evidence a lowering of a dome slice in 

correspondence to a crack, highlighted in the 3D model 

textured with the thermal image. 

Another survey was carried out by using total station 

and thermal camera, to detect some hidden windows in 

the façade of the ancient church of Santa Maria dei 

Longobardi, in San Marco Argentano, whose present 

aspect derives from the union of two adjacent churches. 

Laser scanner and GNSS were used for the surveying of 

some bridges. In particular, the 3D model was obtained 

of a reinforced concrete arch bridge, cast-in-place. 

The model was used to perform a FEM analysis and 

allowed us to find the principal modes of vibration. 

Furthermore, the 3D model of a bridge of roman age was 

realized. 

Digital Image Correlation and thermal camera were 

used for a laboratory test of some composite material 
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specimens. After a calibration procedure, the results 

obtained using this technique were compared with the 

test machine outcomes. A good agreement between test 

machine and DIC results was found: the differences are 

less than 2%. 

Laser scanner and GNSS were used for modeling two 

landslides. By exploiting full waveform technology, the 

vegetation was eliminated and very accurate 3D models 

obtained.  

The first landslide system consists of two major 

landslides activated in 2010. The model realized was 

compared to a DTM of the area, obtained in 2008. The 

comparison between the terrain models allowed the 

detection of the two landslides, their real limits and 

the depletion and accumulation zones. Similar results 

were obtained for the second landslide, sited close to 

the A3 motorway. 

Finally, two new applications for deflection 

measurement of bridges under dynamic load were carried 

out. 

The first of these is based on a laser pointer fixed 

to a beam of the bridge superstructure. The footprint 

of the laser beam, projected on a flat target, was 

filmed by a camera. The variable position of the 

footprint centroid was used to obtain information about 

the inclination changes of the superstructure of the 

bridge and, consequently, about the dynamic 
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deflections. The test was carried out on the bridge of 

the University of Calabria, during the movements of a 

heavy truck elevator. The results were in agreement 

with the theoretically predictable values; the method 

seems to be promising for bridge monitoring.  

A procedure to measure the dynamic deformation of a 

structure using laser scanner was tested on two 

bridges. The method consists of placing a laser 

scanner, set up as line-scanner, under the 

superstructure of a bridge and on continuously 

acquiring a line parallel to the axis of the deck. 

The first test regarded a bridge characterized by a 

cantilever prestressed concrete structure, with a span 

of 100 m. The second test was carried out on the 

double-deck bridge at the University of Calabria: the 

deflections caused by the movements of a heavy truck 

were monitored. The results were in agreement with the 

theoretically predictable values and, for the second 

test, they fully agree with the results obtained using 

the laser pointer. This method can, thus, be suitable 

for dynamically monitoring bridges.  
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Ideas for future developments 

Several critical issues must be faced for the 

development of a methodology suitable for effectively 

monitoring the dynamic behavior of a bridge. 

First of all, the obtained elastic lines should be 

exactly related to the moving loads at the moment of 

the single scan (load intensity, position, speed). To 

reach this goal, the synchronization of the laser 

scanner and of the instruments used to detect the 

position of the moving loads should be guaranteed. 

Timestamp should be very useful for this aim. 

If the laser pointer is used, a problem to face could 

be the positioning on the bridge, along with the 

synchronization of the camera.  

Other problems are due to the powering of the 

instruments if a continuous monitoring should be 

performed. 
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