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ABSTRACT. We study qualitative properties of solutions of some semilinear
and quasilinear elliptic equations. Symmetry and monotonicity remain an
important topic in modern theory of nonlinear partial differential equations.
The moving planes method is one of the most important technique that have
been used in recent years to establish some qualitative properties of positive
solutions of nonlinear elliptic equations as symmetry and monotonicity; in
particular, it goes back to the seminal papers of A. D. Alexandrov [1] and J.
Serrin | ]. In this technique maximum and comparison principles play a
crucial role. Lots of well-known results about classical and more recent ver-
sion of maximum and comparison principles and of the Hopf’s Lemma will
be presented in Chapter 1. In Chapter 2 (see also [24]), we consider positive
solutions to semilinear elliptic problems with singular nonlinearity and we pro-
vide a Hopf type boundary lemma via a suitable scaling argument that allows
to deal with the lack of regularity of the solutions up to the boundary. In
Chapter 3 (see also [52]), we consider the quasilinear version of the problem
studied in Chapter 2, that is more involved, due to the nonlinear nature of the
operator. In Chapter 4 (see also [50]), we consider positive singular solutions
to semilinear elliptic problems with possibly singular nonlinearity and we de-
duce symmetry and monotonicity properties of the solutions via the moving
planes procedure in bounded or unbounded domains. In Chapter 5 (see also
[51]), we consider singular solutions to quasilinear elliptic equations under zero
Dirichlet boundary condition. Under suitable assumptions on the nonlinearity
we deduce symmetry and monotonicity properties of positive solutions via an
improved moving planes procedure, only in bounded domains. In Chapter 6
(see also [48]), we investigate qualitative properties of positive singular solu-
tions of some elliptic systems in bounded or unbounded domains, i.e. we prove
a generalization of the results obtained in Chapter 4. In Chapter 7 (see also
[49]), we prove the validity of Gibbons’ conjecture for a quasilinear elliptic
equation. The result holds for every (2N +2)/(N +2) < p < 2 and for a very
general class of nonlinearity f.

Ri1AssUNTO. 11 metodo dello spostamento degli iperpiani di A.D. Alexandrov
e J.B. Serrin & lo strumento piu importante utilizzato per studiare le pro-
prieta qualitative di soluzioni di equazioni alle derivate parziali (EDP) di tipo
ellittico non lineari, come simmetria e monotonia. Il Capitolo 1 tratta i prin-
cipi del massimo, i principi di confronto e il lemma di Hopf che svolgono un
ruolo cruciale nel metodo del moving planes. In questo capitolo, inoltre, &
presente anche lo stato dell’arte nei problemi semilineari e quasilineari. Nel
Capitolo 2 consideriamo le soluzioni positive di EDP ellittiche semilineari con
non linearita singolari. In questo contesto, usando un argomento di “riscala-
mento”, dimostriamo un nuovo lemma di Hépf al bordo, eludendo la perdita di
regolarita di soluzioni vicine al bordo. Il Capitolo 3 tratta della versione quasi-
lineare del problema studiato nel Capitolo 2. Dopo aver ottenuto un lemma
di Hopf per questo tipo di equazione, dimostreremo la simmetria e la mono-
tonia delle soluzioni positive nel semispazio e nei domini limitati e convessi.
Nel Capitolo 4, utilizzando il metodo del moving planes, dimostriamo la sim-
metria e la monotonia di soluzioni positive di EDP semilineari (possibilmente
singolari) in domini limitati e illimitati. Il caso quasilineare, che & molto di pilt
delicato e tecnico, & trattato nel Capitolo 5. Il capitolo 6 & dedicato allo stu-
dio delle proprieta qualitative di soluzioni positive e singolari di alcuni sistemi
ellittici cooperativi. Verra dimostrato che i risultati ottenuti nel Capitolo 4
restano veri in questo contesto. Nell’ultimo capitolo (Capitolo 7) dimostriamo
la versione quasilineare della congettura di Gibbons.
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Introduction

We study qualitative properties of some semilinear and quasilinear ellip-
tic equations. In particular we deal with weak solutions to

(0.0.1) — Apu = f(u) in Q,
where Q is a domain in RV, N > 2. If u € C?(Q), we define the p-Laplace

operator as follows:
Ayu = div(|VulP~2Vu)

(0.0.2) " Ou du  d*u
= p—4 2A -9 el

3,j=1

where (0.0.2) is defined in the set {z € Q : Vu(z) # 0} for every 1 < p < 2,
and in the whole domain € for every 2 < p < 400. As we will see in the
sequel, (0.0.2) can not be used in this form and hence p-Laplace operator
has to be understood in the weak sense. The hypothesis on the nonlinearity
will be always specified in all the chapters, but the reader could think that
f is a locally Lipschitz continuous function. We have to remark that the
p-Laplace operator reduces to the classical Laplacian when p = 2, i.e.

N
o*u
-
im 07

Agu = div(Vu) = Au =

In this case, sometimes, we can consider classical solutions for equation
(0.0.1). When p # 2 the situation is completely different and it is well
known that, since the p-Laplace operator is singular or degenerate elliptic
(respectively if 1 < p < 2 or p > 2), solutions of (0.0.1) are generally of class
Che, with a < 1 (see [46, ]) and have to be considered only in the weak
sense. More precisely, we say that u € WHP(Q) solves (0.0.1) if and only if

(0.0.3) /Q VP2 (Vu, Vi) da = /Q FWeds Yo e C2(Q),

We obtain (0.0.3) by applying divergence theorem to the following:

/ —div(|VulP~2Vu)p dr = / fu)pdx Vo e C°(Q).
Q Q
Now we consider the following problem with Dirichlet boundary conditions:

—Apu = f(u) in
(0.0.4) {u =0 on 0N

where Q is a bounded smooth domain of RY, with N > 2 as before, and
f is assumed to be locally Lipschitz continuous. A solution u to (0.0.4)
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can be defined e.g. assuming that u € WO1 P(Q) in the weak distributional
sense. This is also the space where it is natural to prove the existence of the
solutions under suitable assumptions.

Now it is important to observe that, in the weak formulation (0.0.3), the
test function ¢ belongs to C2°(€2), but by density arguments it is possible
to show that also ¢ € VVO1 P(Q) it is enough. In fact by the definition of
W, P(Q), for every ¢ € W&’p(Q) there exists {¢,} € C2°(Q) such that

pn — @ in WyP(Q),

as n — +oo. Hence taking ¢, as test functions in (0.0.3), for every n, we
have

/ \Vu|p_2(Vu,V<pn) dr = / f(w)p, dx Yon € C°(Q).
Q Q
We want to show
/ \Vu|P~2(Vu, V) dx —)/ |Vul|P~2(Vu, V) d,
Q Q

as n goes to +00. Subtracting the left hand side of (0.0.3) and the left hand
side of (0.0.3) with ¢, as test function, we obtain

/Q [[VulP=2(Vu, V(en — ¢))| da

< / VPP~V (pn — )| da
Q

<([ wp)T ([ 196 —or)" =50,

where in the last line we used Holder inequality and the Dominated Con-
vergence Theorem.
Let us denote g := |Vu[P~2. In the set of critical points

(0.0.5) Z,={z € Q| Vu(z) =0},

the equation is degenerate for p > 2 (i.e. p = 0) and singular for 1 < p < 2
(i.e. o= +00). If 0 < p(z) < C all the classical results hold (see e.g [70]),
hence u € C?(\ Z,). If o~ 0 or g ~ 400 classical results are not true. In

particular, in Chapter 1, we will prove the following result on the regularity
of the second derivatives of solutions to problem (0.0.4):

RSl

PROPOSITION 0.0.1 ([37]). Let u € C*(Q), u > 0, be a weak solution
to problem (0.0.4). Assume that f is locally Lipschitz continuous. Assume
that Q is a bounded and smooth domain of RN. Then

p—2 12
(0.0.6) / [Vl |V”’B’ dz < C,
O\ =0} [Y — [V [ui

where 0 < <1, y< N—=2(y=0if N=2),1<p<+oc0o and the positive
constant C does not depend on y. In particular, we have

P—2=8| D212 -
(0.0.7) / [Vl ID%” 0 < 6
Q\{Vu=0} ly — x|

for a positive constant C not depending on y.
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Thanks to the previous result, it is possible to show the following summa-
bility property of |Vu|, whose proof can be found in Chapter 1:

THEOREM 0.0.2 ([37]). Let u € C*(Q), u > 0, be a weak solution of
(0.0.4) and assume, furthermore, that f(s) > 0 for any s > 0. Then, there
exists a positive constant C, independent of y, such that

1 1
0.0.8 de < C
(0.0.8) /Q Va7 [z — y[r T =

where 0 <r <1 andy< N —=2 for N >3 (y=0if N =2). In particular
the critical set Z, has zero Lebesgue measure.

We want to remark that, due to the nonlinear nature of the p-Laplace
operator, several results obtained in this manuscript will be also presented
and showed for p = 2 since the techniques used in this case are completely
different from the ones used when p # 2.

0.1. Qualitative properties of solutions and the moving planes
method

Qualitative properties of solutions to elliptic equations can be inter-
preted, in an extremely broad sense, to include every property of solutions.
In this section we are going to focus on geometric properties of the solutions.
Boundary conditions play an important role in the qualitative behaviour of
solutions. Qualitative properties of solutions are closely related to the exis-
tence of solution to elliptic PDEs; in fact, it seems obvious that existence of
solutions provides the basis for the study of qualitative properties. On the
other hand, searching for solutions with particular properties could provide
clues for existence. Systematic studies of qualitative properties of solutions
to general nonlinear elliptic equations or systems go back to the 19th cen-
tury. It should be noted, however, that earlier works in this direction on
linear elliptic equations, such as symmetrization or nodal properties of eigen-
functions, have had their consequences in nonlinear equations. Symmetry
and monotoncity remain an important topic in modern theory of nonlinear
partial differential equations.

The moving planes method is the most important technique that have
been used in recent years to establish some qualitative properties of positive
solutions of nonlinear elliptic equations like symmetry and monotonicity. For
instance, it is used to prove monotonicity in, say, the xi-direction of scalar
solutions of nonlinear second order elliptic equations in domains € in RY.
The essential ingredient is the maximum principle, that in the semilinear
case it is equivalent to the comparison principle. This method compares
values of the solution of the equation at two different points.

The moving planes method goes back to A. D. Alexandrov [1], in his
study of mean surfaces of constant curvature, and to J. Serrin [111] that
introduced the technique in the context of elliptic PDEs, in the study of
overdetermined problems. After some years, B. Gidas, W. N. Ni and L.
Nirenberg, in [68], adapted this method to prove monotonicity of positive
solutions vanishing on 92 and, as a corollary, symmetry; in [69] the authors
extended these techniques to equations in all RY. We refer also the reader
to some other relevant papers [9, 8, 10, 12, 21, 22, 33, 35, 36, 59, 60,
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R s , |. In all of these papers the maximum principle plays,
as we said, the crucial role, but the papers had to rely on many forms
of the maximum principle. These included also the Hopf’s Lemma at the
boundary. The classical version of maximum and comparison principles and
of the Hopf’s Lemma will be presented in Chapter 1.

Now, we want to use the moving planes method in order to state the
typical results that it is possible to show with this technique, in a very
simple framework; to do this, let us consider the following semilinear elliptic
problem

—Au = f(u) in
(0.1.1) u>0 in Q
u=0 on 0N

where € is a bounded Lipschitz domain of RY, with N > 2 and f is a locally
Lipschitz continuous function.
We need to fix some notations. For a real number \ we set

(0.1.2) Q/\:{I'EQ::El <)\}
(0.1.3) xy = Ra(x) = 2\ —x1,22,...,2p)
which is the reflection through the hyperplane
(0.1.4) Ty :={x1 = A}
Also let

1. = inf 7.
(0.1.5) a = inf z;

Finally we set
(0.1.6) ux(z) = u(zy) .

We observe that, since problem (0.1.1) is invariant up to translations and
rotations, uy defined in (0.1.6) is also a solution to (0.1.1).
Let us now state the main result

THEOREM 0.1.1 ([12, 68]). Let u € C?*(2) N C(Q) be a solution to
(0.1.1). Assume that f is a locally Lipschitz contiunous function and that
s convex in the xi-direction and symmetric with respect to the hyperplane
{z1 = 0}. Then it follows that u is symmetric with respect to the hyperplane
{z1 = 0} and increasing in the x1-direction in QN {x1 < 0}, with

Uy, >0 in QN{x; <0}.
PROOF. Let us define
A ={a<A<0:u<wu in Q forall t € (a,\}.

The aim of the moving planes procedure is to show that Ag # () and sup Ag =
0; once we have this, we obtain automatically monotonicity for the solution
u and after that, performing the moving planes in the opposite direction, we
obtain also the symmetry for u. To start with the moving planes method,
we have to prove that Ag # ().

Step 1: Take a < A < a + o with ¢ > 0 small. In particular, we first
assume that o > 0 is sufficiently small so that |Q)] < ¢, for some small
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0 > 0. Noticing that v = uy on Ty and u < uy on 9y \ T by the Dirichlet
datum, i.e. u < uy on 9y, it follows, by the weak comparison principle in
small domains (see Theorem 1.2.1), that u < uy in Qy, for [Q)| < § with
d = d(JJulloo), hence Ay # (0 (see Figure 1).

12, <4

Tx

FIGURE 1. Step 1 in the moving planes method.

Step 2: Now we can set
Ao = sup Ag.

As remarked above, to prove our result we have to show that Ag = 0. To do
this we assume that \g < 0 and we reach a contradiction by proving that
u < Uy in Q) 4, for any 0 < v < ¥ for some small ©# > 0. By continuity
we know that u < uy, in Q,,. By the strong comparison principle, noticing
that v < uy, on 0€),, we deduce that u < uy, in 2),. Therefore, given a
compact set K C (2),, by uniform continuity we can ensure that v < uy,+.
in K for any 0 < v < v for ¥ > 0 small. So by construction it results that
u < Upg4p on O(Qyg4r \ K) for any 0 < v < v for v > 0 small. For K
large and v small by the weak comparison principle in small domains (see
Theorem 1.2.1) we have |Q),+, \ K| is small enough and therefore u < uy,4,
in Qx4 \ K and so u < up,4, in Q2,4+, But this is a contradiction with
the definition of Ag. Then Ao = 0 (see Figure 2).
Step 3: Since the moving planes procedure can be performed in the same way
but in the opposite direction, then this proves the desired symmetry result.
The fact that the solution is increasing in the x;-direction in {z; < 0} is
implicit in the moving planes procedure. This provides u,, > 0 in {21 > 0}.
Then ug, > 0 by the strong maximum principle.

0

As a consequence we have:

COROLLARY 0.1.2 ([12]). Under the assumption of Theorem 0.1.1 if
Q = Bg(0) for any R > 0, then u is radially symmetric and monotone
decreasing about the origin.

We presented the classical version of the moving planes method for semi-
linear elliptic equation. As we said before, in the case p = 2 several results
have been obtained starting by the celebrated paper of B. Gidas, W. N. Ni
and L. Nirenberg [68]. This paper had a big impact not only in virtue of
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Qv

Q5

FIGURE 2. Step 2 in the moving planes method.

the several monotonicity and symmetry results that it contains, but also be-
cause it brought to attention the moving planes method which, since then,
has been largely used in many different problems.

The situation is completely different when p # 2 and there are less
results about monotonicity and symmetry of solutions to quasilinear elliptic
problem. Let us consider

—Apu = f(u) in Q
(0.1.7) u>0 in Q
u=0 on 0f)

where € is a bounded Lipschitz domain of RY, with N > 2, 1 < p < 400
and f is a locally Lipschitz continuous function.

In this case, as remarked before, the solutions can only be considered
in a weak sense. Anyway, this is not a difficulty because the moving planes
method can be adapted to weak solutions of strictly elliptic problems in
divergence form (see [32, 38]). The real difficulty with problem (0.1.7), is
that the p-Laplacian operator is degenerate in the critical points of the so-
lutions, so that comparison principles, which could substitute the maximum
principles in order to use the moving planes method when the operator is
not linear, are not available in the same form as for p = 2. Actually, coun-
terexamples both to the validity of comparison principles and to symmetry
results are available (see [73] and [18]).

A first step towards extending the moving planes method to solutions of
problems involving the p-Laplacian operator has been done by L. Damascelli
in [33]. In this paper the author mainly proves some weak and strong
comparison principles for solutions of differential inequalities involving the
p-Laplacian. Using these principles he adapts the moving planes method
to solutions of (0.1.7) getting some monotonicity and symmetry results in
the case 1 < p < 2. Although the comparison principles of [33] are quite
powerful in this situation, the symmetry result is not complete and relies on
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the assumption that the set of the critical points of v does not disconnect
the caps which are constructed by the moving plane method. This extra
assumption on the critical set, for 1 < p < 2, was removed in [35]. Hence,
when p > 2, the results contained in [33] are not enough in order to adapt
the moving planes method. Some years later, L. Damascelli and B. Sciunzi
in [37, 36] proved general versions of the weak comparison principle (see
Theorem 1.2.5) and of the strong comparison principle (see Theorem 1.5.3)
for solution to (0.1.7), that it was sufficient to extend the technique to every
D.

The analogous result of Theorem 0.1.1, in the quasilinear setting, is given
by the following;:

THEOREM 0.1.3 ([36]). Let u € CH*(Q) N C() be a weak solution to
(0.1.7), with 1 < p < 400. Assume that f is a locally Lipschitz continuous
function such that f(s) > 0 for s > 0 and that Q is convez in the x1-direction
and symmetric with respect to the hyperplane {x1 = 0}. Then it follows that
u is symmetric with respect to the hyperplane {x1 = 0} and increasing in
the x1-direction in QN {x1 < 0}, with

Uy, >0 in QN{x; <0}.

Moreover, if Q@ = Bgr(0), then u is radially symmetric and radially decreas-
mg.

The proof of Theorem 0.1.3 is similar to the semilinear case (see Theorem
0.1.1), but the classical maximum principles, that it is equivalent to the
comparison principle in the semilinear case, are replaced by comparison
principles by L. Damascelli and B. Sciunzi [36, 37] (see Theorem 1.2.5
and 1.5.3) and the classical Poincaré inequality is replaced by a weighted
Poincaré inequality (see Theorem 1.1.4).

The moving planes method is a very powerful technique that also can be
adapted for quasilinear elliptic equations in unbounded domains. In the case
of unbounded domains the main examples, arising from many applications,
are provided by the whole space R and by the half-space Rf . For the case
of the whole space with p = 2, where radial symmetry of the solutions is
expected, we refer to [21, 68, 69]. We refer the readers to [8, 9, 10, 34, 38,

, 56] for results concerning monotonicity of the solutions in half-spaces,
in the non-degenerate case.

The case of p-Laplace equations in unbounded domains is really harder to
study. Let us only say that, the use of weighted Sobolev spaces is necessary in
the case p > 2 and it requires the use of a weighted Poincaré type inequality
with weight ¢ = |Vu[P~2 (see Section 1.1). The latter involves constants that
may blow up when the solution approaches zero that may happen also for
positive solutions in unbounded domains. Hence, the lack of compactness
plays an important role. Moreover, we have to remark that for the p-Laplace
operator the Kelvin transform does not work (see [87]).

When considering the case of the half-space Rf , the application of the
moving planes technique is much more delicate, since weak comparison prin-
ciples in small domains have to be substituted by weak comparison principles
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in narrow unbounded domains (see Theorem 1.3.1, Theorem 1.3.3 and The-
orem 1.3.4). Also the strong comparison principle does not apply in a simple
way as in the case when bounded domains are considered. In the semilin-
ear case p = 2 many arguments exploited in the literature are very much
related to the linear and nondegenerate nature of the operator, so that it
is not possible to extend these arguments to the case of equations involving
nonlinear degenerate operators.

Considering the p-Laplace operator and problems in half-spaces, first
results have been obtained in the singular case 1 < p < 2 in [58, 59],
where positive locally Lipschitz continuous nonlinearities are considered. A
partial answer in the more difficult degenerate case p > 2 was obtained in
[61], where power-like nonlinearities are considered under the restriction
2 < p < 3. Some years later, the restriction 2 < p < 3 was removed in
[60] and, moreover, the authors considered a larger class of nonlinearities
(in particular positive nonlinearities that are superlinear at zero).

In the case of the entire space RY, for p = 2, the application of the
moving planes method is quite involved, since it is needed the behaviour of
the solution at infinity. In [21], L. Caffarelli, B. Gidas and J. Spruck proved,
thanks to the moving planes method and to the use of Kelvin transform, that
any positive solution of (0.1.1) with f(¢) ~ t%, is radially symmetric and
monotone decreasing about some point of RY. We refer also to the seminal
paper of B. Gidas, W. M. Ni and L. Nirenberg [69] for results concerning
symmetry and monotonicity of solutions in RY, but with extra-assumption
on the behaviour of solutions at infinity.

The situation for p # 2 and © = RY is much more complicated; the
operator is not linear and, as before, one needs of comparison principle in
unbounded domains (that are not equivalent to maximum principle). A first
result regarding qualitative properties of solutions for quasilinear elliptic
equations in the entire space is due to J. Serrin and H. Zou [112]. In this
paper the authors need of an extra assumption on the decay of the solution at

infinity and on the critical set. The nonlinear version of the result obtained
N(p—1)+p

by L. Caffarelli, B. Gidas and J. Spruck in [21], i.e. when f(t) =¢ N—» ,
was not so easy to obtain since the Kelvin transform for p # 2 does not
work (see e.g. [87]) and also because it is not possible to start with the
moving planes procedure without any a priori assumption on the decay of
the solutions at infinity. This problem was solved by B. Sciunzi in [107];
the argument is based on some a priori estimates proved by J. Vetois [128],
on a lower bound for the decay rate of |Vu|, the moving planes technique,
Hardy’s inequality and a weighted Poincaré-type inequality.

To the best of our knowledge all the symmetry results presented in this
section for equations involving the p-Laplace operator in RY or in Rf , with
p # 2, treated the case of positive nonlinearity. In Chapter 7 it will be
purposed a nice variant of the moving planes method that works for a special
class of changing sign nonlinearities and will be very helpful in the solution of
the quasilinear version of Gibbons’ conjecture for (2N +2)/(N+2) < p < 2.
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0.2. Hopf’s boundary lemma for singular elliptic equations

Starting from the seminal paper [31], singular semilinear elliptic equa-
tions have been studied from many point of view. We just quoted here the
pa‘pers [ 9 9 9 9 9 9 9 9 9 9 9 9 9 } Wthh are

somehow related to the results contained in this thesis. A crucial topic in the
study of singular semilinear elliptic equations is the study of the behaviour
of the solutions near the boundary, namely where the solutions actually ex-
hibit a lack of regularity. In particular, the fact that solutions are not C!
up to the boundary prevents the validity of the Hopf boundary lemma, see
[15, 76, ]. We address this issue and provide a generalized version of the
Hopf boundary lemma, in Chapter 2 (see also [24]) for semilinear singular
elliptic equations. In particular let us consider the following problem:

1
—Au:a—i—f(u) in Q
(0.2.1) u>0 in Q
u=20 on 052,

where v > 1, Q is a C*>® bounded domain of RY with 0 < e < 1, N > 1 and
f:Q — R locally Lipschitz continuous.

It is well known that generally solutions to problem (0.2.1) are not
smooth up to the boundary. It was in fact proved in [82] that solutions
are not in Hg(Q) at least when v > 3. Therefore, having in mind the natu-
ral regularity behaviour of the solutions (see [31]) we let u € C?(Q) N C(Q).
The equation is well defined in the interior of the domain in the classical
sense and its weak distributional formulation is

(0.2.2) /(Vu, V) dz :/ L dx —i—/ f(u)pdx Vo € C°(Q).
Q o uY Q
Now, let us define the notion of inward pointing normal

DEFINITION 0.2.1. Let Q C RN be a bounded C*® domain. Let 15(09) be
a neighborhood of OQY with the unique nearest point property (see e.g. [66]).
Hence for every x € Is(00Q) there exists a unique point & € 0 such that
| — &| = dist(x,00). We define the inward-pointing normal as
T—2I
0.2.3 =
023) a) = g

Having in mind these notations, we are now ready to state the main result
of Chapter 2 (see also [24]):

_THEOREM 0.2.2 (Hopf type boundary lemma, [24]). Let u € C**(2) N

C(Q2) be a positive solution of problem (0.2.1). Then there exists a neigh-
borhood Is(0Y) of 02 such that

(0.2.4) 81,($)u >0 Vo e 15(89)

provided that (v(x),n(z)) > 0 uniformly with respect to x € I5(0), namely
provided that (v(x),n(z)) > S >0 for some B > 0 for every x € I5(02).

The proof of this result is based on a scaling argument near the boundary;,
which leads to the study of a limiting problem in the half-space (see problem
(2.0.5)) and obeys to suitable a priori estimates. Moreover, for this limiting
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problem, we provide a classification result that is crucial for our technique,
and may also have an independent interest (see Theorem 2.0.3).

The technique of E. Hopf [76] (see also [70]) has been already developed
and improved also in the quasilinear setting. We refer the readers to [103]
and Chapter 1 (see also [127]).

It was a natural question to understand if it holds an analogous result
to Theorem 0.2.3 for problem (0.2.1) in the quasilinear setting. Hence, let
us consider:

1 .
—Apu = el + f(u) inQ
(0.2.5) u>0 in

u=20 on 0f)

where p > 1, v > 1, Q is a C>* bounded domain of RY with N > 1 and
f:Q — R locally Lipschitz continuous.

Since the p-Laplace operator is degenerate or singular, a solution u €
C1(Q) N C(Q) of problem (0.2.5) has to be understood in the weak sense:
(0.2.6)

/|Vu|p_2(Vu,V<p) dx :/ L iz —I—/ f(u)pdx Vo € C°(9).
Q Qu? Q

In collaboration with B. Sciunzi (see [52]), we obtained the following:

_THeorREM 0.2.3 (Hopf type boundary lemma, [52]). Let u € cte@)n

C(§2) be a positive solution to (0.2.5). Then, for any B > 0, there exists a
neighborhood 15(0S) of 0N), such that

(0.2.7) GV(I)u >0 Ve L;(@Q)

whenever v(z) € RY with ||v(z)|| = 1 and (v(z),n(z)) > B.

The proof of this result will be presented in Chapter 3. Nevertheless
the proof of Theorem 0.2.3, namely the proof of the Hopf lemma in the case
when it appears the singular term v~7, cannot be carried out in the standard
way mainly because the solutions are not of class C! up to the boundary.
More precisely the proofs in [70, R R | has the common feature
of basing on the comparison of the solution with subsolutions that have a
known behaviour on the boundary. This approach, with some difficulty to
take into account, can be exploited also in the singular case since t~7 has the
right monotonicity behaviour. This actually leads to control the behaviour
of the solution near the boundary with a comparison based on the distance
function. This is, in fact, also behind Theorem 3.3.2 that gives a Lazer
and Mckenna type result [82]. Although some of the underlying ideas in
our approach have a common flavour with the ones exploited in [24] and in
Chapter 2, the proofs that we exploit in Chapter 3 are new and adapted to
the degenerate nonlinear nature of the p-laplacian.
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0.3. Qualitative properties of singular solutions to some elliptic
problems

In Chapter 4 we study of the following singular semilinear elliptic prob-
lem:

—Au = f(z,u) in Q\T
(0.3.1) u>0 in Q\T
u=20 on 0f}

where Q is a bounded smooth domain of RY with N > 2 which is convex
in the z1-direction and symmetric with respect to the hyperplane {z; = 0}.
The solution has a possible singularity on the critical set I' C 2 and thus is
understood in the following sense: u € H} (Q\T)NC(Q\T) and

(0.3.2) /Q(Vu, V)der = /Qf(x,u)go dx Vo € CLQ\T).

The source term f(x,u) is assumed to satisfy
(If) We say that f fulfills the condition (I7) if f: Q\T x (0, +00) = R
is a continuous function such that for 0 <t < s < M and for any
compact set K C 2\ T, it holds

f(z,s) — f(z,t) < C(K,M)(s —t) forany x € K,

where C(K, M) is a positive constant depending on K and M.
Furthermore f(-,s) is non-decreasing in the xj-direction in N
{z1 < 0} and symmetric with respect to the hyperplane {z; = 0}.

In particular, this allows us to consider equations involving Hardy-Leray
type potentials, see [122].
Now we state the first main result of Chapter 4:

THEOREM 0.3.1 ([50]). Let Q be a convex domain which is symmetric
with respect to the hyperplane {x1 = 0} and let u € H. (Q\T)NC(Q\T)
be a solution to (0.3.1). Assume that f fulfills (Iy). Assume also that I" is
a point if N = 2 while I is closed and such that

Cap2(r) = 07
RN
if N > 3. Then, if ' C {z1 = 0}, it follows that u is symmetric with
respect to the hyperplane {z1 = 0} and increasing in the xi-direction in
QN{x1 <0}. Furthermore

Uy, >0 in QN{x; <0}.

We want to remark that in the work of B. Sciunzi [110], the author
has been considered the singular set I' contained in a smooth (N — 2)-
dimensional sub-manifold of the hyperplane {z; = 0} if N > 2, while it is a
point in dimension two. With the same technique, developed in | ], more
general problems could be considered, e.g. cases when the critical set has
zero capacity. It is also clear that, if I' is not contained in any symmetry
hyperplane of the domain, then with our technique it could be possible in
any case to carry out the moving planes procedure until the hyperplane
touch the critical set. This is optimal somehow, since it is implicit in the
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moving planes technique the monotonicity of the solution and solutions in
general change their slope near the critical set. This actually shows that
the moving planes procedure cannot go beyond the critical set. It is also
worth emphasizing that Theorem 0.3.1 for problem (0.3.1) is still true if the
Laplace operator Au is replaced by div(A(z)Vu) for some positive definite
matrix A(z) = A(ze,...,x,) with bounded continuous coefficients. In this
case all the proofs can be repeated verbatim and no Holder’s continuous
regularity of the coefficients is required also in dimension two.

First results regarding the applicability of the moving planes procedure

to the case of singular solutions go back to [22] (see also [121]) where the
case when the singular set is a single point is considered. We follow and
improve here the technique in [110], where the case of a smooth (N —

2)-dimensional singular set was considered in the case of locally Lipschitz
continuous nonlinearity. Let us mention that the technique introduced in
[110] also works in the nonlocal context (see [91]).

On the other hand, in the case I' = (), symmetry and monotonicity properties
of solutions to semilinear elliptic problems involving singular nonlinearities,
have been studied in [25, 26]. Also in this direction our result is new
and more general. In fact, while in [25, 26] it is necessary to restrict the
attention to problems of the form (0.2.1), here we only need to consider
nonlinearities that are locally Lipschitz continuous from above. Actually,
all the nonlinearities of the form

f(z,8) = ai(x1)f1(s) + fa(s)

where f; is a decreasing continuous function in (0, +00) and non-negative,
f2(+) is locally Lipschitz continuous in [0, 4+o0) and a; € C°(R), a; is non-
negative, even and non-decreasing for x1 < 0, satisfy our assumptions.

The technique, as shown in [110], can be applied to study singular so-
lutions to the following Sobolev critical equation in RV, N > 3,

u>0 in RV\T.

In [110] it was considered the case of a closed critical set I' contained in a
compact smooth submanifold of dimension d < N — 2 and a summability
property of the solution at infinity was imposed (see also [121] for the special
case in which the singular set I" is reduced to a single point). In Chapter 4
we remove both these restrictions and prove the following:

THEOREM 0.3.2 ([50]). Let N > 3 and let u € H} (RV\T) be a solution
to (0.3.3). Assume that the solution u has a non-removable' singularity in

the singular set T', where T is a closed and proper subset of {x1 = 0} such
that

Here we mean that the solution u does not admit a smooth extension all over the
whole space. Namely it is not possible to find @ € Hj.(RY) with v = @ in RY \ T.
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Then, u is symmetric with respect to the hyperplane {z1 = 0}.
The same conclusion is true if the hyperplane {x1 = 0} is replaced by any
affine hyperplane.

The results obtained in Chapter 4 in the semilinear case, in particular
the once involving bounded domains can be extended in a non trivial way to
the case of quasilinear elliptic equations; this is the main topic of Chapter
5. Now, let us consider the problem

—Apu= f(u) inQ\T
(0.3.4) u>0 in Q\T
u=0 on 01},

in a bounded smooth domain Q@ C RY and p > 1. The solution u has a
possible singularity on the critical set I' and in fact we shall only assume
that u is of class C' far from the critical set. Therefore the equation is
understood as in the following:

DEFINITION 0.3.3. We say that u € C*(Q\T) is a solution to (0.3.4) if
u=0 on 0Q and

(0.3.5) /Q]Vu|p2(Vu, Vy)dr = /Qf(u)apdx Yo e CHOQ\T).

The purpose of Chapter 5 (see also [51]) is to investigate symmetry and
monotonicity properties of the solutions when the domain is assumed to
have symmetry properties. This issue is well understood in the semilinear
case p = 2 as explained before.

The moving planes procedure for quasilinear elliptic problems, as remarked
in Section 0.1, has been adapted when I' = (). However, the techniques devel-
oped in Chapter 4 and described above cannot be applied straightforwardly
manly for two reasons. First of all the technique developed in Chapter 4
(see also [50, ]), that works the case p = 2, is strongly based on a homo-
geneity argument that fails for p # 2. Furthermore, since the gradient of the
solution may blows up near the critical set, then the equation may exhibit
both a degenerate and a singular nature at the same time. This causes, in
particular, that it is no longer true that the case 1 < p < 2 allows to get
stronger results in a easier way, as it is in the case I' = ().

Now we list all the assumptions on the singular set I' and on the non-
linearity f in the different cases 1 < p < 2 and p > 2:

(A}) For 1 < p < 2 we assume that f is locally Lipschitz continuous
so that, for any 0 < t,s < M, there exists a positive constant
K¢ = K¢(M) such that
[f(s) = F(O)] < Kyls — 1.
Moreover f(s) >0 for s >0 and

lm ft(;) =1¢€ (0,400).

for some q € R such that p—1 < q < p*—1, where p* = Np/(N —p).
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(A?f) For p > 2 we only assume that f is locally Lipschitz continuous so
that, for 0 < t,s < M there exists a positive constant Ky = K¢(M)
such that

[f(s) = f(B)] < Kyls — 1.
Furthermore f(s) >0 for s > 0.

(AL). For 1 < p < 2 and N = 2 we assume that T = {0}, while for
1<p<2andN > 2 we assume that T C M for some compact C?
submanifold M of dimension m < N — k, with k > %

(A2). For2 <p< N and N > 2, we assume that T' closed and such that

Cap,(T") = 0.

We prefer to start the presentation of our results, that we prove in Chap-
ter 5, with the case p > 2. We have the following:

THEOREM 0.3.4 ([51]). Let p > 2 and let u € CY(Q\T) be a solution to
(0.3.4) and assume that f is locally Lipschitz continuous with f(s) > 0 for
s > 0, namely assume (A?} If Q is conver and symmetric with respect to
the x1-direction, I is closed with Cap,(I') = 0, namely let us assume (A} ),
and

Fc{zeQ: z =0},
then it follows that u is symmetric with respect to the hyperplane {x1 = 0}
and increasing in the x1-direction in QN {x; < 0}.

Although the technique that we are going to develop in the proof of
Theorem 0.3.4 works for any p > 2, the result is stated for 2 < p < N since
there are no sets of zero p-capacity when p > N.

Surprisingly the case 1 < p < 2 presents more difficulties related to the fact
that, as already remarked, the operator may degenerate near the critical set
even if p < 2. We will therefore need an accurate analysis on the behaviour
of the gradient of the solution near I'. We carry out such analysis exploiting
the results of [100] (therefore we shall require a growth assumption on the
nonlinearity) and a blow up argument. The result is the following:

THEOREM 0.3.5 ([51]). Let 1 < p < 2 and let u € CY(Q\T) be a solution
to (0.3.4) and assume that f is locally Lipschitz continuous with f(s) > 0
for s > 0 and has subcritical growth, namely let us assume (A}) Assume
that T is closed and that T' = {0} for N =2, while ' C M for some compact
C? submanifold M of dimension m < N — k, with k > % for N > 2, see
(AL). Then, if Q is convex and symmetric with respect to the x1-direction
and

FC{Q?EQ : .%'1:0},

it follows that w is symmetric with respect to the hyperplane {z1 = 0} and
increasing in the xi-direction in QN {z1 < 0}.

The aim of Chapter 6 is to generalize all the results obtained in Chapter
4 to the case of semilinear cooperative elliptic systems. In particular, we
investigate symmetry and monotonicity properties of singular solutions to
some semilinear elliptic systems in such a way to find a generalization of
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the results presented in Chapter 4. All the results presented here, about
systems, are contained in Chapter 6 and in [48]; when [48] was completed,
we learned that the case of bounded domains was also considered in [14]
(see also [13]), obtaining similar results. In the first part we consider the
following semilinear elliptic system

—Au; = fi(ug, ..., up) in Q\T
(0.3.6) u; >0 in Q\T
u; =0 on Of)

where Q is a bounded smooth domain of RY with N > 2 and i =1,....m
(m > 2). The technique which is mostly used in this chapter is the moving
planes method. For simplicity of exposition we assume directly in all the
Chapter 6 that Q is a convex domain which is symmetric with respect to
the hyperplane {x; = 0}. The solution has a possible singularity on the
critical set I' C Q. When m = 1 system (6.0.2) reduces to a scalar equations
that was already studied in [50, | and in Chapter 4. The moving planes
procedure for semilinear elliptic system has been firstly adapted by Troy
in [123] where he considered the cooperative system (0.3.6) with T' = ()
(see also [41, 42, |). This technique was also adapted in the case of
cooperative semilinear systems in half spaces by Dancer in [39] and in the
whole space by Busca and Sirakov in [19]. For the case of quasilinear elliptic
system in bounded domains we suggest [92].
Moreover, motivated by [83], through all the chapter, we assume that
the following hypotheses (denoted by (Sy,) in the sequel) hold:
(Sg,) (i) fi : RT? — R are assumed to be C' functions for every i =
1,...,m.
(ii) The functions f; (1 <1 < m) are assumed to satisfy the mono-
tonicity (also known as cooperative) conditions
Ofi

ﬁwh,wqu%)zoim 1# 7, 1 <i,7 <m.
j

Since we want to consider singular solutions, the natural assumption is
w; € HL (Q\T)NC@Q\T) Vi=1,..,m

and thus the system is understood in the weak sense:

(0.3.7) /(Vui,Vgpi) dr = / filug,ug,y oy )@ dz Yo; € CCl(Q \T)
0 0

for every i = 1,...,m.
Under the previous assumptions we can prove the following result:

THEOREM 0.3.6 ([14, 48]). Let 2 be a convex domain which is symmet-
ric with respect to the hyperplane {x1 = 0} and let (uy, ..., um) be a solution
to (0.3.6), where u; € H (Q\T)NC(Q\T) for every i =1,...,m. Assume
that each f; fulfills (Sy,). Assume also that I" is a point if N = 2 while I' is
closed and such that

Cap2 (F) = 07
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if N > 3. Then, if I' C {z1 = 0}, it follows that u; is symmetric with
respect to the hyperplane {x1 = 0} and increasing in the xi-direction in
QN {zy <0}, for every i =1,...,m. Furthermore

Opui >0 in QN{x; <0},
for everyi=1,...,m.

The technique developed in the case of bounded domains (see [50, 51,

], and [91] for the nonlocal setting) is very powerful and can be adapted
to some cooperative systems in RY involving critical nonlinearity. Papers
on existence or qualitative properties of solutions to systems with critical
growth in RY are very few, due to the lack of compactness given by the
Talenti bubbles and the difficulties arising from the lack of good variational
methods. We refer the reader to [19, 30, 71, 72, 74, 99] for this kind of
systems. Our aim is to study qualitative properties of singular solutions to
the following m x m system of equations

m
*— .
—Aui:E aiju§ L' in RNV\T,
j=1

(0.3.8) —

u; >0 in RV\T,
where ¢ = 1,...,m, m > 2, N > 3 and the matrix A := (aij)ij=1,..m is
symmetric and such that

m
(0.3.9) Z a;j = 1for every i =1,...,m.

j=1
These kind of systems, with I' = (), was studied by Mitidieri in [89, 90]
considering the case m = 2, A = (1) é) and it is known in the literature

as nonlinearity belonging to the critical hyperbola.
If m =1, then (0.3.8) reduces to the classical critical Sobolev equation

(0.3.10) {_Au —u Rz \

u >0 in RY\T,
that can be found in [50, ]. If T reduces to a single point we find the
result contained in [121], while if I' = () then system (0.3.10) reduces to
the classical Sobolev equation (see [21]). For existence results of radial and
nonradial solutions for (0.3.8), we refer to some interesting papers [71, 72].
We want to remark that in [71, 72] the authors treat the general case of a

matrix A in which its entries a;; are not necessarily positive and this fact
implies that it is not possible to apply the maximum principle. As remarked
above the natural assumption is

u; € HL RY\T) Vi=1,...,m
and, thus, the system is understood in the following sense:

(0.3.11) /[RN(Vui,Vgoi) dr = ZGU /]RN u?*_lgoi dx Vo, € CHRY\T)
j=1
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for every ¢ = 1,...,m.
What we are going to show in Chapter 6 is also the following result:

THEOREM 0.3.7 ([48]). Let N > 3 and let (u1, ..., um) be a solution to
(0.3.8), where u; € HL (RN \T) for every i = 1,...,m. Assume that the
matric A = (aij)ij=1,..m, defined above, is symmetric, a;; > 0 for every
i,5 =1,....m and it satisfies (0.3.9). Moreover at least one of u; has a non-

removable® singularity in the singular set T', where I’ is a closed and proper
subset of {x1 = 0} such that

Capy(I") = 0.

Then, all u; are symmetric with respect to the hyperplane {1 = 0}. The
same conclusion is true if {x1 = 0} is replaced by any affine hyperplane.
If at least one of u; has only a non-removable singularity at the origin for
every i = 1,...,m, then each u; is radially symmetric about the origin and
radially decreasing.

Another interesting elliptic system involving Sobolev critical exponents
is the following one:

—Au =u¥ 1 ¢ %uo‘_lvﬂ in RV\T
(0.3.12) —Av =071 4 gu%ﬁ—l in RV\T
u,v >0 in RV\T,

where a, 8 > 1, a+ = 2* ::% (N >3)

The solutions to (0.3.12) are solitary waves for a system of coupled
Gross—Pitaevskii equations. This type of systems arises, e.g., in the Hartree—
Fock theory for double condensates, that is, Bose-Einstein condensates of
two different hyperfine states which overlap in space. Existence results for
this kind of system are very complicated and the existence of nontrivial so-
lutions is deeply related to the parameter «, 5 and IN. This kind of systems
(0.3.12) with ' = @ was studied in [2, 5, 6, 99, , |. In particu-
lar, in [99] the authors show a uniqueness result for least energy solutions
under suitable assumptions on the parameters a, 8 and N, while, in [30]
the authors study also the competitive setting, showing that the system
admits infinitely many fully nontrivial solutions, which are not conformally
equivalent. Motivated by their physical applications, weakly coupled elliptic
systems have received much attention in recent years, and there are many
results for the cubic case where I' = (), « = 8 = 2 and 2* is replaced by 4
in low dimensions N = 3,4, see e.g. [2, 5, 6, 84, 85, , ]. Since our
technique does not work when 1 < a < 2 or 1 < 8 < 2, here we study the
case a, 3 > 2 and N = 3 or N = 4, since we are assuming that o + § = 2*.

The last results that it is going to be proved in Chapter 6 is given by
the following:

2Here we mean that the solution (u1, ..., um) does not admit a smooth extension all
over the whole space. Namely it is not possible to find a; € Hlloc(RN) with u; = 4; in
RN\ T, for some i = 1,...,m.
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THEOREM 0.3.8 ([48]). Let N =3 or N =4 and let (u,v) € H} (RN \
) x HL (RN \T) be a solution to (0.3.12). Assume that the solution (u,v)
has a non-removable’ singularity in the singular set I, where I' is a closed

and proper subset of {x1 = 0} such that
RN

Moreover let us assume that o, 8 > 2 and that holds oo + 8 = 2*. Then,
u and v are symmetric with respect to the hyperplane {x1 = 0}. The same
conclusion is true if {x1 = 0} is replaced by any affine hyperplane. If at least
one between u and v has only a non-removable singularity at the origin, then
(u,v) is radially symmetric about the origin and radially decreasing.

0.4. The Gibbons’ conjecture for quasilinear elliptic equations

Chapter 7 concerns the study of the qualitative properties of the follow-
ing quasilinear elliptic equation

(0.4.1) — Apu= f(u) inRY,
where we denote a generic point belonging to RN by (2/,y) with 2/ =
(z1,22,...,2n-1) and y = zy, p > 1 and N > 1.

We summarize the assumptions on the nonlinearity f, denoted by (Gy),
in the following:
(G¢): The nonlinearity f(-) belongs to C1([—1,1]), f(—1) =0, f(1) =0,
fi(=1) <0, fL.(1) <0 and the set
Ny ={te[-L1]| f(t) =0}
is finite.
The setting of our assumptions allows us to include Allen-Cahn type

nonlinearities and, in fact, this chapter is motivated by some questions aris-
ing from the following problem

(0.4.2) — Au=u(l —u? inRY,
see [65]. G.W. Gibbons [29] formulated the following:
CONJECTURE [29]. — Assume N > 1 and consider a bounded solution u

of (0.4.2) in C?(RY), such that

. / _
xNh_)nioou(:c ,xN) = *1,

uniformly with respect to 2’. Then, is it true that

u(z) = tanh <""”N\[; a) ,

for some o € R?

This conjecture is also known as the weaker version of the famous De Giorgi’s
conjecture [45]. We refer to [55] for a complete history on the argument.

3As above, we mean that the solution (u,v) does not admit a smooth extension all
over the whole space. Namely it is not possible to find (@, %) € HL.(RY) x HL . (RY) with
u=dorv=0in RV\T.
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The Gibbons’ conjecture in the semilinear case p = 2 is by now well
understood (see [11, 54, 55, 63]). Here we address the quasilinear case for
the class of nonlinearities f fulfilling (G¢). To the best of our knowledge
this is the first result in this framework. This is motivated by the fact that,
unlike the semilinear case (0.4.2), working with the singular operator —A,(+)
we have to take into account that the nonlinearity f change sign and that all
the techniques involved in the study of the problem (0.4.1) are not standard
since we work in the whole RY.

Our proofs are based on the technique of the moving planes and on the use
of maximum and comparison principles for the —A,(-) operator, which are
much more involved since we have carefully take into account the critical set
Zyy (see (7.2.5)) where the gradient of the solution u vanishes. Moreover,
when we consider the case of unbounded domain as RY, the application of
the moving planes technique is much more delicate since weak comparison
principles in small domains have to be substituted by weak comparison
principles in unbounded domains. Actually, the strong comparison principle
does not apply simply as in the case when bounded domains are considered
because of the lack of compactness. When we work with the Laplacian
operator, i.e. the case p = 2, many arguments exploited in the literature are
very much related to the linear and nondegenerate nature of the operator.
In Chapter 7 we cannot take advantage of all the classical techniques used
in the semilinear case and, thus, we need to recover these arguments in the
case of equations involving nonlinear degenerate/singular operators.

The main result of Chapter 7 is given by the following;:

THEOREM 0.4.1 ([49]). Let N > 1, 2N +2)/(N+2) < p < 2 and
we CHYRN) be a solution of (0.4.1), such that

loc
lul <1
and
(0.4.3) lim u(z’,y)=1 and lim wu(2',y) = —1,

y——+o0 Yy——0
uniformly with respect to ' € RN~ If f fulfills (G¢), then u depends only
on y and

(0.4.4) dyu>0 inRN.

To get our main result, we first recover a weak comparison principle
in a suitable half-space and then we exploit it to start the moving planes
procedure. The application of the moving planes method is not standard
since we have to recover compactness using some translation arguments,
(since we work on RN ) and, not least, we have to take into account the
fact that the nonlinearity f change sign which produces peculiar difficulties
in the case p # 2, already in the case of bounded domain. Finally, we get
the monotonicity in all the directions of the the upper hemi-sphere Sf 1=

{ve Sf 1| (v,en)} that will give us the desired 1-dimensional symmetry.
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The goal of this chapter is to resume some well known results about weak
and strong comparison and maximum principles involving some semilinear
and quasilinear elliptic equations.

In particular we study regularity and qualitative properties of positive
weak solutions of the following elliptic problem

—Apu = f(u) inQ
(1.0.1) u>0 inQ)
u=20 on 0f).

where Q is a bounded smooth domain in RV, N > 2 and 1 < p < 4o0.
The hypothesis on the nonlinearity f will be always specified. Anyway the
reader may think that f(-) is a locally Lipschitz continuous function and
most of our results will hold in this case. In general solutions to p-Laplace
equations are of class C1® (see e.g. [46, ).

In all the thesis we further use the following inequalities, whose proof
can be found for example in [33]: Vi, € RY with |n|+|n| > 0 there exists
positive constants C7, Cy, Cs, Cy depending on p such that

P20 — 10" [P20/1ln — 0] = Cr(In| + [0'1)*~2|n — o' |,

InP~2n — |0/ [P~20'| < Callnl + [0')P~2In — |,
(1.0.2)
P2 — |0 P201ln — '] > Csln — /)P if p>2,

InP=2n — [ P=20| < Calp —o/P~H if 1<p<2.
1.1. Regularity of the solutions

In this section we deal with the regularity of the solutions to problem
(1.0.1). All the results contained in this section can be found in a paper by
L. Damascelli and B. Sciunzi [36], where the authors essentially proved the
weak maximum principle for quasilinear elliptic equations, i.e. for problem
(1.0.1), via the summability properties of the solutions and thanks to the
moving planes method of Alexandrov-Serrin, when p > 2 and f(s) > 0 for
s > 0 (the case 1 < p < 2 was well known). In all the thesis we will say that
u € C1() is a weak solution to problem (1.0.1) if it satisfies the following
equation

(1.1.1) /QVUPDQ(Vu,Vgo)dx:/Qf(u)cpda;, Vo € C°(Q).
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We define, as usual, the critical set Z, of u by setting
(1.1.2) Z, ={z € Q:Vu(z) =0}

Note that the importance of the critical set Z, is due to the fact that it is
exactly the set where our operator is degenerate. By Hopf boundary lemma
(cf. [103] or Section 1.4), it follows that

(1.1.3) Z,N00 =10,

if £(0) > 0. We point out that, by standard regularity results, u € C?(Q\
2Z,). For functions ¢ € C°(Q\ Z,), let us consider the test function p; =
Oz, and denote also w; = Oy,u, for all ¢+ = 1,...,N. With this choice
in (1.1.1), integrating by parts, we get

/Q \VulP~2(Vu;, Vo) + (p — 2) /Q ]Vu\p*4(Vu, Vu;)(Vu, V) dzx
(1.1.4)

- /Q F(wuzp = 0,

that is, in such a way, we have defined the linearized operator L, (u;, ) at
a fixed solution w of (1.1.1). Then we can write equation (1.1.4) as

(1.1.5) Ly(u;, @) =0, Vo € C°(Q\ Z,).

1.1.1. Summability of second derivatives.

The aim of this subsection is to show some summability results on the
second derivatives of solutions to (1.0.1). The point of view of considering
|Vu|P~2 as a weight is particularly useful when studying qualitative proper-
ties of a fixed solution. In the following, we repeatedly use Young’s inequality
in the form ab < §a® + C(6)b? for all a,b € R and § > 0. We can now state
and prove the following;:

PROPOSITION 1.1.1. Letu € C1(Q2) be a weak solution to problem (1.0.1).
Assume that f is locally Lipschitz continuous. Assume that € is a bounded
and smooth domain of RN. Then

p—2 |2
(1.1.6) / Vel |V“’5’ dz < C,
O\ fui=0} [Y — [V [ui

where 0 < B <1,y < N—=2(y=0if N=2),1<p< +o00 and the positive
constant C does not depend on y. In particular, we have

P—2—B11 12,112 ~
(1.1.7) / Vel ID7” 4 < 6,
O\ {Vu=0}

ly — ]

for a positive constant C' not depending on y.

PRrOOF. For all € > 0, let us define the smooth function 7, : R — R by
setting
t if [t| > 2,
2t —2e if e <t < 2¢,
2t +2e  if —2e <t < —¢,
0 if |t| <e.

(1.1.8) T.(t) =
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To prove (1.1.6) we choose E CC 2 such that
NQ\E)=0.

Since v is C2? in Q \ E, then we may reduce to prove that

p—2 12
/ |Vl ‘VUZ; de < C.
B\{u=0} 1Y — 2|7 |u]

Let us consider the cut-off function ¢ € CZ°(2), such that the support of
is compactly contained in €2, ¢ > 0in Q and ¢ = 1 in E. Hence we set

Te(ui(z)) ¢(x)
Jui(2)|7 |y =z

(1.1.9) ey(r) =

where 0 < <1,y < N -2 (y=0for N =2). Since ¢., vanishes in a
neighborhood of each critical point, it follows that ¢., € C2(Q\ Z,) and
hence we can use it as a test function in (1.1.4), getting the following result:

1 |VuP2/_, T (u;) 2
/wa P <E<u> DY gy, e

1 \VU!’HL ooy aTe(w) 2

|p QT( )
Juil

= (Vus, Vi) da

— 1 4
+/< Dy =ar VM

e (s (1))

+/( 2)|VulP~ aTe(u )¢(v , V) <vu,vx <1>> da

qul ly — =7

N
d
/f w y— a7

Let us denote each term of the previous equation in a useful way for the
sequel, that is

1 \Vu]p*Q T (u;) 9
A= Ti(u;) — B—— i~ da;
= [ s <g<u> 5T)) i da

A= (-2 — [Vul™ (T;<ui>—ﬁW>w(Vu,Vui>2dx;

‘y_xh |u1”8 i

T

;) (Vu, Vu;)(Vu, Vi) dz

o= [ T P v
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= — ! p4T(>uu U x
n= [ %|_WW| = (Ve Vi) (Vi V)

e o . ) o
Ag :/(p—2)|v P- 47|1u(:|“)1/)(v V) <vu, A <M>> da;

¥
M = d
/f m#*w—ﬂvw

Then we have rearranged the equation as

6
(1.1.10) > A= M.
=1

Notice that, since 0 < § < 1, for all £ € R and € > 0 we have
T:(t T.(t
- O o0 i (T() B()>=1—ﬂ

e—0 t

From now on, we will denote

T.(t) = Tit) — 8

From equation (1.1.10) one has

T.(t
Et()’ for all t € R and € > 0.

6
Ar + Az §Z|Ai’+|M’-
i=3
We shall distinguish the proof into two cases.
Case I: p > 2. This implies A5 > 0, and hence

6
(1.1.11) Ay <A+ Ay <) A+ M.
=3

Case II: 1 < p < 2. By Schwarz inequality, of course, it follows
\VulP~(Vu, Vug)? < |VulP2 |V, |2
In turn, since 1 < p < 2, this implies

T. (u;) w]Vu\p*A‘(Vu, Vu;)? T. (u;) ¥ |VulP~2|Vu, |2

— Z p—2 )
N Wi N W
so that (p — 2)A; < As, yielding
(1.1.12) A< — (A1 49) < —— 26:|A-]+|M
-1 1_p_1 1 2 _p—l r 7

In both cases, in view of (1.1.11) and (1.1.12), we want to estimate the terms
in the sum

6
(1.1.13) > A+ M.
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Let us start by estimating the terms A; in the sum (1.1.13). Concerning As,
we have

1 T.
ol < [ w2 B v v < o,
A ud

where
1 [VulP=2 [T (us)]
ly — 2| JwiP=

Vil [V € L2(Q),

since |Vu;| is bounded in a neighborhood of the boundary by Hopf Lemma,
v—2< N, 0 < <1 and the constant C5 is independent of y. For the
same reason, we also have

\p—2| 2|7 ( i)
Ay </ wlP~ Vu;||V|de < Cy,

for some positive constants Cy independent of y.
Furthermore, for a positive constant C's independent of y, we have

(M)i -

le( i)]

R
P Vu;|” dx
AR el A
LT 1

-I-C(S/Vupl

O ) Ve T =
T (w)
|

where we used Young’s inequality, vy —2 < N and 0 < 5 < 1. In a similar

mas/NVPQ'ﬂWNMVA

< (50

1 |Vulp?

Tl Tl vafdx+K4®

< (50

(8

way,
T( )| 1
A </p o[ Tulp-2 ¥V, ( >Mm
1 IVU\ Te(us) 2
< i|°d 1)
< Cgo =2l Jul w " |Vu;|“dx + Kg(0)
and

T-(u;
Mi< [ 1 ol g <y,
a1 =

where the last 1nequahty holds true since f is locally Lipschitz continuous
and where Cg and C'j; are constants independent of y. Then, by these
estimates above and by equations (1.1.11), (1.1.12) and (1.1.13) we write

6

> IAil + M|

1=3

A1 <D

(1.1.14)
1 |VuP™ 2

)
y—ap P  [Vuldr+ G

< S6A + M6
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where we have set

D= max{l %1} S = D%, M:Dmax{C5,Cg}

C5 = Dmax{K5 y ((5),03,04,0]\/[}.
Then by (1.1.14) one has
p—2 )
(1— 55)/ 1|Vl (Té(ui) - BTZSUZ» P Vui|? da
0 .

‘y_x‘7 |u1‘/8 i

1 U;

oly— x| luzl u;
namely
(1.1.15)

1 |VulP~2 [, Mo Te(u;) 9
1- To(ui) — i
=50 [ o g [T = (94 52 ) vt a

< Cs.
Let us choose § > 0 such that
(1.116) 1-86 >0,
h <5+ - 55) > 0.

Therefore, since as € — 0
oo Mi T (u;) o, M& ) '
[Ts(ul) (ﬁ—i_(lS(S) " - (1-3 1-59) >0 in {u; # 0},
by Fatou’s Lemma we get
p—2 12
(1.1.17) / [Vl W“Zﬁl pdz < C.
O\ fu=0} 1Y — [V [ui

The proof is now complete, in view of the choose of the cut-off function .
O

1.1.2. Gradients summability.
In this subsection we show the gradient summability of a solution u of
problem (1.0.1). We have the following:

THEOREM 1.1.2. Let u be a weak solution of (1.0.1) and assume, fur-
thermore, that f(s) > 0 for any s > 0. Then, there exists a positive constant
C, independent of y, such that

1 1
(1.1.18) / de < C
Q |Vu’(l)—1)7” ‘[]j‘ — y”Y

where 0 <r <1landy< N —2 for N >3 (y=0if N =2). In particular
the critical set Z, has zero Lebesgue measure.

PROOF. Let E be a set with E CcC Q and (2\ E)N 2, = 0. Recall
that Z, = {Vu = 0} and Z, N 9Q = 0, in view of Hopf boundary lemma
(see [103] or Section 1.4). It is easy to see that, to prove the result, we may
reduce to show that

1 1
1.1.19 de < C
(1.1.19) /E\wr@l Te—gp S
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To achieve this, let us consider the function

1 1
(Vul+ )& fr =y ¥
where 0 <r <landy < N—2for N >3 (y=0if N =2). We also assume
that ¢ is a positive C2°(Q2) cut-off function such that ¢ =1 in E. Using ¥
as test function in (1.1.1), since f(u) > o for some ¢ > 0 in the support of
U, we get

a/ q/dxg/f(u)xpdx:/ \VulP~2(Vu, V) dx
Q Q Q
1 1

(IVul + )=t jz —y|7
1

(1.1.20) ‘I/(CC) = \Ils,y@:) =

g/ |VulP~2|(Vu, V|Vul)| o dx
Q

1
VulP~? | Vu, Vg d
*/Q' u ( ! |w—y|w> (Vul + &) 07 ¥
1 1
VulP~2|(Vu, V dx.
T S e g

Consequently, we have
1 1

Uder < C VulP~|D? d
/Q s [/Q’ I e D g =y

+/ [Vl ! dz
o (IVul + &) [z —ypH1”

[VulP~! Vel
d
i /Q (IVul + )&= Dr Jo =y

Then, denoting by C;, suitable positive constants independent of y and by
Cs a positive constant depending on ¢, we obtain

(1.1.21)
1 1

Udr <C YulP~Y D?ul - - ~pd
/Q r= 1/Q| ul" Dl (|Vu| +)p=Dr+1 |z — y|7 7

1 1
NP (S Ry i
olz—yp+t alr—y|”
1

<C Vul|P~H| D% - : ~odr+C
<0y [ WDt o e
1 1
< Cxsé . -pod
=5 /Q<|Vu\+a><p—l>r e—yp
+Cy / V| (P=2)=(Pr=1)+2=7)| n2qy||2 . ~pdx + Cg
Q |z —y|7

< 055/ U dx + Cs.
Q

Here we have we used that u € C1(Q2 ), v < N — 2 and we have exploited
the regularity result of Proposition 1.1.1, with 8 := p(r — 1) + 2 — r. Then,
by (1.1.21), fixing ¢ sufficiently small, such that 1 — C5 > 0, one concludes

1 1
1.1.22 dr < K,
(1.1.22) /Q (Vul + ) [z —yp ¥4 =
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for some positive constant K independent of y. Taking the limit for £ going
to zero, the assertion immediately follows by Fatou’s Lemma. Moreover, as
a consequence, we have that

L(Z,) =0,
Ol

Theorem 1.1.2 provides in fact the right summability of the weight
o(r) = |Vu(x)|P~2 in order to obtain a weighted Poincaré inequality.

1.1.3. Weighted Sobolev and Poincaré inequality.

In this paragraph we shall prove some results about weighted Sobolev
and Poincaré inequality, that are essential tools in the proof of the weak
comparison principle in the case p > 2. Let us start stating the following:

Condition (PE) We say that u(z) satisfies the Condition (PE) in Q, if

[Vu(y)|
|z —y[N1
This condition is the same introduced in a paper by A. Farina, L. Montoro
and B. Sciunzi [61]. This generally follows by potential estimates, see [70,

Lemma 7.14, Lemma 7.16], that gives

T — Yi)
C/ - 83:\; )dy a.e. in €,
|z -y

(1.1.23) lu(z)| < C dy.

with
WA . 1,1
(i) C= %MN if w e Wy (),
where wN is the volume of the unit ball in RY;
(i) C = N|S| if u e WH(Q) with / u =0 and Q convex,
where d = diam €2 and S any measurable subset of (2.

Moreover let p € (0, 1], we define

(1.1.24) Vu[f,Q)(z) = /Q M_Zi%dy.
It is well known that (see [70, pag.159])

(1.1.25) VoL Q)(x) < ptwy M9QI-.
Let us state the following:

LEMMA 1.1.1. Let us consider Q C Q and V,[f,Q)(x) as in (1.1.24).
Then for any 1 < ¢ < oo one has

N 1-§ 1-6 B B
(1126)  [Vulf Q@)oo < <M_5) NN
whereogézi—}<u.
m q

PRrROOF. The proof follows by [70, Lemma 7.12].
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Recall that, if o € L'(Q), 1 < g < oo, the space H;’Q(Q) is defined as

the completion of C*°(2) under the norm
(1.1.27) [0l g0 = llvllzage) + [Vl Lagae)

where
Vol = [ IVol'ode.

We also recall that H&’g is defined as the completion of C°(Q2) under the
norm

(1.1.28) loll ga.a = V0]l zo@0)-

THEOREM 1.1.3 (Weighted Sobolev inequality). Let o a weight function
such that

1
(1.1.29) / —— <O,
o'z —y
with t = %T‘, g%? <r<l,y<N-2(y=0i N =2). Assume, in the
case N > 3, without no loss of generality that

v >N —2t,

which' implies Nt — 2N + 2t +~ > 0. Then, for any w € Hé,’z(Q)’ there
exists a constant Cs, such that

hS]

1
2
1130l < ol Vuliong = Co, [ avul)”.
for any 1 < q < 2*(t) where
11 1 1/1
(1.1.31) (@) 2 N 1 <2 a 2N> ‘
with
A _1
(1.1.32) Cs, = C(C)2 (Cpy) @7,

where C is as in (1.1.23), C* is as in (1.1.29) and in the statement of

Theorem 1.1.2, and
1-9 1-9 1-£& a
CM:(a 5) Wn N’Q|N 6.
o _

REMARK 1.1.2. Note that the largest value of 2*(¢) is obtained at the
limiting case t ~ f}%;, and v~ (N —2), v =0 for N = 2. We have therefore

that (1.1.30) holds for any ¢ < 2* where
1 1 1 p-2

1
3 2 N+p—1 N’

Moreover one has 2* > 2.

INote that the condition v > N — 2t holds true for r ~# 1 and v & N — 2 that we
may assume with no loose of generality.
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ProoOF. Without loss of generality we assume w belonging to C1(Q) or
C(Q) depending on the case (i) or (ii) of Condition (PE). Hence (1.1.23)
implies

Vuw(y)|

. <O ——dy.
(1.1.33) lw(z)] < C o y|N_1dy
Then

wi)| < [ VWl

o lz—yN-t

/ L [Vu(y)|o?
Q

y|N 1

IN
»

otz —y|7 |z —

1
(2t)’

1\ (2t)
) i (IVwwlet)
([t ([0 )
o o'lz—y| Q |z —y| V1720 @)

<C
where in the last inequality we used Holder inequality with 2% + ﬁ = 1.
Hence
1
1\ (28) @’
1.1.34 < C(CY)m (Ivetwief)
1) @l CEh | |y

We point out that

!/

Gy 2
(1.1.35) (1vwlo?) € LT (Q).

From (1.1.34), by using equation (1.1.24) with g =1— £(N —1— L)(2t),
we obtain

(L136) futo)l < Gk (v | (Vuler) o] <:c>)(;”'.

Moreover we remark that the assumption v > N — 2t implies p > 0.
We shall use now Lemma 1.1.1 setting
(2t
m 2
see (1.1.35). In order to apply (1.1.26), since by assumption Nt —2N + 2t +
~v > 0, a direct calculation shows that it is possible to find a ¢ > 1 such that

1
— < [.
m

| =

From (1.1.34) we have
(1.1.37)

(/ ’w({r)’q@t)l d;p) q(2t)’ < C;(C*)%
Q

1
(2t)’

v | (vuier) o) @

La(Q)
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From (1.1.37), by using Lemma 1.1.1 we get
(1.1.38

)
e
([ o)™
Q
N 1 1 - 5 1=0 1—-& [ (2;/ %
< (e wa VQIF ol Vul? )
=0
N Q

that gives (1.1.31) with ¢(2t)" = 2*(¢) and (1.1.32) with

1-5 N
Car = ( Lo ‘;) wn N|QF .

zle

g

As a natural consequence of the weighted Sobolev inequality, we obtain the
following:

COROLLARY 1.1.4 (Weighted Poincaré inequality). Let w be as in one
of the following cases

(i) we Hy2(Q),

(77) we H;’Z(Q) such that / w =0 and Q conver.
Q

Then, if the weight o fulfill (1.1.29), then
2.0 A2 () L =y 2
w” < Cp(Q)CHCT) T (Cur) & [ 0| Vwl7,
Q Q

where C,C*,Cyr are as in Theorem 1.1.3 and with Cp(€2) — 0 if |Q| — 0.
In particular, given any 0 < ¥ < 1, we can assume that

(1.1.39) C,(Q) < C QT IN .

PROOF. Choose 2 < ¢ < 2*. By Holder inequality we get:

(1.1.40) /w2 < </ wq)q 07,
Q Q

and then using Theorem 1.1.3 one has
2 A2 [ ey =y 2
w? < CQCAC)H(Ca) T [ oVl
Q Q

By (1.1.40) and direct computation it follows (1.1.39).

1.2. Weak comparison principles in bounded domains

As remarked at the beginning of this chapter, our aim is to show some
results about comparison principles involving semilinear an quasilinear ellip-
tic equations in bounded and unbounded domains. In fact, the aim of this



32 Preliminaries

section is to show some results about weak comparison principles in small
domains. To do this, let us consider the following elliptic problem
(1.2.1) “Apus fu) in )

—Apv > f(v) in Q,
where Q ¢ RV, N > 2, is a bounded domain and 1 < p < 4o0. In all
the section we assume that f is a locally Lipschitz continuous function on
[0, +00). Asremarked in the introduction, we point out that it is well known
that, if p = 2, we have classical sub and super-solution u,v € C?(Q), while
if p # 2 problem (1.2.1) has to be understood in the weak distributional
meaning, since it is well known by regularity theory that u,v € Ch%(Q), see
e.g. [46, .

We just point out the fact that if p = 2 the situation is well known
in the literature, since, maximum principles and comparison principles are
equivalent. Inspired by classical results, that can be found for example in
[70], we exploit the following well known result whose proof can be found
in a paper by A. Farina and B. Sciunzi (see [62]):

THEOREM 1.2.1 (Weak comparison principle in small domains, p = 2).
Let us assume that p = 2 and u,v € C?(Q) satisfying (1.2.1). Then there
exists 0 = ¥(Q, u,v, f) > 0 such that, if for any domain ' C Q with u <wv
on Y and || < ¢ (where | - | denotes the Lebesgue measure of a set) it
follows that

u<wv in €Y.

PROOF. Let us consider the weak formulation of problem (1.2.1) and
get

(1.2.2) //(Vu, V)dr — Q/f(u)tpdac < /QI(VU,V(/D) dx — Q/f(v)wdx

for every test function ¢ € C°(Y'), ¢ > 0 in . Taking (u—v)* € H} ()
as test function in (1.2.2), we obtain

V- opars [ 0T e

< C(Q,u,0, f)/ [(u — v) ] da

Q/

(1.2.3) &

where the positive constant C(€Q,u,v, f) can be determined exploiting the
fact that u,v are bounded on 2 and f is locally Lipschitz continuous on
[0,00). An application of Poincaré inequality gives

(1.2.4) /Q IV(u—v)tPdz < C(Q,U,U,f)(CN(’Q/D)’%’/QI V(u—0)*|da

where C'y > 0 is a constant depending only on the Euclidean dimension N.
2
For || sufficiently small such that C(Q,u,v, f)(CN(|Y])¥ < 1, we get
that (u —v)™ = 0 and the thesis.
O

The situation is completely different when p # 2. Since the p-Laplace
operator Ayu = div(|Vu[P"2Vu) is nonlinear, there is a deep difference
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between comparison and maximum principles. We have to remark that the
singular case, i.e. 1 < p < 2, is easier than the degenerate one, since when
p > 2 we need to apply weighted Sobolev and Poincaré inequalities proved
in Section 1.1, see Theorem 1.1.3 and Corollary 1.1.4 The weak comparison
principle for the quasilinear elliptic problem (1.2.1) appeared, in a very

general version, in a paper by L. Damascelli [33] when 1 < p < 2. First of
all let us recall the Poincaré inequality whose proof with A = Q and B = ()
can be found in [70]. Now we prove the variant proposed in [33].

LEMMA 1.2.2 (Poincaré inequality). Let us assume that € is an open
bounded set such that Q@ = AU B with A, B measurable set of Q. If u €
W, 9(Q) with 1 < q < 400, then

—1 1 1 1
(125)  fullzoe(@) < wx ™ 1917 [|AI%7 [Vl oy + BIF7 [Vl o)
where ¢’ = %.

PROOF. Let us define h(z,y) := |z — y|' =" and let us assume that C is
a measurable set of Q. If R > 0 is such that |C| = |B(z, R)| we have

/ W) dy — / W, y) dy + / Wz, y) dy
c CNB(x,R) C\B(z,R)

< h(z,y dy+/ h(zx,y)dy
(1.2.6) /CﬂB(x,R) (z.9) B(z,R)\C (z.9)

C1\*
= h(z,y)dy = NuyR= Nwny | — | ,
B(z,R) WN

where wy is the misure of the N-dimensional ball B(0,1). If f € L(C) by
1

Fubini’s Theorem for a.e. x € §2 we have that f(y)(h(x,y))s € LP(C). Let
us recall the definition of potential given in (1.1.24) with p = +

Vi@ = [ i)y
Then by (1.2.6) and Holder inequality it follows that

Vi@l < [ Inin dy

(/le(y)lqh(w,y)dy>; </Ch(w,y)dy>q
[Nw (ﬁj)N ’ ([1rience) dy);.

Taking the ¢ power and integrating in x over {2 we obtain, using again Fu-
bini’s Theorem and (1.2.7) with C' = Q and the role of = and y interchanged,

IN

(1.2.7)

IN

1 1
CI\¥7 (12
(1-2'8) ||V% [fa C]”L«I(Q) < Nwny <0JN E ||f||Lq(c).
Now, if u € CZ°(€2) then we have the representation (see Lemma 7.14 [70])

1
 Nwy

u(z) /Q & — 4N (Vu, 2 — y) dy
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so that if 2 = AU B we have that
1
u(z) < Non Vi[A, [Vul](z) + V1L [B, [Vull(2)| -

From (1.2.8) we obtain (1.2.5) for u € Cg°(2) and the general case follows
by density argument.
O

Let us put, if u, v are functions in W1H*°(Q) and A C
My = Ma(u,v) = sup(|Vu| + |Vvl).
A

REMARK 1.2.3. A function f: R — R is locally Lipschitz continuous if
and only if for all R > 0 there exists C1(R),C2(R) > 0 such that

(1) fi(s) = f(s) — Cis is non-increasing in [—R, R)].
(2) fa(s) = f(s) — Cas is non-decreasing in [—R, R].
In view of Remark 1.2.3 we prove (see also [33]) the following version of
the weak comparison principles in the singular case:

THEOREM 1.2.4 (Weak comparison principle, 1 < p < 2). Let Q be
bounded and u,v € WH>°(Q) weakly satisfy

(1.2.9) —Apu+g(z,u) — Au < —Apv + g(z,v) —Av  inQ
where A > 0 and g € C(Q2 x R) is such that for each © € Q g(x,s) is non-

decreasing in s for |s| < max{||ul|oo, ||[V|loc}. Let Q' C Q be open and suppose
u<wv on d.
(a) If A =0 then u <wv in ', for allp > 1.
(b) If 1 < p < 2 there exist 6, M > 0, depending only on p,A,~,T, ||
and Mgq, such that the following holds:

’ifQ/:A1UA2, ‘A10A2’ =0, ‘Aﬂ <6 and MA2 < M,
then u < v in €.

PROOF. (a) Let us assume that A = 0. We pass to the weak formulation
of (1.2.9)

(1.2.10)
/ (|VulP~2Vu — |Vv|P~2Vv, V) da
Q/

+ [ o)~ glavlpds <0, Vi€ O ().

Since by our assumptions u < v on 9§ it follows that ¢ = (u —v)t €
I/VO1 P(Q)). Using ¢ as test function in (1.2.10), the fact that g is nondecreas-
ing and also by (1.0.2) we deduce that

01/ (V| + Vo))"V (u — v)2 da

(1.2.11) &

< / (|VulP~2Vu — |[Vu|P~2Vo, V(u — v)T) dz < 0.
Q/

Hence by (1.2.11) it follows that (u—v)*T =0 in ' and this gives the thesis.
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(b) As we did above by (1.2.9), we pass to the weak formulation
(1.2.12)

/ (|IVulP~2Vu — |Vu|P~2V, Vo) dz
Q/

+ [l ~ gl o)l do

—A | (u—v)pdr <0, Vi € O(Y).
Q/

Since by our assumptions u < v on 9§ it follows that ¢ = (u —v)* €

I/VO1 P(€)). Using ¢ as test function in (1.2.10), the fact that ¢ is nondecreas-
ing and also by (1.0.2) we deduce that

01/ (V| + [Vo P2V (4 — v)* 2 da

Q/

(1.2.13) < / (IVulP2Vu — [VoP~2Vo, V(u — )" da
Q/

<A [ [(u=v)"Pede
o

Let us recall that ' = A; U Ag and 1 < p < 2, hence we rewrite (1.2.13)
(1.2.14)

CyMb? /

IV(u—v)"2de + C1Mfl22/ |V(u—v)"]?dx
Ax

Az

< 01/ (|Vu| + |Vo|)P2|V (u — )" |* do
Q/

<A | [(u—v)"Pdx
o

Now, by Lemma 1.2.2 with ¢ = ¢’ = 2 we have that
(1.2.15)

ClM£72 /Al IV(u—v)"?de + C’le;2 /,42 V(u—v)"*dx

_2
< 20wy N || ¥ [\Alyfv/ IV (u— )t dw +\m}v/ IV (uw—v)t|2dz] .
A1 A2

Now, we infer that if |A;| and M4, are small we must have

/ IV (u—v)">dz =0,
A;

for i = 1,2, so that (u —v)* =0 in Q" and hence the thesis.
(|

As remarked at the beginning of this section, using regularity results
and weighted Sobolev and Poincaré inequalities proved in Section 1.1, an
application of previous results is given by the following:

THEOREM 1.2.5 (Weak comparison principle, p > 2). Let Q be a bounded
smooth domain such that Q C Q. Assume that u,v are solutions to the
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problem (1.0.1) and assume that u < v on dQ. Then there exists a positive
constant 9 = ¥(Q, u,v, f) such that, assuming

Q] < v
then it holds

u<wv in Q.

PROOF. Let us recall the weak formulations for the solutions v and v to
problem (1.0.1)

(1.2.16) /Q \VulP~2(Vu, Vo) dr = /Qf(u)cp dz, Yo € C°(Q),

(1.2.17) /QVv]pQ(Vv, Vy)dx = /Qf(v)cpda:, Vo € C(9).

Then we assume by contradiction that the assertion is false, and consider

(u —v)" = max{u — v,0},

that, consequently, is not identically equal to zero. Let us also set QT =
supp(u—v)+N€Q. Since by assumption u < v on 9, it follows that (u—v)* €
VVO1 P(Q). We can therefore choose it as admissible test function in (1.2.16)
and (1.2.17). Whence, subtracting the two, we get

/ (|Vu|P2Vu — |Vo[P~2Vu, V(u — v)) dz
(1.2.18) or
= [ (1w = )=o) e

By (1.0.2), it follows that

01/ (V] + [Vo)P-2|V (1 — o) do
O+

S/ (|Vu[P~2Vu — |Vv|P~2Vo, V(u — v)) dx,
O+
so that
cl/ (V] + Vo) P=2|V (1 — v) 2 da
O+

S/
Q+

Let us now evaluate the term on the right hand side of the above inequality.
By the Lipschitz continuity of f, it follows

/ fu) = f(v)
o+

uU—v
Concluding, exploiting the above estimates, we get

/ (V] + [Vo)P 2V (u — )| da
O+

(1.2.19) Fu) - f(v)

lu — v|? da
U —v

\u—v|d:v§0/ lu — v|* dz
O+

< CCP(IWD/ (IVul + Vo P72V (u — v)* da
O+

< Gop(0t) / (V] + [Vo)P 2V (u— )| da
O+
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which gives a contradiction for C' Cp(|QF])) < 1. Now, since |Q] < 9 by
assumption, it follows that if 9 is sufficiently small, then we may assume
that Cp(|Q2T]) is also small, and that C Cp(|2[)) < 3. Hence we have a

contradiction, and shows that actually (u —v)* = 0 and the thesis.
O

1.3. Weak comparison principles in narrow unbounded domains

In this section we show some well known results about weak comparison
principles in narrow unbounded domains involving the p-Laplacian, that are
very useful tools in the proof of monotonicity results in the half-space. It is
well known that the first result for p = 2 is due to H. Berestycki, L. Caffarelli
and L. Nirenberg and can be found in the seminal papers [8, 9, 10]. We
point out that the technique used in these papers works only in the semilinear
case, since the authors need to construct an explicit solution to the problem.
In a series of papers by A. Farina, L. Montoro and B. Sciunzi [59, 60, 61]
and also in a paper by A. Farina, L. Montoro, G. Riey and B. Sciunzi [58]
the authors used a new technique to prove monotonicity results in the half-
space that works also in the case of quasilinear elliptic equations involving
the p-Laplace operator. The singular case 1 < p < 2 (see [58, 59]), is
simpler than the degenerate one p > 2 (see [60, 61]), since we have in
force the classical Poincaré inequality (presented in the previous section),
that, used in a tricky way, it is one of the main tool in the proof of the
comparison principle in narrow strips. In the case p > 2, that we are going
to consider at the end of this section, the use of weighted Sobolev spaces is
naturally associated to the study of qualitative properties of the solutions, as
discussed in Section 1.1. This issue is more delicate in unbounded domains.
Let us only say that the use of weighted Sobolev spaces is necessary in the
case p > 2 and it requires the use of a weighted Poincaré type inequality
with weight o = |Vu[P~2 (see [37] and also Section 1.1). The latter involves
constants that may blow up when the solution approaches zero that may
happen also for positive solutions in unbounded domains. Namely once
again the lack of compactness plays an important role. In the same spirit
of the papers cited above, we start this section showing a result about the
weak comparison principle in strips when 1 < p < 2, whose proof, based on
an iterative argument, is also new in the semilinear case p = 2 and can be
found in [59].

THEOREM 1.3.1 ([59]). We suppose N > 2, 1 < p <2, A > 0 and
assume that f is locally Lipschitz continuous. Set

IV
1\3.\ >

- A A
Yy, =RV x [y0—27y0+2], Yo

Consider respectively u,v € Cllo’?(E)\yO) a sub and super-solution to the fol-
lowing quasilinear elliptic equation

(1.3.1) — Apw = f(w) in By,
with w, Vu,v, Vv € LOO(ZAyO). Ifu <wv on 9%, , then there exists
Ao = Ao (N, p, [|Vullos, [[ Vo, [[ullos, [[V]c, ) >0
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such that if, 0 < A < Mg, it follows that
u<v m E)\yo.

If u and v are not assumed to be bounded, the same conclusion holds, if we
assume that the nonlinearity f is globally Lipschitz continuous.

We start proving a lemma that will be useful in the proof of Theorem
1.3.1:

LEMMA 1.3.2 ([59]). Let ¥ > 0 and v > 0 such that ¥ < 277. Moreover
let Ry >0, ¢ >0 and
L:(Ry,+00) =R

a non-negative and non-decreasing function such that

(152 L(R) < 9L(2R) + g(R) VR > Ry,
i L(R) < CRY VR > Ry,
where g : (Ry, +00) — RT is such that
Then
L(R) =0.

PROOF. It is sufficient to prove that

l:= lim L(R)=0.
R—+o00

By contradiction suppose that [ # 0 and choose ¥ such that ¥ < ¥; < 277.
This implies the exixtence of R; = R;(¥1) > Ry such that

(9 —91)L(2R) + g(R) <0 VR > Ry,
and then
(1.3.3) L(R) < hL(2R) VR > R,.
By (1.3.3) we have: VI € N*, VR > Ry
L(R) < 9. L(2'R)
(1.3.4) < 0¥ (2'R)
= (2R,
where we have used that £(R) < CR" for R > Ry, by (1.3.2).
Since 0 < ¥; < 277, by (1.3.4) we obtain
L(R) < Z1ir+n C(2"9,))R" =0 VR >R,
400

getting the contradiction.
O

PROOF OF THEOREM 1.3.1. We therefore assume that N > 2, 1 <p <
2, A > 0 and that f is locally Lipschitz continuous. We consider u,v € Cllo’?
with u, Vu,v, Vv € L*(X,, ) such that u,v weakly solve (1.3.1).

We want to show that there exists A\g > 0 such that if 0 < A < Ag, then

u<wv in ZAyo'
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We carry out the proof in the case u,v € L*(X Ayo).The same proof works

when u and v may be not bounded, but f is globally Lipschitz continuous.
First of all we remark that (u —v)™ € L>(X), ) since we assumed u,v

to be bounded in Z,\yo.

Let us now define

(1.3.5) U = [(u—v)T]%?,
where a > 1, and p(2',y) = p(2') € C(RV 1), © > 0 such that

p=1, in B'(0,R) c RN-1,
(1.3.6) © =0, in RN=1\ B'(0,2R),
Vol <&, in B'(0,2R)\ B'(0,R) c RN-1,

We note that ¥ € ngp(zkyo) by (1.3.6) and since u < v on 0%, .
Let us define the cylinder

C(R) == {z% N {B'(0,R) x R}} .

Then using ¥ as test function in both equations of problem (1.3.1) and
substracting we get

a/ (IVulP2Vu — |Vo[P2 Vo, V(u — v) ) [(u — v) T 1 da
C(2R)
+ / (IVuP~2Vu — |Vo[P2 Vo, V¢?) [(u — v)T]* dz

C(2R)

= [ () - fEDl - o) R e
C(2R)

Taking into account (1.0.2) and the fact that p < 2, we have
(1.3.7)
aC) / (IVul + [Vo))P72|V (u = )" P[(u — 0) 1] p? da
C(2R)

< a/ (|Vu|p_2Vu — |[VoP~2Vu, V(u — v)+) [(u—v)T]e 12 da
C(2R)
S /C(QR) (IVulP~2Vu — |Vo[P2Vo, V¢?) [(u — v)T]* dz
+ o U0 = @Dl 07
< / ‘(|Vu!p_2Vu — ]Vv|p_2Vv, Vgp2)} [(u—v)T]*dx
C(2R)

o, 2
n /C o |00 = TN o




40 Preliminaries

Then, since u,v € C’llo’? have bounded gradient by assumption, one has
act [ |V o) Pl o) R ds
C(2R)

138) -, / [(u— 0)o |V do + / Lyl — 0)*H g2 da
C(2R) C(2R)

= coly + Lyls,

where
c1 = ([[Vulloo + [[V0]|o0)P~2Ch,
¢ = (IVulloe + [IV0]lac)~"Co.
Ly is the Lipschitz constant of f in the interval

[= max{[Julo; [[0]lo0 }, max{[[uloo; [[0]]o0 }-

We now evaluate the term

I = / [(u—v)+]°‘\Vgo2|da:.
C(2R)

(1.3.9)
B2 -l elde=2 [ (- 0)17lTelki Vel do
C(2R) (
_ o) Fletl ot atl atl
o w0 SRE ) weE,
C(2R) o cer) a+1
<2 [ (7 (=0 E) ) o Vel
RN-1 \Jyo—3
+2/ V| da
C(2R)
a+1)2 e a+1 at1
<L T = 0, o) P Vel
C(2R)
+2/ ]Vgp]aTH dx
C(2R)
a+1)2 . atl at1
<ML T o - 0 e Ve
C(2R)

a+1
42 / Voo da
C(2R)

1
In (1.3.9) we used Young’s inequality with conjugate exponents <a+7 o+ 1> ,
@

2 2
sociated constant and the fact that ¢ = ¢(z').
We now evaluate the term

b= [ -0
C(2R)

A A
a Poincaré inequality in the set [yg - =,y + ] , denoting with C), the as-
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= (2R) (Ku B v)ﬂaTH)Q o dz
-/ / S (E v)*]T)Qdy) (o)) 2de’

< ( [ (Y iy v>+12dy) G

Now we are going to choose the constants o > 1 and A > 0 in such a way

a+1 2 acy
1.3.11 LyC2(A —
(13.11) o () <%
so that from (1.3.8) we have
c o
ag [ V=0 Pl - o)t da
C(2R)

(1.3.12)
< 62/ [(u—v) "% V?| de = co4.
C(2R)

From (1.3.23) one has that

al IV(u—v)" 2 (u— ) da
2 Jew
< ol IV(u—v)"2(u—v)* " p?de < coly.
2 Jeir)
Consequently we obtain

(1.3.13)
/ IV (u— ) P — )17 de
C(R)

< LA+ 17 [ (= o) V- o) P Vel o

acy C(2R)
142 V| *2 da.
QcC1 Jc(2R)
From (1.3.13), setting @ = 2N + 1, one has

(1.3.14)
/ IV(u—v)"*(u—v)* da
C(R)

< 19/ ‘V(U—U)+|2[(u—v)+]a_1 dz + 4 C2 C)\RN_IR_(N+1)
C(2R) acy

= / IV (u— )" ?[(u —v)T]* de 4+ 3R,
C(2R)

where B
c3 = 4—2C\ € RY,
acCl
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2

acy
In particular to do this, recalling that C’z(x\) ~ A2, X\ > 0 will be taken such
that

2 2 -N
C2(N(2N +2)? =9 <27V,

(1.3.15) 22N (a+1)2 <27V,

(0765}

Let us set

and
g(R) = csR™2.

Then one has

L(R) <VL(2R) + g(R) VR >0,
L(R) < CRVN VR >0,

and from Lemma 1.3.2 with v = N, since we assumed ¥ < 27V, we get
L(R) = 0 and consequently the thesis.
O

We point out the fact that monotonicity results in the half-space are
generally based on weak comparison principles in narrow strips as it was
done in a series of papers, some of them mentioned before, by H. Beresticky,
L. Caffarelli and L. Nirenberg [8, 9, 10], E. N. Dancer [39], L. Damascelli
and F. Gladiali [34] and by A. Farina, L. Montoro and B. Sciunzi, see
[56, 58, 59, 60, 61]. In our case, the presence of the therm |Vu[P~2 gives
rise to a phenomenon that was first pointed out in [33, 35], in the case of
bounded domains. Namely, it is possible to prove monotonicity results via
a weak comparison principle in domains that can be decomposed into two
parts. A narrow part (w.r.t. the Lebesgue measure of the section) and a
part where the gradient of the solution is small.

We have the following:

THEOREM 1.3.3 ([58]). Let 1 < p <2, N > 2 and let us assume that f
s a locally Lipschitz continuous function. Fiz Ay > 0 and My > 0. Consider
A€ (0,X], 7,6 >0 and set

v

A A A
1.3.1 ¥y, =RV - = =
(1.3.16) Ao ><<y0 273/04-2), Yo = 3

Let u,v € iy (Sy,,) such that ||ulloe + | Vullse < Mo, [[0]|oc + | V0]|oe < My
and

—Apu < f(u), in Xy, ,
(1.3.17) —Apv > f(v), inZy,,
u <, on 0S%,
where the open set S C Xy is such that
s= \J 7,

:EIGRN—I
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and the open set I",° C {z'} x (yo - %, Yo + %) has the form
(1.3.18) I'f=AL,UB.,  with |AL,NBy|=0
and, for «’ fived, A7, , BS, C (yo — %, Yo + %) are measurable sets such that
AT, | <7 and BS C{yeR: |Vu(a,y)| <e, |[Vo(@,y)| <e}.

Then there exist

T0 = TO(Nap7 >\07 MO) >0
and

g0 = 60(N7p7 )\07 MO) >0
such that, if 0 < 7 < 19 and 0 < & < &g, it follows that

u<w in St

If the functions f is assumed to be globally Lipschitz continuous on Rf xR,
the same conclusion holds true without any assumption on the boundedness
of u and v.

Moreover, as a consequence of the previous theorem we have:

THEOREM 1.3.4 ([58]). Let 1 <p <2, N > 2 and let us assume that f
18 a locally Lipschitz continuous function. Consider X > 0 and set

v

_ A A A
E)\yo = RN ! X (Z/O - 5790 + 2> ) Yo 5

Fiz My > 0 and let u,v € C’l’o‘(EAyO) such that ||ulle + ||Vl < Mo,

loc
[v]loe + [[V]loo < Mo and
—Apu < flu), in By,
(1.3.19) —Apv > f(v), in 3y,
u <, on 0§,

where S C 2x,, U8 an open subset.
Then there exists

X:X(N,P’MO) >0
such that, if 0 < X\ < X, it follows that
u<w in S.

If the functions f is assumed to be globally Lipschitz continuous on Rf xR,
the same conclusion holds true without any assumption on the boundedness
of u and v.

We provide now the proof of a generalized version of the Poincaré in-
equality in one dimension.

LEMMA 1.3.5 (Poincaré type inequality). Let I be an open bounded sub-
set of R and assume that [ = AU B with |[AN B| =0, A and B measurable
subsets of I. Let o: I — RU{oo} be measurable and such that

%g o(t) > 0.
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Then for any w € HL(I) such that /g(t)\athZ(t)dt is finite, the following
I

inequality holds:
(1.3.20)

1 1
2 i
w*(t)dt < 2|I| max 4 |A| sup , |B|sup }
/] ( ) ‘ ’ {| | teA Q(t) | |teB Q(t)

/ o(8) Dy (1) dt.

I
PROOF. Since w belongs to Hg (), there exists a € I such that w(x) =
xT
/ Oww(t)dt. Thus we have:
a

(1.3.21)
w@l < [ il < [1owola = [ ow@ia [ ool

<412 ( [ o) e ([ o) "
< <|A|§g;; Q(1t)>/ ( / g(t)yath(t)dt)l/Q

+ (18150 Q(lt))/ (f g<t>|atw|2<t>dt)l/2.

Finally, using (1.3.21) we obtain:

/w2(t)dt < |[I| sup w?(t)
I tel

1 1
< 2|I] | |A|su / dywl|?(t)dt + | Blsu / 8w2tdt>,
1 (141500 o5 f lowor’ 0t + Boug o5 | elerur't

from which the thesis immediately follows.
O

Proof of Theorem 1.3.3: In the proof we denote by || - ||co, the L norm
in ¥y, . We remark that (u —v)* belongs to L®(X), ) since u and v are
bounded in ¥ Ayo

For oo > 1 we define

(1.3.22) ¥ = [(u—0)"1%%,
where ¢(z/,y) = (') € C(RN71) is such that

v >0, in RY
=1, in B'(0,R) c RN-1,
(1.3.23) v n B (0. 1) C
=0, in R \ B (0,2R),

Vel <&, in B'(0,2R)\ B'(0,R) c RN-1,

where B'(0,R) = {2/ e RN"!:|2/| < R}, R > 1 and C is a positive con-
stant.
Let C(R) be defined as

C(R) = {35 N{B'(0,R) x R}} .
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The assumptions in (1.3.23) and the inequality v < v on 9S: imply that
(NS Wol’p(C(QR)). This allows us to use ¥ as test function in both equations
of problem (1.3.17) and to get (by subtracting):

(1.3.24)

(Vap=2Yu Vol 290, 96) do < [ (f(a) = f()ida,

C(2R) C(2R)

Using (1.3.22) we obtain:
a/ (IVulP~2Vu — |Vu|P 2V, V(u — v) ) [(u — v) T]* 1 p? da
C(2R)
(1.3.25) < / (|VulP2Vu — Vo2V, V) [(u — v) 7] dz
C(2R)

+ Lf/ [(u —v)T]* T2 da.
C(2R)

Recalling (1.0.2), |Vu| and |Vv| are bounded and « > 1, from (1.3.25) we
obtain

o / (V] + [Vo)P~ 29 (u — o) 2] — )12 % da
C(2R)
<o / V(= o) PV (- 0) ) de
C(2R)
(1.3.26) + Ly / [(u—v)*]* "o da
C(2R)

< Co(2Mp)P! /

IV |[(u—v)*]* da
C(2R)

+ Ly / [(u—v)T]* T p? da.
C(2R)

Let us define

Co(2Mj)P~1

1.3.2 =

(1.3.27) cl c, :
Ly
1.3.2 ==
( 3 8) (6 C17

hom [ VP de, B [ (a0
C(2R) C(2R)

and note that both ¢; and ¢y depend only on p and My, in particular they
are independent of o > 1.

Thus, with the definitions above, we now rewrite (1.3.26) as follows: for
every a > 1,

u o2V (1 — )T 2T — )12 102 da
(1.3.20) o (T 1907219 00 Bl = )12

<cili + ealo.

We also observe that
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IVl + VP2V (= ) P [(w = 0)F] T ) dy? (2f)da’
o1 \ Jpre

:/ (V] + [Vo))P~2|9 (1 — v) [2](1 — v)*]* 102 da < +oo
C2R)

since ¢ depends only on z’ and the right-hand-side of (1.3.29) is finite.
Hence, for almost every 2’ € RV~! we have that

(1.3.30) / (IVu| + [Vu))P2|V (u — )T *[(u — v)T]* Ty < 400,
IT;€

which also entails: for almost every 2/ € RV~!

(1.3.31) /IT,E(W“’ + [Vu)P218y (u — ) P[(u — v) ¥ dy < +oo.

x!

Estimate for I;. Let us recall the decomposition stated in (1.3.18)

which gives
S&= |J I with IF=ALUB:.

z/eRn—1
We set

0w (1) = (|Vu(2', )] + [Vo(a', )] )P~
in order to apply Lemma 1.3.5 in each I;,’a, for which (1.3.31) holds true,
with o(t) = ow(t), A := AT,, B := B%, and w(t) = [(u— v)*(2/,1)] 2.
Note that the constant in (1.3.20) in this case is given by:

1 1
B:/| sup .
PG A <t>}

Therefore, for almost every z/ € RN _1, we have
(1.3.32) Cre(2') < Cre = 2Xo max {T(2Mo)* 7, Ao(2¢)* P},

so that, since 1 < p < 2, C;,. can be chosen arbitrary small, for 7 and
e sufficiently small. Now, recalling that ¢ depends only on 2’ and using
Young’s inequality with conjugate exponents 0‘+1 and a + 1, we get:

Cr () = 2\ max {\AT | sup

(1.3.33)
n<? / [(u — 0)*]%| V| dz = 2 / [(u — 0)*]|Vp|2| V|2 do
C(2R) C(QR)

_ +lja+1 o« |V Vol 2z
[ oo vl 5 e[ FAT,
C(2R) c(2r) o+

«

[e] 2 (e} (e
2 | (/ (Itu—v)*]%") dy> o Vel !
RN,I T,

Lo / Vo % da
C(2R)

IN

IN
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and the application of Lemma 1.3.5 yields

(1.3.34)

1 2
I < CT’EM

L A9l 9ol 2 = o) 0y = 0) P V| % da
C(2R)

a+1
+ 2/ V| 2 dx
C(2R)

(a+1)2
2

[ 9+ 1900200 09 ) e Vel B e
C(2R)

a+1
+ 2/ V| 2 dr,
C(2R)

where C; . has been defined in (1.3.32).

<Cp.

Estimate for I;. We use the same notations as in the evaluation of Iy
and we get:

(1.3.35)
L= /c(2R) ([(u ; U)+]QT+1>2 ¢ do

RN, 1 (/IT/,E

T

IVl + Vo] P2 [(w = 0)F]* 13y (u — v)+!2dy> prda’

1\ 2
< Cre (a—;— ) / (|Vu| + \Vv\)p_2[(u — v)+]°‘_1]V(u — v)+\2ap2 dz.
C(2R)
Let us fix

(1.3.36) a=2N+1>1.

Recalling that C . tends to 0, as both 7 and € go to zero, we can take
7> 0 and ¢ > 0 small enough, such that

2
so that from (1.3.29) we have

1\ 1
(1.3.37) c2Chr <O‘+> <3 1Cre(a+1)2 <27

(1.3.38) / (|Vu| + |Vo|)P2V (u — o) T)?[(u — )T Lp? do < 2e114.
C(2R)
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By (1.3.23) we infer that

/ (|Vu| 4 [V )PV (u — v) T2 (u — v)* L da
(1.3.39)

< / (|Vu| + [V )PV (u — ) T|?(u — v)* p? dr < 21T
C(2R)

and, using (1.3.34), we obtain
(1.3.40)

/ (IVul + [Vo)P 2V (u — o) *[(u — v) "2 da
C(R)

S ClCng(a + 1)2

2 a+1

| 9l 4190 2= o) V= 0) P Vel do
C(2R)

a+1
+ 4y / V| 2 de.
C(2R)

Recalling (1.3.36) one has:
(1.3.41)

/ (V] + [Vo)P~2(¥ (u — o)*[2(u — v)* da
C(R)

Sﬁ/ (V] + [Vo P2V (1 — o) 2w — )] L da + CR2,
C(2R)

where

¥ =0c1Cre(a+ 1)2,

C =467C"T >0
exploiting also (1.3.23). Notice that, in view of (1.3.37), we also have that
¥ < 27N In order to apply Lemma 1.3.2 we set

£R) = [ (1Val + Vo) 29 = o) Pl = o)) da,
C(R)

and
g(R) = CR™2.
Then from (1.3.41) we have:

L(R) <VYL(2R)+g(R) VR >0,
L(R) < CRN VR > 0.
Applying Lemma 1.3.2 with § = N, we get L(R) = 0 and consequently
the thesis.
O
Proof of Theorem 1.3.4.
The desired result is obtained with the same proof of that of Theorem 1.3.3
with the following slight (but necessary) modifications. Replace St by S,
sebe=7=\ B, =0,1°=AT, =Sn{z'} x (yo — %,yo + %) and observe
that (1.3.32) becomes

(1.3.42) Ca(z)) < Cy = 2X%(2My)* 2,
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and that (1.3.37) becomes

2 2’

The conclusion the follows by taking A small enough in the latter one.

a+1\* 1 9 N
(1.3.43) coCy\ < = ch,\(a + 1) <27

g

Now we want to present a weak comparison principle in unbounded
strips that has a natural application in the study of monotonicity properties
of solutions in the half-space of the following degenerate quasilinear elliptic
problem:

—Apu=f(u) inRY
(1.3.44) u(z’',y) >0 in RY
u(z’,0) =0 on ORY

where N > 2, p > 2 and f(-) satisfies:

(Ef) the nonlinearity f is positive i.e. f(t) > 0fort > 0, locally Lipschitz
continuous in R™ U {0} and

)

111 o1
t—0+ P~

= fo € RT U {0}.
We state the following;:

THEOREM 1.3.6. Let p > 2 and let u,v € C’llo’g (@) be two positive weak
solutions to (1.3.44) with |Vul,|Vv| € L®(RY). For A > 0 fized such that
0<a<B <A let Bgp = RV x (a, B), Y5 = X(,3) and assume that

(1.3.45) u<w on  0%¥(4p) -
Assume furthermore that, setting
I(J;\) = {(:U',)\) 2’ € P(Supp (u— U)+)},
it holds that
(1.3.46) u(z) >~v>0 on I(‘&).
Then, for A > 0 fized such that
A>2)\+1,

it follows that there exists ho = ho(f,p, 7, N, [[Vul peo (s, VUl oo (54)) sSuch
that if B — a < hg then we have

u<v in XNg)-

PROOF. We remark that (u —v)* € L®(¥(, g)) since we assumed |Vu|
and |Vv| are bounded. We put

(1.3.47) C(a,ﬁ) (R)=C(R) = Z(a”@w) N {B/(O, R) x R}
Let us now define

(1.3.48) U = (u—v)Tpk,
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where pp(2',y) = ¢r(2’) € C(RN1), pr > 0 such that

Yr=1, in B'(0, R) c RN-1,
(1.3.49) ©r=0, in RN=1\ B'(0,2R),
Vor| <%, in B'(0,2R)\ B (0,R) c RN-1,

where B'(0, R) denotes the ball in RN~! with center 0 and radius R > 0.
From now on, for the sake of simplicity, we set pgr(z’,y) := p(2',y). By

(1.3.49) and by the fact that u < v on 8Z§ (see (1.3.45)), it follows that
¥ € Wy?(Clayp)(2R))-

Since u is a solution to problem (1.3.44), then it follows that u, v are solutions
to

—Apu = f(u) in E(a,ﬁ)a
(1.3.50) —Apv = f(v) in ¥, g),
u<v on 0¥, g)-

Then using ¥ as test function in both equations of problem (1.3.17) and
substracting we get

/ (|Vu|p_2Vu — |[Vo[P~2Vu, V(u — v)+)g02 dx

(2R)

(1.3.51) + / (IVuP=2Vu — |Vu[P~2Vv, Ve?) (u — v)t dz
C(2R)

— / (F(u) — £(0)) (u — v)* 2 d,
C(2R)

where C(-) denotes the cylinder defined in (1.3.47). By (1.0.2) and the fact
that p > 2, from (1.3.51) we deduce that

C/ (IVul + Vo] P72V (u — 0) *? do
C(2R)
< / (|Vu|p_2Vu — | VP2V, V(u — v)+)<p2 dx
C(2R)
= — / (IVu[P~2Vu — |Vu[P~2 Vv, Ve?) (u — v) T d
C(2R)
[y G0 = F @) 0
(1.3.52) c@R)
/ |(IVulP~ 2Vu — Vo2V, VQD2)‘ (u—v)"dx
[ ()~ f@) o) ds
C(2R)

/ (IVul + Vo)V (u = 0) ||V (u — v) * da

[ (= f) ) da,
C(2R)
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where in the last line we used Schwarz inequality and (1.0.2). Setting
(1.3.53) I := C’/ (IVu| + |V P2V (u — v) || V?|(u — v) T da
C(2R)
and
(1.3.54) Iy := / (f(w) = f(v)(u— v)T? da,
C(2R)
(1.3.52) becomes

(1.3.55) c’/ (V| + V)P 2V (u — v) 2% dz < I, + I,
C(2R)

In order to estimate the terms I; and Iy in (1.3.55) we will exploit the
weighted Poincaré type inequality (see Section 1.1, Corollary 1.1.4) and a
covering argument that goes back to [61]. Let us consider the hypercubes
Q; of RY defined by

Qi = Q'/L X [aaﬁL
where @ C RN~1 are hypercubes of RV~!, with edge 8 — a and such that

Yai=r""

Moreover we assume that Q; N Q; = 0 for ¢ # j and

Qi D C(2R).

C=

(1.3.56)
1

.
Il

It follows as well, that each set (); has diameter

The covering in (1.3.56) will allow us to use in each @Q; the weighted Poincaré
type inequality and to take advantage of the constant C), in Corollary 1.1.4,
that turns to be not depending on the index i of (1.3.56). Later we will
recollect the estimates.

Let us define

+ J—
(“ - ”) (=',y) if (z',y) € Qy;
_<“ - U>+(x’, 26 —y) if (¢/,y) € Q;,

where (¢/,y) € Q. iff (2,28 — y) € Q;. We claim that

(1.3.58) w(x) ==

(1.3.59) / w?dr < Cp(Qi) / (|Vu| + |Vo|)P~2|Vw|? da
where Cp(Q;) is given by Theorem 1.1.4 and has the property that it goes

to zero if the diameter of @); goes to zero. Actually, since p > 2, we will
deduce (1.3.59) by

(1.3.60) /

wde < cp(Qi)/ VP2 V|2 da.
Q;

i
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The fact that Corollary 1.1.4 can be applied to deduce (1.3.60) is somehow
technical and we describe the procedure here below.

We have / w(z)dr =0 and therefore, see [70, Lemma 7.14, Lemma
Q:UQ7
7.16], it follows that

(2 — 2:) 52(2)

=C
’LU(-T) Q:00" |l‘ — Z|N

dz ae z€@Q;UQI,

where C = C’(dQ,N ), is a positive constant. Arguing as in the proof of
Lemma 1.2.2, then for almost every = € QQ; we have

way <o [ Ve,
Q:UQ7 |z — 2|
=C 7]Vw(/]zv)l1 dz + C 7|Vw(,]zv)7]1 dz
0, 1T — 2| Qr |z — z|
op [ T8,
0; lr— 2| -1

where in the last line we used the following standard changing of variables
(") =2 and 2z =28- 2y,

the fact that for x € Q;, it holds that (|z — z|) o < (lx — 2 o and
ze€Q); z€Q);

that, by (1.3.58) it holds that |[Vw(z)| = |[Vw(2!)|.

Hence (1.1.33) holds and, in order to prove (1.3.60), we need to show that
(1.1.29) holds with

0 = |VuP2.

Note now that, if w vanishes identically in @Q);, then there is nothing to prove.
If not it is easy to see that by our assumptions (see (1.3.46)) and by the
classical Harnack inequality, it follows that there exists 4 > 0 such that

(1.3.61) u>5>0 in Qi x[)\2,4)
where
Q! = {x e RN . dist(z,Q}) < 1}.
Let us consider Q?* obtained by the reflection of (); with respect to the

hyperplane Ty = {(z',y) € RV : y = A}. Since Q?* is bounded away from
the boundary R, namely

dist (QF* | {y = 0}) > A >0,

thanks to (1.3.61) and since a sufficient condition to the summability of p

holds, more precisely we can apply Proposition 2.4 [60], we obtain that
1 1 % R
/QRA Va2l =y dy < CY(B1, B2) for any =€ Q;*,



1.3 Weak comparison principles in unbounded domains 53

where

f(t) and B2 = .

= min
te[¥llullLoe (sy)]

We deduce the same for v:

1 1 .
/Q- Vo2 im — g dy < C{ (B, B2) for any =z € Q;,

so that we can exploit Corollary 1.1.4 to deduce (1.3.60) and consequently
(1.3.59).

Let us now estimate the right hand side of (1.3.55). Recalling (1.3.53) we
get

I =20 / (IVul + [V P2V (u — 0) 0| Vel (u — v)* da
C(2R)
—2C / (IVul + Vo) 2 72 [V (1 — o) | | Vel (u — v) F dae
C(2R)

<5'C (IVul + Vo] )P 2|V (u — v) T [2¢* d
C(2R)
C’ -2 2 +12
+ = (IVu| + [Vo)P=Ve|*[(u — v) 7] da,
0" Jear)

where in the last inequality we used weighted Young’s inequality, with ¢’ to
be chosen later. Hence

(1.3.62) L<I{+ 10,

where

o= 5'0/ (V| + [Vo) P2V (u — v)* 262 da,
C(2R)
(1.3.63) .
ne=S / (1Vul + [Vo )P~ Ve 2 (u — v)*]? da.
C(2R)

Using the covering in (1.3.56), the properties of the cut-off function in
(1.3.48) and the fact that |Vu| and |Vo| are bounded, by (1.3.59) we deduce
that

(1.3.64)

N
I’ < Z ¢ / [(u—v)T]?da
T = IR Je@r)ng:

N
C
< max Cp(Q; / Yu| + [Vo)P2 |V (u — v) |2 da
XY 1 [ (T TP ¥ 0

C
< O p—2 a0\ t2
< C'P—(S,R2 /C(QR)(Wu] + |[Vo)P~2V(u —v)T|* dx

where Cp = max; Cp(Q;) and C = C(p, [|[Vu| g (s,))-
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Now we estimate the term I3 in (1.3.55). Being f locally Lipschitz continu-
ous form (1.3.54), arguing as in (1.3.64), we get that

f(u) = f(v) u— )12 de
bs/m)[( y2d

u—v
SCF‘K/ (IVul + Vo[ )P~V (u — ) *|? da,
C(2R)

where CF is as in (1.3.64) and C' = C(f, A, ||[Vul|pe(s,)). Actually the
constant C' will depend on the Lipschitz constant of f in the interval
[0, max{|[u]l oo (s,), 10l oo (20) }H -

By (1.3.55), (1.3.62), (1.3.63) and (1.3.64), up to redefining the constants,
we obtain

(1.3.65)
c / (V] + [Vo)P~29 (u — 0)* P2 da
C(2R)

gad/' (V| + [Vo P2V (u — v)* |2 da
C(2R)

Ch

"R

/ (V] + [Vo)P~2V (u — o) da
C(2R)

s / (V] + [Vo)P [V (4 — v)* P do
C(2R)

Let us choose ¢’ small in (1.3.65) such that C' — ¢’ > C'/2 and fix R > 1.
Then we obtain

/ (V] + [Vo)P 2V (4 — v)* 2 da
(1.3.66) cen)

O*
<4-L (IVu| + ]Vv|)p_2|V(u - v)+]2 dz.
C Jeer)

To conclude we set now

(1.3.67) AqR):iémﬁvm+mvmvﬂnuu—w+ﬁmx

We can fix ho = ho(f,p,7, A, N, [|Vullpeo (), VU £oo(5,)) Positive, such
that if

B —a< hOa
(recall that C'5 — 0 in this case since diam(Q;) — 0, see (1.3.57)) then

C*
9= 4—L <o N,
C <

Then, by (1.3.66) and (1.3.67), we have

L(R) <VL(2R) VR > 1,
L(R)<CRN  VR>1.

From Lemma 1.3.2 with v = N and ¥ < 27V, we get
L(R)=0
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and consequently that (u —v)™ = 0.
O

Finally, the last result that we present a weak comparison principle that
works in unbounded strips (we do not need to consider narrow parts). This
results works for a general class of changing-sign nonlinearities and to the
best of our knowledge this results is new since it is the first time that,
in the quasilinear case, these nonlinearities are considered in unbounded
domains. This results will be crucial in the proof of Gibbons conjecture
in the quasilinear case that will be presented in Chapter 7 and it is also
contained in a paper in collaboration with A. Farina, L. Montoro and B.
Sciunzi [49]. Let us consider the following quailinear elliptic problem:

—Apu < f(u) in (ab)
(1.3.68) —Apv = f(v) i By
u<v on 82(,171,),

ordered on the boundary of some half-space ¥, of RY | with p > 1 and
N < 1. More precisely

Z(a,b) = RN_l X (CL, b),

where either a = —co and b € R, or a € R and b = +00.
We summarize the assumptions on the nonlinearity f (denoted by (G)
in the following) as follows:

(Gy): The nonlinearity f(-) belongs to C1([-1,1]), f(-1) =0, f(1) = 0,
fi(=1) <0, fL.(1) <0 and the set

Ny ={te[-L1]| f(t) =0}
is finite. We provide the following

THEOREM 1.3.7 ([49]). Letu,v € CI’Q(E(GJ,)) satisfying problem (1.3.68),

loc
N > 1, p > 1, where X,y is some half-space of RY and f fulfils (Gy).
Moreover, let us assume that

’VU|, |vv| € Loo(z(a,b))7
for some & sufficiently small
—1<u<-14+96 inZAyO

and for some L >0

(1.3.69) f't) <=L in[-1,-1+4].
Then
(1.3.70) u<v in N

The same result is true if

1-6<v<1 inXgy and f'(t) <=L in[l—41].
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PROOF. We prove the result in the case —1 < u < —1+9.
We distinguish two cases:
Case 1: 1 <p < 2. We set

— +1
(1.3.71) Y= wrg ",
where a > 1, R > 0 large, w := (u—v)* and pp is a standard cutoff function
such that 0 < pr < 1 on RN, ¢wr = 1 in Bpg, pr = 0 outside Bsyg, with
|Vor| < 2/Rin Byr \ Bg. Let us define C(2R) := %, ) N Bar N supp(w).
First of all we notice that ¢ € VVO1 P(C(2R)). By density arguments we

can take v as test function in the weak formulation of (1.3.68), so that,
subtracting we obtain

a/ (|VU|p_2Vu - |Vv|p_2Vv, Vw)wa_lgo?zﬂ dx
C(2R)
(1372) <@+ [ (VuPVu— [Vl Ve Veruteh do
C(2R)
[ 1) = St d
C(2R)

From (1.3.72), using (1.0.2) and noticing that f is decreasing in [—1, —1+4],
we obtain

(1.3.73)
ozCl/ (V] + [Vol)P 2 [Veo2uw oot da
C2R)

< a/ (|VulP~2Vu — |[Vo[P~2 Vo, Vo) w* T %t do
C(2R)
< —(a+ 1)/ (|VulP~2Vu — |Vu|P~2Vo, Vor)w® o% dx
C(2R)

+ / (&) (u— v)"'wacp%fl dx
C(2R)

IN

(a + 1)03/ |Vw[P~HVor|lw® o} dr — L/ (u —v)Tw Rt da,
C(2R) C(2R)

where £ is some point that belongs to (v,u). Hence, recalling also that
|Vul, Vo[ € L%(E(4)), we deduce

(1.3.74)
aC1/ (IVul| + |Vz}|)p_2 |Vw|2w°‘_1<p§“%+1 dz
C(2R)

< (a+1)03/

|Vw[P~HVer|lw® oS dr — L/ w St da
C(2R)

C(2R)

<(a+ 1)0/ \Vorlw*og de — L/ w M pdt da
C(2R) C(2R)
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where C' = C(p, ||V'U/||Loo(z<a7b)), ||V’UHL00(Z<ayb))). Exploiting the weighted
Young’s inequality with exponents a+1 and (o + 1) /av in (1.3.74), we obtain

aCl/ (IVul + [Vo))P~ 2 | VwPw L%t da
C(2R)

C [e3
= gatl / [Vor|**t da + aCaIl/ W g
C(2R) cen

— L/ waH(p%'H dx
C(2R)

C / 1 otl 1 1
< Vegr|*Tdr+ (aCo a — L / wo et dy
ootl 0(23)‘ | ( ) C(2R) r

2a+lc
< = - o — a+1l, a+1 )
S Catia (N-1) <aC’a L) /C(ZR) w* PR dx

Now taking a > N — 1, if we choose

o=o(p,a, L, N, ||VUHLOO(E((1J))), ||V'l)HLoo(E(a,b))) >0
sufficiently small so that

aC’o o —L<0

we obtain

C
ool Ra—(N—1)°

(1.3.75) / (V| + [Vo)P2 [Volw* do <
C(R)
Passing to the limit in (1.3.75) for R — +o00, by Fatou’s Lemma we have

/ (IVul + [Vo))P~? | VwPw* de < 0.
P

Ayg

This implies that u < v in ¥, ).
Case 2: p > 2. We set

(1.3.76) )= weh,

where R > 0, w:= (u —v)T and pp is the standard cutoff function defined

above. First of all we notice that ¢ € Wol’p(BgR). Let us define C(2R) :=
Y(a,p) N Bar Nsupp(w). By density arguments we can take v as test function
in the weak formulation of (1.3.68), so that, subtracting we obtain

/ (|Vu|P~2Vu — |Vv|p_2Vv,Vw)<p?%d:U

C(2R)

(1.3.77) / (|VulP~2Vu — |[Vu|P~2Vv, Vor)wer dx
C(2R)

" /C F) g do
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From (1.3.77), using (1.0.2) and that f’(u) < —L in [-1,—1 + ], we obtain

o / (V] + [Vol)?~2 [V 3, da
C(2R)

< / (IVu[P~2Vu — |Vo|P~2Vo, V)% da
C(2R)

< —2/ (|VulP~2Vu — |Vu|P~2Vu, Vop)wer dx

(1.3.78) ¢2R)

O G
C(2R)

<20, / (V] + |Vo)P2 [V [Vrlwen dz
C(2R)

- L/ (u —v) Twe? d,
C(2R)

where £ is some point tha belongs to (v,u). Using in (1.3.78) the weighted
Young’s inequality (and the fact that |Vul,|Vv| € L%(3(44))), we obtain

(1.3.79)
o / (V] + Vo))"~ Voo 2 da
C(2R)

<20, / (IVul + Vo) T [Vl (V| + Vo)) [Verlwer da
C(2R)

— L/ w?p% dx
C(2R)

SC’QU/ (V| + |V )P~2 [Vl da
C(2R)

C _
+ =2 (V] + [Vo))P~2 Vo] 2w}, da

0 JC(2R)

— L/ w?p% d.
C(2R)

gc2a/ (V| + |V )P~2 [Vl da
C(2R)

C
+ | — — L) / w2 de,
<UR2 C(2R) R

where C' = C(p, ||VU”LOO(E(a n) ||VvHLoo(g(a b))) is a positive constant. Hence,
up to redefine the constants, we have

(1.3.80)
/ (|Vu|+|VU|)p_2|Vw|2d:L‘§C’a/ (V| + Vo )P~2 |Vl da
C(2R)

C(R)
1 C
+—|——1L / w?p% da.
Cy <<TR2 > C(2R) R
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Now we set
£(R) ::/ (V| + Vo P2 | Vw2 da.
e()

By our assumption,|Vul, [Vv| € L*(X,)), it follows that L(R) < CRN for
every R > 0 and for some C' = C(p, [|Vul| (s, ) IVV 125, ,))- More-
over, in equation (1.3.80), we take ¢ = o(p, N, HVUHLOO(E(G,Z,)): HVU”LOO(E(Q,,,))) >
0 sufficiently small so that Co < 1/2V. Finally we fix Ry > 0 such that

C
L
—m L <0

for every R > Ry. Therefore by (1.3.80) we deduce that

{ﬁ(R) <9L(2R) VR> R,

1.3.81 :
( ) L(R) < CRN VR > Ry,

where 9 := Co < 1/2V. By applying Lemma 1.3.2 it follows that £(R) = 0
for all R > Ry. Hence u <w in X, ).
(|

1.4. The H6pf boundary lemma and the strong maximum
principle

The aim of this section is to present two classical results: the Hopf
boundary lemma and the strong comparison principle for quasilinear elliptic
equations. It is well know that the Hopf boundary lemma always implies
the strong maximum principle. Here, borrowing the ideas of J. L. Vazquez
contained in the celebrated paper [127] we would like to present this well
known results for the following quasilinear elliptic problem: Let us consider
the following quasilinear elliptic problem

_Ayut ) = f(x)  nQ
(1.4.1) u>0 inQ
u =0 on 012,

where 1 < p < +o00, Q is any connected domain of RN, N > 2, §: R - R
is a nondecreasing function with (0) = 0 and f > 0 a.e. in Q. As already
mentioned, we now state the results by J. L. Vazquez in the celebrated paper
[127], but we have to remark that similar results for quasilinear elliptic
equations were obtained also by P. Pucci and J. Serrin, that considered a
more general class of operators and of nonlinearity (see e.g. [103]). Here we
prove the case p = 2 (as it was done by J.L. Vazquez in [127]) and we give
some ideas for the quasilinear case.

THEOREM 1.4.1 ([127]). Let p = 2 and u € L} (Q) be such that is a

loc

solution to (1.4.1) such that Au € L} () in the sense of distribution in §
and Au < B(u) in {x € Q| 0 < u(x) < a}, where a is a positive constant
and 5 : [0,a] — R is a continuous nondecreasing function with $(0) = 0.

Under the assumption that B(S) =0 for some S >0 or

(1.4.2)

2 1
~ L us=
o /B(S)S >
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if B(S) >0 for S >0, then either w =0 a.e. in Q or u is strictly positive
in 2 in the sense that for every compact set k C § there exists a constant
v =~v(K) > 0 such that

(1.4.3) u>7v ae in .

In particular if u vanishes a.e. in a set of positive measure it must vanish
a.e. in Q.

In other words what we are going to prove is that, for a suitable class
of solutions of (1.4.1) for p = 2, the strong maximum principle holds if and
only if either 8(S) = 0 for some S > 0 or 3(S) > 0 for S > 0 and

|
(1.4.4) /0 o) dS = oo,

where j(5) = / B(t) dt. We notice that for every S > 0 since 3 is monotone

0
nondecreasing then also j it is and we have

gﬂ (g) <j (g) < J(S) < B(9).

Hence condition (1.4.4) is equivalent to the following one

|
(1.4.5) /0 50 dsS = oc.

REMARK 1.4.1. We want to observe that if 3(s) = s? with ¢ > 0 it follows
that, by simple computations, condition (1.4.5) holds if and only if ¢ > 1.
When (1.4.5) does not hold, in particular for this kind of nonlinearity when
0 < g < 1, it follows that there exist the so called dead core solutions,
for more details we refer to the seminal paper [127].

In the proof of Theorem 1.4.1 we need of the following technical lemma
that will be useful to build a radial solution of problem (1.4.1), in order to
compare it with other solutions of problem (1.4.1) with p = 2:

LEMMA 1.4.2. For all k1,ko,71,v1 > 0 and B : R — R continuous non-
decresing function with B(0) = 0, there exists a unique v = v(r, k1, ko, r1,v1)
defined in [0,71] of class C? that is a solution of the following nonlinear
two-point boundary value problem

V" = ko' + koS (0) 0<r<m
v(0) =0 wv(ry) =

and v,v',v" > 0. Moreover if B satisfies (1.4.5) then v'(0) = 0 and v; >
v >0 in (0,r).

(1.4.6)

PROOF. For the existence and the uniqueness of the solution v to prob-
lem we refer to the works [7, 78]. The fact that v(r) > 0 for 0 < r < fol-
lows from comparison arguments between sub and super-solutions of (1.4.6)
as exploited in [7, 78]. Now we observe that by multiplying both sides of
the ordinary differntial equation of (1.4.6) for e=*" we obtain:

(7)) = ke M7 B0 (r));
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from this it follows that e ¥1"¢/(r) is a nondecreasing function, hence by

simple computations v'(r) > 0 for 0 < r < ry. Since v"(r) = k1o'(r) +
koB(v(r)) for 0 < r <7 then also v”(r) > 0 for 0 < r < ry.

Now let us consider rg the largest r for which v(r) = 0. Necessarily
0<ry<ry,v:][re,r] — [0,v1] is bijective and

/7'1 UI(T) g /1 1
ro \/3(v(r)) 0 B(S)
Now, if w = (v')? we have

koj'(v) = ko (v)V" = (V" — kyv')v

(1.4.7) dS = oo

and so
2]{326_%”3'/(2)) = (e_%”w> .

Since v'(rg) = 0, by integrating the previous equation between 79 and r we
have

2]{:2672]617’0‘]'(’0(7')) — 2k262k17“0/ j/(U(T’)) dr

70
> / 2koe 2R i (v (1)) drr = e~ 21Ty (r)
70

and hence we have

[0
o VJ((r))
but this gives a contradiction with our assumption (1.4.5). Hence v/(r) > 0

and this implies rg = 0. It follows that v'(0) > 0 and v'(r) > 0 for o < r < ry.
O

dr < \/214:26’“1(”_”0)(7“1 —1p) < 00,

FIrRsT PROOF OF THEOREM 1.4.1. Let us prove the theorem in the
case u € C1(Q)). Let us assume that u vanishes somewhere in € but it
is not identically zero. Hence we can choose a point zg € 2 and a ball
B = Bpg(z1) such that g € 0B and u(zp) = 0 and 0 < u(x) < a for each
x € B. It is sufficient to take x; € § such that u(z1) > 0 and for € > 0 suf-
ficiently small d(x1, N) < € and d(z,09) with N = {x € Q | u(x) = 0} and
R = sup,-o{Br(z1) C Q\ N}. Taking G = {z e RN | & < |z — 2 < R},
u>0in G, vy = infy, {|z — 21| = 21 and using Lemma 1.4.2 we can con-
struct the function

R
(1.4.8) u(z) :==v <R— |x—x1],k‘1,1,2,vl>
in the annulus G defined above. Now by Lemma 1.4.2 we have that
Al = ki|Va| + B(a).
Moreover, since 4 is radial, by taking k1 > 2(N7R_1)

Ad > B(a).

1 we have

Now by Kato inequality we have
At —u)T > sign(t — u)A(G — u) = sign(a — u)(B(u) — B(@)) > 0.
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Then u > 4 and since v'(0) > 0 it follows that

i inf u(xo + h(z1 — ) — u(zo)

h—0 h >0

against the assumption that u € C*(Q), which implies that Vu(zg) = 0.

If u & C1(§), assume that u # 0. Then there must exists a nall Br(z) C
2, R > 0 such that the trace g of @ on the sphere Sr(Z) is not zero a.e. We
have to show that there exists a unique solution v € C*(€) to the following
semilinear problem

~Av+B()=0  in Bg(z)
(1.4.9) {U = min(g, a/2) on Sp(z).

This is a well known result in the literature and we refer the reader to
the celebrated papers [81, 97]. After that, the proof follows by the one

developed in the case of C! solutions.
O

Now we are ready to prove the following

THEOREM 1.4.2 (Hopf boundary lemma). Let Q,3,p and u as in Theo-
rem 1.4.1 and let xo be a point on 0L) satisying the interior sphere condition.
Let B one such sphere and v the corresponding interior normal at xg. Then
there exists v > 0 such that

(1.4.10) ess liminf — %)
a—awo (T — X0, V)

In particular if u € CY(QU {xo}) and u(zo) = 0 we have

ou
(1.4.11) 5(3:0) > 7.

ProOOF. Now we take the annulus G corresponding to the ball Br(x;)
that occurs in the definition of interior sphere condition at zg. Since G
touches 02 we replace x1 by 2] = x1 + ev for a small € > 0 and keep R
fixed. If ¢ is sufficiently small the new annulus G, is such that G, C €.
Arguing as in Theorem 1.4.1 we have

u(z) > u(x — )

>y x€B.

a.e. in G. Passing to the limit for ¢ — 0 and remembering that v'(0) > 0
we obtain (1.4.10) with v = v/(0).
O

Theorems 1.4.1 and 1.4.2 hold also in the quasilinear case, when the
classical Laplace operator is replaced by the p-Laplace operator Apu =
div(|Vu|P~2Vu) and conditions (1.4.4) and (1.4.5) are replaced respectively
by

|
(1.4.12) /0 (j(s))% dS = oo,

and

L
(1.4.13) /Owdszoo.



1.5 Strong comparison principles for p # 2 63

In the case of quasilinear elliptic equations it will be different the ODE
analysis and also comparison arguments. All this details are not contained
in the work by J. L. Vazquez and so we refer the reader to the book of P.
Pucci and J. Serrin [103] for completeness.

We want to conclude this section saying that it is always possible to prove
that the strong comparison principle follows by Hopf boundary lemma. This
fact is quite natural in the case of semilinear equation, but for quasilinear op-
erator could be very useful in the proof of qualitative properties of solutions,
since it is well known that maximum principles and comparison principles
are not equivalent. Here we state another proof of Theorem 1.4.1 having in
force the Hopf lemma:

SECOND PROOF OF THEOREM 1.4.1. Let us assume that u € C1(Q) is
a solution to (1.4.1). Arguing by contradiction, let us assume that u vanishes
somewhere in ) but it is not identically zero. Hence we can choose a point
xzo € Q and a ball B = Br(z1) C Q such that g € 9B, u(zy) = 0 and
0 < u(x) < a for each x € B. We observe that

—Au < B(u) in B
u(zg) =0 xo € 0B.

Let us note that OB satisfies the interior sphere condition at z(, hence by
the Hopf boundary lemma, i.e. Theorem 1.4.2, we have that

21:(330) = (Vu(zg),v) >0

where v is the interior normal at xg. But, since u(zp) = 0, v > 0 in Q and
u € CY(Q) it follows that xg is a minimum point for u and this also implies
Vu(zp) = 0. This fact gives a contradiction with Hopf boundary lemma.

O

1.5. Strong comparison principles for p # 2

The aim of this section is to recall two important result: the strong com-
parison principle for quasilinear elliptic equations and the strong maximum
principle for linearized equations. Both these principles are remarkable con-
sequences of Harnack type inequalities which give informations about the
critical set Z, of solutions to the following quasilinear elliptic problem

—Apu = f(u) inQ
(1.5.1) u>0 inQ
u=20 on 052,

where Q is any domain of RV, N > 1,1 < p < +o0, f is positive and locally
Lipschitz continuous. As remarked above, the main tool in the proof of
strong comparison principles are results regarding Harnack type inequalities:

THEOREM 1.5.1 (Harnack Comparison Inequality). Letp > (2N+2)/(N+
2) and let u,v € C} () with u or v weak solution to (1.5.1) in 2. Suppose

that B(z,68) C Q' C Q for some 6 > 0 and that
u<wv in B(z,60).
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Then there exists C = C(p,q, 0, L, [|v]| @), [ VullLe @), [Vl Lo (@) > 0
such that

1.5.2 sup (v—u) < inf (v—u).

(152) S W= SCnt (0 -)

The iterative technique that is used to prove Theorem 1.5.1 is due to

J. K. Moser [93] and was first used to prove Holder continuity properties
of solutions of some strictly elliptic linear operators (this problem had been
previously studied by E. De Giorgi [43] and J. Nash [94] in their famous
papers).
In [124] and in [126] N. S. Trudinger considers the case of degenerate op-
erators which satisfy some a-priori assumptions on the matrix of the coeffi-
cients (see [124]). The works of N. S. Trudinger stemmed originally from the
paper of J. K. Moser, but it make no use of (a variant of) the famous John-
Nirenberg Lemma (see [93]), exploiting in the proof only weighted Sobolev
inequalities and a clever use of test-functions techniques. For the proof of
this result we refer the reader to the work of L. Damascelli and B. Sciunzi

[36].

REMARK 1.5.2. As in Remark 1.2.3, note that a function f: 1 — R is
locally Lipschitz continuous in the interval I if and only if, for each compact
subinterval [a,b] C I, there exist two positive costants C1 and Co such that

i) fi(s) = f(s) — Cis is nonincreasing in [a,b].
ii) fa(s) = f(s) + Cas is nondecreasing in |[a, b].
Therefore we get that, if

(1.5.3) — Apu — f(u) < —Apv — f(v) u<v in B(z,50)
then
(1.5.4) —Apu+Au < —Apv + Av u<v in B(z,50)

for A € R sufficiently large, and the previous result works also in this case.
This implies in turn the following

THEOREM 1.5.3 (Strong Comparison Principle). Let u,v € C1(Q2) where

Q is a bounded smooth connected domain of RN with QJi,VIQQ <p<Z2orp>2.

Suppose that either u or v is a weak solution of (1.5.1). Assume

(1.5.5) —Apu+Au < —Apv+ Av u<v in Q
where A € R. Then uw = v i Q unless
(1.5.6) u<v in  Q

The same result holds (see Remark 1.5.2) if w and v are weak solutions of
(1.5.1) or more generally if

(1.5.7) — Apu — f(u) < —Ayv — f(v) u<v in Q
with w or v weakly solving (1.5.1).

PROOF. Let us define
(1.5.8) Ky ={z € Q|u(z) =v(z)}

By the continuity of v and v we have that K, is closed in ). Since, by
Theorem 1.5.1, for any = € Ky, there exists a ball B(x) centered in z all
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contained in K, then K, is also open in 2 and the thesis follows, since €2
is connected.

g

Theorem 1.5.3 improves previous similar results. In particular we refer
to [70] for the case of strictly elliptic operators or for the case of degenerate
operators with f = 0 (see also [47]).

In a similar way to the case of solutions to problem (1.5.1), we want to
prove a Strong Maximum Principle for the linearized equation. We recall
that any derivative u; 1= ug,, 1 < ¢ < N, satisfies the linearized equations
of (1.5.1), i.e.

/ |Vu\p_2(Vui, Vo)+ (p—2) / |Vu|p_4(Vu, Vu;)(Vu, V) dx
(1.5.9) 7% .
- [ Fwue =0, veecx@.

Let us now state the result on the Harnack type inequality for (1.5.9):

THEOREM 1.5.4 (Harnack Inequality for the Linearized Operator). Let
u; € Hy*(Q)NL>®(Q) be a nonnegative weak solution of (1.5.9) in a bounded
smooth domain Q@ of RN, N > 2, with f positive and such that is a contin-
uous function which is locally Lipschitz continuous in (0,+00) and p > 2.

Suppose that B(x,55) C Q. Let us put

11 1+1 m—2
2* 2 N N\m-1

consequently 2° > 2 for m > 2) and let 2* be any real number such that
Yy Y

2 <2 < 2" Then for every 0 < s < x, x = %, there exists C > 0 such
that
(1.5.10) sup u; < C inf w;

B(z,6) B(,20)

where C' is a constant depending on x,s, N,u,m, f.
If 2]<,Vj22 < p < 2 the same result holds with x replaced by X' =

2N ) 2 —q1_1 p=1
3) z=1 S(md5<p_m.

i—g where 24

is the classical Sobolev exponent (2F =

We prove now a remarkable consequence of weak Harnack inequality
which give information about the critical set Z,, of solutions of (1.5.1). This
is particularly interesting since Z,, is also the set of point where the operator
is degenerate elliptic.

THEOREM 1.5.5 (Strong Maximum Principle for the Linearized Opera-
tor). Let u; € Hy*(Q) N C%Q) be a weak solution of (1.5.9) in a bounded
smooth domain Q of RN, N > 2 with 2]<,V:22 <p<2orp>2 where f is pos-
itive and locally Lipschitz continuous in (0,400). Then, for any connected

domain ' C Q with u; > 0 in ', we have u; =0 in Q' oru; >0 in Q.

PROOF. Let us define K,,, = {z € Q' |u;(x) = 0}. By the continuity of

v, then K, is closed in €. Moreover by Theorem 1.5.4 K,, is also open in
(Y and the thesis follows.

|






The Hopf boundary lemma for singular semilinear
elliptic equations

In this chapter we deal with positive weak solutions to the singular
semilinear elliptic problem:

1
—Au:7+f(u) in Q
u
u=0 on 012,

where v > 1, Q is a C>“ bounded domain of RY with 0 < ae < 1, N > 1 and
f:Q — R locally Lipschitz continuous.

As remarked in the introduction, it is well known that generally solutions
to problem (2.0.1) are not smooth up to the boundary. It was in fact proved
in [82] that solutions are not in H{(Q) at least when v > 3. Therefore,
having in mind the natural regularity behaviour of the solutions (see [31])
we let u € C?(Q) N C(Q). The equation is well defined in the interior of the
domain in the classical meaning and its weak distributional formulations is

(2.0.2) /(Vu, V) dz :/ L dz +/ f(u)pdzx Vo € C°(Q).
Q o uY Q
Now, let us define the notion of inward pointing normal

DEFINITION 2.0.1. Let Q@ C RY be a bounded C*® domain. Let I5(09) be
a neighborhood of OQ2 with the unique nearest point property (see e.g. [66]).
Hence for every x € I5(0N)) there exists a unique point & € 0S) such that
|x — 2| = dist(xz,00). We define the inward-pointing normal as
(2.0.3) n(x) :

T —I

ERE
Having in mind these notations, we are now ready to state the main result
of this chapter:

THEOREM 2.0.2 (Hopf type boundary lemma). Let u € C%%(2) N C ()
be a positive solution of problem (2.0.1). Then there exists a neighborhood

I5(02) of 092 such that
(2.0.4) 81,(33)16 >0 Vo e [5(89)

provided that (v(x),n(z)) > 0 uniformly with respect to x € I5(09), namely
provided that (v(x),n(z)) > S > 0 for some B > 0 for every x € I5(0).

In cases when solutions are not smooth up to the boundary, the Hopf
lemma is generally replaced by comparison of the solutions with respect to
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the distance function. Exploiting also such a kind of arguments, our Theo-
rem 2.0.2 provides an information on the sign of the inward derivatives as
soon as we look at the solution in the interior of the domain.

Actually we exploit a scaling argument near the boundary which leads to
the study of a limiting problem in the half space:

1
—Au=— in Rf
u”
(2.0.5) u>0 in RY
u=0 on 8Rﬂf,

where v > 1, N > 1, RY = {z = (z1,...,2ny) € RY | zy > 0} and
u € C?2(RY) N C(RY). As above problem (2.0.5) has to be understood in

the weak distributional meaning with test functions with compact support
in Rf , that is

(2.0.6) / (Vu, V) do = / L dr Ve CX(RY).
RY RY U’

Our scaling argument leads to the study of a limiting profile which is a
solution to (2.0.5) and obeys to suitable a priori estimates. The following
classification result is therefore crucial for our technique, and may also have
an independent interest:

THEOREM 2.0.3. Let v > 1. Let u € C*(RY) N C(@) be a solution to
problem (2.0.5) such that

(2.0.7) lu(z)| < Cxly Va € RJX
where t 1= L Then
I+~
(2.0.8) u(z) = u(zy) = Mzl
2\ 3
where M = <M> .
2(y—-1)

We will prove Theorem 2.0.3 in Section 2.1 together with useful prelim-
inary results. Then in Section 2.2 we exploit Theorem 2.0.3 and a scaling
argument to prove Theorem 2.0.2.

2.1. Classification results for singular semilinear elliptic
problems in the half-space

Here we introduce some notations and preliminary results. We say that
u is a weak subsolution of problem (2.0.1) if
(2.1.1)

(Vu, V) dx §/¢dx +/f(u)god:c Vo € CF(Q), ¢ > 0.
Q o u? Q

Similarly, we say that u is a weak supersolution of problem (2.0.1) if
(2.1.2)

/(Vu,Vap)dw Z/sodw +/f(u)<pdw Vo e C°(Q), ¢ > 0.
Q o u? Q
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We shall prove a weak maximum principle in unbounded domain, bor-
rowing some ideas from [9] (see also [15]).

THEOREM 2.1.1. Lety > 1, u € C*(RY) DC(@) be a weak subsolution

of problem (2.0.5), as in (2.1.1), and v € C*(RY) 00(@) be a weak super-
solution of problem (2.0.5), as in (2.1.2). Let us assume that there exists a
constant K > 0 such that

(2.1.3) lu(z)| + Jv(z)| < Kaly Vo e RY
with t 1= and
1+
N
(2.1.4) u<v ondR}.
Then
N
(2.1.5) u<v inR}.
PrROOF. We set
(2.1.6) w=1u-—u.
In the weak meaning, we have
N
(2.1.7) —Aw < c(z)w inRY,
where

1 17 1 N
c(z) = [m - W] - <0 and c(z) € CRY).
Now passing to spherical coordinates z = o, with o > 0 and £ € SV—1,

we obtain:

N

N —1 1
—Aw = — Wap, = —Wop — —— W, — 5 Agw < c(-)w,
; by = ~Wop — ——Wp— ()

where Ag is the Laplace-Beltrami operator on the sphere SV~1. Now we
take an infinite open connected cone C such that its closure is disjoint from
}Rf . Hence we consider the following eigenvalue problem
(218) {—Asw =\ inG

=0 on 0G,
where G = SV=1\ C and X > 0.

It is well known (see for example [77, |) that the eigenvalues of
the Laplace-Beltrami operator —Ag on the (N-1)-sphere SV~! are u, =
k(k+ N —2) where k € N. Now we fix @ > 0 such that A\; := a(a+ N —2) is
the principal eigenvalue of the problem (2.1.8) and v; is the corresponding
eigenfunction. Since G ¢ SN~ it follows that a(a + N —2) = A\ > py =
N — 1. As a consequence of this fact we have that a > 1. Using, as before,
spherical coordinates x = &, let us define the following

(2.1.9) 9(x) = g(0,§) := 0"1(§), €€G.

Then ¢ is an harmonic function, hence

Ag+ c(x)g <0.
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Since Rf lies outside the cone C, the function g is strictly positive on Rf .
Hence we can consider the function

w
o= —
9

By the definition of o, we have
1
Vo =-Vw — %Vg,

g g

and

1 2
Ao =-Aw - —Vg-Vw - %Ag + 2%\Vg\2.
g g g 9
Finally it follows that
2 A
(21.10) Lo :=— (AJ+VU-V9+g+C($)go> <0 mRY.
g g

Moreover o < 0 on 8Rf . Noticing that g < S0 and by the growth hypoth-
esis (2.1.3) we have

2

+1

’O’|:M§ |u‘+’7}| SK(J"N)W SEQ—W?H*LY.
g g Bo* B

2 2
Recalling that —— < 1 and o > 1, it follows that —— — a < 0.
v+1 v+1
Hence we have

limsupo(z) < 0.
|z| =400

By the weak mazimum principle (see e.g. [70] or Theorem 1.2.1) it follows
now that ¢ <0 in Riv . Since g is strictly positive by construction, it follows
that

w <0 inRi\_f.

Proor oF THEOREM 2.0.3. Let
1
() e
Setting
u(z) = Mz,
a simple computation shows that:

2.1.11 A YR S S S
() — U—*%—* (7)$N —W—a n 4.

The uniqueness of the solution follows by Theorem 2.1.1.



2.2 Local estimates for the solutions 71

2.2. Local estimates for the solutions and proof of the Hopf
boundary lemma

Relying on technique of [82] we prove the following local estimates for
the solution u of problem (2.0.1):

THEOREM 2.2.1. Let u € C*%(Q)NC(Q) be a positive solution to problem
(2.0.1) and let ¢y denote the first eigenfunction corresponding to the first
etgenvalue A1 of the problem

—Ap=Xp inQ
(2.2.1) ¢ >0 in Q
p=0 on 0N2.

Then there exist two positive constants m1, meo and there exists § > 0 suffi-
ciently small such that

(2.2.2) mign ()57 < u(z) < modi ()5 Vo € I,(09).
PROOF. We rewrite the equation of problem (2.0.1) as
_ 1 _plx) .

where p(x) := 14+ u” f(u(x)) and we fix dy > 0 sufficiently small so that, for
every 0 < 6 < dg we have that

p(x) >0 Ve I5(00).

Arguing as in [82], we consider the principal eigenfunction ¢, of problem
(2.2.1). It is well known that ¢1 € C?(Q2) and, by Hopf boundary lemma

Voi(x) #0 Ve oN.

Let us consider t := and U(z) := s¢y(z)" with s > 0 . The function

U satisfies the following equation

Caw() = &5 e en)

where
(2.2.4) gz, 8) := s"TH(1 — )|V ()| + tAr1(2)?).

Since 0 < t < 1, by the definition of g in (2.2.4) we can choose two positive
constants s; and sy such that 0 < s; < s9 and

(2.2.5) g(z,s1) < p(x) < g(x, s2) V€ I5(09).

Hence, setting u; := s1¢1(z)! and us := s2¢1(x)*, we have that

(2.2.6) — Ay < 172(;3) in I5(092)
1

in the distributional meaning of (2.1.1), and
(2.2.7) — Aug > p?(j?) in I5(0Q)

v
2

in the distributional meaning of (2.1.2).
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Now we consider ug := Bu and observe that ug satisfies the following
equation

p(m) +1 p@)
—-A = B(—A =f——L=0"""——.
us(w) = B(-du(z)) = LT = g1 B
By taking 81 > 0 sufficiently large it follows that ug, and u; satisfy the
following problem:

—Aug, > 1;(717) in I5(0Q)
B1
(2.2.8) _Au < pi‘f) in I5(69)

1
ug, > u1 on 0I5(00N).

Here we note that the boundary datum of problem (2.2.8) is fulfilled for 3y
sufficiently large. Now, we claim that

(2.2.9) ug, = fru(z) > ui(z) >0 in I5(09Q).

If this is not the case, then there would exists an xo in I5(0€2) such that

0 < ug, (z9) < u1(xp) and the minimum of ug, — uy on Is(0N) should be
assumed at xg. But according to the argument above, this would imply that

1 1
A — — 0
(up, —u1) (zo) < p(0) wlwo)y  ug @y <
which is impossible by the mazimum principle (see e.g. [70]). This would

provide a contradiction showing that (2.2.9) holds.
Similarly, choosing B2 > 0 sufficiently small it follows that ug, and wug
satisfy the following problem:

—Aug, < ];(;:) in I5(09)
2

(2:2.10) —Aug > pif) in I5(Q)

ug, < U ’ on 0I5(00).
Repeating verbatim all the arguments above, it follows that
(2.2.11) ug, = Pou(x) < us(x) in I5(09).
Hence, taking mq := % and mg = %, we have (2.2.2) and the thesis is
proved.

O

PRrROOF OF THEOREM 2.0.2. Since the domain is of class C*® we may
and do reduce to work in a neighborhood of the boundary I5(952) where the
unique nearest point property holds (see e.g. [66]). Arguing by contradiction,
let us assume that there exists a sequence of points {z,} in I5(09), such
that z, — xp € 012, as n — +00, and

(2.2.12) Oy (@) u(Tn) <0, with (v(2n),n(2,)) > 8> 0.

Without loss of generality, we can assume that zo = 0 € 9Q and n(z,) =
en. This follows by the fact that the Laplace operator is invariant under
isometries. More precisely, for each n € N, we can consider an isometry
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T, : RY — RN with the above mentioned properties just composing a
translation and a rotation of the axes. This procedure generates a new
sequence of points {y,}, where y, := T,xx, such that every y, € span{ey)
and y, — 0 as n — +oo. Setting u,(y) := u(T,;1(y)), it follows that

(2.2.13) — Auy, = ui'y + f(un) in Q, = T,(9).
n

Now we set

(2.2.14) wp(y) = A

where §,, := dist(xy,, Q) = dist(T,,zp,0) and M,, := u,(dpen) = u(xy,). It
follows that 6,, — 0 as n — 4+oo and

- wy, is defined in ), where Q) = %

- wy(ey) = 1.

- M, = 0, as n — +o0.
Moreover w,, satisfies

Aw, = i [—A(un (6,9))]
2
B ]f;n <un(51ny)'y + f(un(ény)))
(2.2.15) . )
= <Un(5:y)7 + M f (un(5ny)))
2
— ]\/[5771“ (wn(ly)’Y + M,,Zf(un(ény))) in QF.

2
n

M'y+1
borhood I5(9€2); this is a consequence of the Theorem 2.2.1.

In the following we shall deduce a limiting problem with a limiting so-
lution that will be denoted by u~. The reader should keep in mind that f
is bounded, the term M, f(u,(d,y)) vanishes and the limiting equation is
therefore:

Here it is important to observe that the term is bounded in a neigh-

N
(2.2.16) — Awge = wl in R .
Let us provide the details needed to pass to the limit. We have that:

2,a

- Wp — Weo, 88 N — +00, in any compact set K of Rf.

- weo € C2(RY)NC(RY).

0 2
-Qf == ¢ RY, as n — +o0.
On,
To prove this let us consider a compact set K in I, (0€2},) such that dist(K, 0€2},) >
C > 0 for every n € N, for some tubular neighborhoods Is, (0€2}) such that
Theorem 2.2.1 holds.
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Claim 1. We claim that w,(y) > 0 for all y € K and for all n € N.
Let y € K. Hence, by Theorem 2.2.1

2
U (0ny) (dist(dyy, 02 ))7+1
= > L .
wn(y) M, - M,

In particular, by the fact that dist(5,y, 9Q;) > C6,, it follows that

(Co,) 751

(2.2.17) wp(y) > L A

> C(K,v,m1,mz) >0

for every n € N.
2,
Claim 2. We claim that wy, AN Weo, 88 N — +00, in any compact set
K of ]Rﬂy .
Since dist(y, Q) < C for every y € K, by Theorem 2.2.1 it follows that

2
Un (6n) [dist (0ny, 0] 71
= <
wn(y) = =3~ <M M,
_2 2
57T [dist(y, 8% )] 7+
=T &
(2.2.18) i My
2 (5%
< LmaCH1

n
< LmsC71 O(K, m1).

Hence

|wnllzoe () < Ch

for any compact set K of RY. By applying regularity theory, see e.g.
+
[46], there exists a compact set K’ C K such that

(2.2.19) |wnllcraxry < Co,

where C5 is a positive constant depending only upon N, M and dist(K, 9€2,,).
By standard elliptic estimates (see e.g. [70], Theorem 6.6, pp 98.) it follows
that

(2.2.20) |wnllo2.exry < Cs,

where C3 is a positive constant depending only upon N, K’, 1wl e gy
and ||hpl[co.a(kr). Therefore, by Ascoli-Arzela Theorem, the sequence {w, }
admits a subsequence that we call {w,} such that converges on the compact
set K' C RY.

Now we consider an increasing sequence of compact sets {K,,} of Rf ,
ie.

KiCKyC- CKpcC---CRY.

Our aim is to use a diagonal procedure to construct the limit function. We
note that there exists a subsequence {wg)} of {wy} such that

Cc? .
’LU7(ll) — wy in Kj.
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In the same way there exists a subsequence {wr(?)} of {wfml)} such that

2
wﬁf) CH wy in Ko
and
W = W1 in K 1-
In general we consider the compact set K,,, so that there exists a subse-
quence {wﬁl’”)} of {w%m_l)} such that
2
w,(lm) < Wy, in Ky,
and
W = Wm—1 in Km—l'
Finally we found the limit function and it is such that
(2.2.21) Weo = Wy, 0 Ky,
for every m € N. Hence wy, is a solution of the limit equation (2.2.16).

O,
Claim 8. We claim that 5 g Rf, as n — +oo.

n

Since the domain € is C%®, then there exists ¢ € C2(RV~!) such that
QN Bgr(0) :={z = («/,2n) € QN Br(0) | znx > g(z1,....,2n-1) = g(2')}
for some R > 0. Arguing as above, we have to consider for every n € N the
function g,(y) := g(T,; ' (y)) and the domain Q,, := T,,(€2). Without loss of
generality we can assume that ¢,(0) = 0 and Vgn-1¢,(0) = 0. Moreover,
by hypothesis ||gnllcz = [lg]lcz < C, where C is a positive constant. We
note that z € 5—” if and only if §,z € Q,,.

n

Q dpa!
Now, noticing that 5—" N Br(0) := {xN > gn((snx)}, we want to show
n n

that
opa’) CP .
In(0n') Ciig 0.
On
as n goes to +0o. Let us consider the second order Taylor approximation of

the function g, centered at the point ' = 0 in a compact set K C RN~1,
with 0 € K:

(2223) gu(p) = n(0) + (Va 0),8) + 5 (D00 (00,1,

where ¢ € (0,1) for every n € N and for every p € K.
Noticing that g,(0) = 0 and Vg,(0) = 0 and recalling that g, is a C?
function, it follows that

gn(0nz) | _ 1
6o | 20,

where C is a positive constant depending only by the compact set K. Hence
by (2.2.24) it follows that (2.2.22) holds and so we have the convergence of
the domain.

It remains to verify the Dirichlet datum for the limiting profile us,. More
precisely we have to show that w. = 0 on ORE . By Theorem 2.2.1 it follows
that

(2.2.22)

(2.2.24)

(D20 (€802)50, 502)| < 0ullal” < e
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2
unfy) = “200n) < gy [0 o))
2
< Ly [dist(0ny, O,)] 71
(2.2.25) M,
2
S [dist(y, 0% )] 741

=1L
mo Mn

< C(K, L,ma,my) [dist(y, 00)]77  in Q.

Since Q) — Rﬂy, as m goes to +00, by (2.2.25) and (2.2.17), passing to
the limit we have that

(2.2.26) 0 < weo(y) < C(K, L,ma, my) [dist(y, ORY)] 71,

Hence for any y € ORY we have that w.o(y) = 0. Moreover, it is
important to observe that in (2.2.26), we satisfies the growth hypothesis
(2.1.3) of Theorem 2.1.1.

So we can pass to the limit in (2.2.15) to obtain equation (2.2.16). But,
by Theorem 2.0.3, we have that we is the unique solution of problem (2.0.5),
hence

C’(’y—i— 1)

(2.2.27) Woo(T) = Woo(N) = <2H> i (wN)%

Then, by (2.2.27), it follows that
Oy()Woo(T) >0 Vr € RJJ\:

for every v € RN such that (v,7) > 0 and this provides a contradiction with
(2.2.12). Hence we have the thesis (2.0.4) and the result is proved.
O



The Hopf boundary lemma for quasilinear elliptic
problems involving singular nonlinearities and
applications

In this chapter, we deal with positive weak solutions to the singular
quasilinear elliptic problem:

1 :
—Apu = w + f(u) inQ
(3.0.1) u>0 in 0
u=20 on 0f2

where p > 1, v > 1, Q is a C*>® bounded domain of RV with N > 1 and
f : © — R locally Lipschitz continuous. A key point to have in mind in
the study of semilinear or quasilinear problems involving singular nonlin-
earities is the fact that the source term loses regularity at zero, namely the
problem is singular near the boundary, as pointed out in the previous chap-
ter. As a first consequence, solutions are not smooth up to the boundary
(see [82]) and the gradient generally blows up near the boundary in such
a way that u ¢ I/VO1 P(Q). Therefore, here and in all the chapter, we mean
that u € CH*(€2) is a solution to (3.0.1) in the weak distributional meaning
according to Definition 3.1.1. Existence and uniqueness results regarding
problem (3.0.1) can be found e.g. in [4, 16, 17, 25, 26, 28, 67, 95, 96].

In this setting we prove a general version of a Hopf type boundary lemma
regarding the sign of the derivatives of the solution near the boundary and
in the interior of the domain, as we have done in the previous chapter in
the semilinear context. To state our result we need some notation; thus we
shall denote with I5(9€2) a neighborhood of the boundary with the unique
nearest point property (see e.g. [66]). We have to recall Definition 2.0.1 of
inward pointing normal defined by:
T—x

(3.0.2) n(z) =

|z — 2|
With this notation we have the following:

THEOREM 3.0.1 (Hopf type boundary lemma). Let u € CH¥(Q) N C(Q)
be a positive solution to (3.0.1). Then, for any 8 > 0, there erists a neigh-
borhood Is(0) of 0L, such that

(3.0.3) 8,,(w)u >0 Vo e L;(@Q)

whenever v(z) € RNV with ||v(z)|| =1 and (v(x),n(z)) > 5.



78 The Ho6pf boundary lemma

We are mainly concerned with the study of the sign of the derivatives near
the boundary. Such a control is generally deduced a posteriori, by contra-
diction, assuming that the solution is C' up to the boundary. In our setting
this is not a natural assumption and we develop a different technique that
in any case exploits very basic arguments of common use. In fact we carry
out a scaling argument near the boundary that leads to a limiting problem
in the half space.

1
—Apu=— in Rf
u”
(3.0.4) u>0 in RY
u=20 on 0Rf

where p > 1,7 > 1, N > 1, RY = {z = (z1,...,2y) € RY | 25 > 0} and
u e CHRY)NCRY).

Our scaling argument leads in fact to the study of a limiting profile
which is a solution to (3.0.4) and obeys to suitable decay assumptions. It
is therefore crucial for our technique, and may also have an independent
interest, the following classification result:

THEOREM 3.0.2. Let v > 1 and let u € CH*(RY)NC(RY) be a solution

to problem (3.0.4) such that
B = B . p
3.0.5 cx'y <u(z) < Cx with =
(305) e} Sul) < Caf R
and c¢,C € R*. Then
(3.0.6)
1

(Y+p—DPF |t
P p—1D(v—1)

The H6pf boundary lemma is a fundamental tool in many applications.
We exploit it here to develop the moving planes method (see [1, , ,

]) for problem (3.0.1) obtaining the following:

u(z) =u(zy) = M:L‘]‘i, with M =

THEOREM 3.0.3. Let Q be a bounded smooth domain of RN which is
strictly convex in the x1-direction and symmetric with respect to the hyper-
plane {x1 = 0}. Let u € CH(Q) N C(Q) be a positive solution of problem
(3.0.1) with f(s) >0 fors >0 (f(0) >0). Then it follows that u is symmet-
ric with respect to the hyperplane {z1 = 0} and increasing in the x1-direction
mn QN {fL‘l < 0}.

In particular if the domain is a ball, then the solution is radial and radially
decreasing.

For the reader’s convenience we sketch the proofs here below.

- In Section 3.1 we prove 1D-symmetry result in half spaces for
problem (3.0.4), see Theorem 3.1.2. Mainly we develop a com-
parison principle to compare the solution w and it’s translation
ur; := u(x — 7e1). Even if the source term is decreasing, a quite
technical approach is needed because the operator is nonlinear and
we are reduced to work in unbounded domains. The 1D-symmetry
result obtained leads us to the study of a one dimensional prob-
lem in RT. We carry out this analysis proving a uniqueness result
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(see Proposition 3.2.2) that provides, as a corollary, the proof of
Theorem 3.0.2.

- In Section 3.2 we prove Lemma 3.2.1, that is a very useful tool in the
ODE analysis. Moreover we run through again, in the quasilinear
setting, the technique of [82] to provide asymptotic estimates for
the solutions near the boundary in terms of the distance function,
see Theorem 3.3.2. Finally we prove Lemma 3.3.1 that is a weak
comparison principle in bounded domain that we used in the proof
of Theorem 3.3.2.

- Section 3.3 is the core of the chapter. We prove here Theorem
3.0.1 developing the scaling argument that leads to the problem
in the half-space. To this aim we strongly exploit the asymptotic
estimates deduced in Theorem 3.3.2. The proof follows by contra-
diction thanks to the classification result Theorem 3.0.2.

- Finally, in Section 3.4, we apply our Hopf type boundary lemma
to prove the symmetry and monotonicity result stated in Theorem
3.0.3. The proof is based on the joint use of the moving planes
method and the monotonicity information near the boundary pro-
vided by Theorem 3.0.1 that allow to avoid the region where the
problem is singular.

3.1. One dimensional symmetry in the half-space

The aim of this section is to show the first part of Theorem 3.0.2, in
particular we are going to prove that each solution u to problem (3.0.4)
satisfying (3.2.2) is one-dimensional. Solutions to p-Laplace equations are
generally of class C1%, see [46, |. Therefore a solution to (3.0.1) has to
be understood in the weak distributional meaning taking into account the
singular nonlinearity. We state the following:

DEFINITION 3.1.1. We say that u € W,-P(Q) N C(Q), u > 0 in Q, is a
weak solution to problem (3.0.1) if
(3.1.1)

/|Vu]p2(Vu,Vg0)dx :/ L iz +/f(u)<pdx YV € C°(9).
0 o u? Q

We say that u € VVli)f(Q) NC(Q), u > 0 in Q, is a weak subsolution of
problem (3.0.1) if
(3.1.2)

/ |VuP~2(Vu, V) dr < / ? dx +/ f(u)pdx Vo e C°(92), ¢ > 0.
Q o ul Q

Similarly, we say that u € VV;)S(Q) NC(Q), u> 0 in ), is a weak superso-
lution of problem (3.0.1) if
(3.1.3)

/ |VuP~2(Vu, Vo) dz > / ? dx +/ f(u)pdx Vo € C°(Q), ¢ > 0.
Q o u? Q

THEOREM 3.1.2. Let v > 1 and let u € CL*(RY) N C(RY) be a solution
to problem (3.0.4) such that

(3.1.4) ga:?\, <u(z) < 63:]6\, vz € RY
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_r
y+p—1
(3.1.5) Ug, = 0

for everyi=1,...,N — 1. Namely, u(x) = u(zy).

with B := Then

Proor or THEOREM 3.1.2. We start with a gradient estimate showing
that

Ch
(3.1.6) Vu(z)| < —=
xv+p71
N
To prove this fact we use the notation z = (21, ...,zy) = (2/,zx) € RV and,
with no loss of generality we consider a point P, := (0',z5;). Setting
c .
w(z) = 7u(x](y Bx)
(%)

it follows that

1 . ON
(3.1.7) - Apw = e in Ry .
We restrict our attention to the problem

1. ,
(3.1.8) —Apw = e B%(O ,1)
w >0 in B1(0/,1)

2

so that, by (3.1.4), it follows that w is bounded and - € L*°(B

Therefore, by standard C** estimates [46, |, we deduce that

(0,1)).

1
2

||wH01(B%(0’,1)) < Cp.

Scaling back we get (3.1.6).

Arguing by contradiction, without loss of generality, we assume that
there exists Py € RY such that u,, (Py)) > 0. Hence there exists § > 0
sufficiently small such that ug, (x) > 0 for all x € Bs(Fy). Now we define

(3.1.9) ur(x) :=u(x — Teq)
where 0 < 7 < §. Hence by the Mean Value Theorem it follows that
(3.1.10) w(Py) — ur(Py) = ug, (&)1 > C7 >0

where £ € {tPy+ (1 —t)(Po — 7e1),t € [0,1]}. Moreover, there exists k > 0
sufficiently large such that, by the Mean Value Theorem and (3.1.6), we
have

Cr

(3.1.11) U —u;| < —=— in Rfﬂ{m\/ > k}.
y+p—1
TN
Now we set
(3.1.12) S = sup (u—wu;) > 0.
meRf

We also note that S < 400 by (3.1.4) and (3.1.11). Let us consider
(3.1.13) Wre(r) = [u—u, — (S —¢)]"
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for every € > 0 small enough. We notice that, by (3.1.4) and (3.1.11),
(3.1.14) supp(wr) CC {k < 2y < K}

for some l%,f( > 0. We consider a standard cutoff function pr = @gr(z’)
such that ¢z = 1in BR(0), og = 0 in (B5x(0))° and [Veg| < % in B)4(0)\
B,(0), where B%(0) denotes the (N — 1)-dimensional ball of center 0 and
radius R.

We distinguish two cases:

Case 1: 1 < p < 2. We set

(3.1.15) )= wd ph

where o > 0, wy . is defined in (3.1.13) and ¢p is the cutoff function defined

here above. First of all we notice that ¢ belongs to W(} P (Rf ). By density
argument we can take ¢ as test function in the weak formulation of problem
(3.0.4), see Definition 3.1.1, so that, subtracting the equation for u and u,,
we obtain

a/ (|IVu[P~2Vu — |Vu, [P"2Vu,, Vwm)wf.‘;lcp%% dx
RY Nsupp ()

(3.116) =2 / (VP2 — [Vaur P2V ur, Vior)ul o de
RY Nsupp()

1 1
+/ (—)wa 0% da .
RYsupp(yp) \U7 ) T

From (3.1.16), using (1.0.2) and the Mean Value Theorem, we obtain

ot / (IVul + ‘VUTDP_Q \Vw7,5|2w$;1g0% dx
R nsupp()
Sa/ (|IVu[P~2Vu — |Vu, [P"*Vu,, Vwm)wf.‘glcp%{ dx
R Nsupp()
=— 2/ (|Vu[P~2Vu — |Vu, [P"*Vu,, Vor)w? prdr
RY Nsupp(¢)

1 1
+/ <—)w°‘<p2dac
RYmsupp(y) \W ur /) 7 ¥

<20, / IV (1 — )P | Vipr|w?, g da
RY nsupp(+)

(3.1.17)

1

Rﬁﬂsupp(d}) é’Hl

(u— uT)fwﬁEnp%% dx
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where & belongs to (u, u, . Hence, recalling also (3.1.6), we deduce that
aCi [ (VU [Tl VP o da
R Nsupp ()

<20, / IV (u — ) [P [V pplw? op do
RY¥Nsu
(3.1.18) +eupPd)

1
+1 2
= e do
Rﬁﬂsnpp(w) é“'erl :

< C’/ Vp|ws, dr
R Nsupp(¢)

where C' = 2C4||V(u — u,) Exploiting the weighted

p—1
PR oo @ nsupp(s))”

a+1
Young’s inequality with exponents i, a + 1| we obtain
& @

aCy / (V] + [Var )72 |Vior o P B de
RY Nsupp(4)

<C Vr|ws . dv
RY Nsupp()

!
N S
(3.1.19) ~ o a+ 1) JrYnsupp(y)
L Ca e / wit do
a+1 RYNsupp()
C Ca =

_ n oatt
= Ro—-(N-2) " 441 R¥ Nsupp () [

Vor|**! do

a+1 2
wr 2 dzx.

From (3.1.19) and exploiting the Poincaré inequality in the x y-direction
it follows that

(3.1.20)
aCy / (V] + [Var )72 |Vior o P B de
RY Nsupp(4)

C Ca _a et
< a1 -2 | dy | da’
— Roa—(N-2) * o+ 10 B, (0) </{y§k} [w ~ ] y) !

C CO& _a
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where Cp is the Poincaré constant. Let us point out that, by (3.1.4), (3.1.14)
and standard regularity theory [46, ], it follows that

(3.1.21) [Vu| + |Vu,| < C in supp(w,.) cC {k <ay < K}.

Hence we have

(IVu| + |VuT|)pf2 |Vw775]2w°‘gl dx

T,

3.1.22 .
(3.1.22) .
Ro—(N+2)

T,

C(R)
< 19/ (IVul 4 |Vur )P~ 2 |V, 2wt de +
C(2R)

where C(R) := (RY N (BR(0) x R)) and 9 := C2oat1C3 (k) (451)° ||(|Vul+
|Vr|)27P|| 0. We set

9(R) := Ra—?NH)
and
L) = [ (1] + Va2 [V o do
C(R)
so that

L(R) < 9L(2R) + g(R).

Now we fix « sufficiently large so that g(R) — 0 as R — +oo and, con-
sequently, we take o small enough so that ¥ < 2(@=VA+1  This allows to
exploit Lemma 2.1 of [59]: it follows that

L(R)=0
for any R > 0. This proves that actually w,. is constant and therefore
wre = 0 since it vanishes near the boundary. This is a contradiction with
(3.1.10) thus proving the result in the case 1 < p < 2.
Case 2: p > 2. We set
(3.1.23) V= wr ek

with w; . and ¢ defined as in the previous case 1 < p < 2. Arguing exactly
as in the case 1 < p < 2 we arrive to

/ (|Vu]p_2Vu - ’vu’r’p_zvuﬂ va,&)(p%% dx
RY nsupp(+)

(3.1.24) =-— 2/ (IVulP~?Vu — |[Vur [P Vur, Vor)wr cpp da
R Nsupp()

11 )
—+ 7 - 5 'U)7—75g0R d.’]f
RY nsupp(y) \ U Ur
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From (3.1.24), using (1.0.2) and the Mean Value Theorem, we deduce that
“ / (IVul + [Vur )P~ [Vr oo da
R Nsupp(¢)
g/ (|IVulP~2Vu — |Vu [P~ 2Vu,, Vw, ) ok de
RY Nsupp(t)
=— 2/ (IVuP2Vu — |[Vu, [PVu,, Vor)w, cpp dx
RYNsupp(¢)

11 )
+ — = 5 | Wreppdr
RY nsupp(y) \ U Ur

<20, / (V| + Vs P2 [Vwr o[Vl iom da
RY Nsupp()

(3.1.25)

1 2
Y L
RY Nsupp(y) g T

where £ belongs to (u,uTi. Exploiting the Young’s inequality to the right
hand side we have

01/ (V| + [Vur )72 [Vwr o202 da
RY Nsupp(4)

<205 / (V] + |Vuir P2 [Vawre| [Vipr|wr con da
RY Nsupp(¢)

1
/ —(ufu.r)wmgp?%dx
RY Nsu £7+1 ’
(3.1.26) +(eupe(y)
<oCs | (IVul + [Vur )2 [V de
R Nsupp(t)

Oy _
+ = (IVu| + [Vur )P 72 |Vor[Pw? 0% do
9 JRY Nsupp()

1 2
B I A
R nsupp(v) €77 v

As above we shall exploit the fact that |Vu| and |Vu, | are uniformly bounded
in RY Nsupp(v), see (3.1.21). Therefore we get

a [ (IVul + [Var )2 [V o203, do
RY Nsupp(y)
(3.1.27) <oCs | IVl + [V P2 [V o2 d
RY Nsupp(¢)

C i
+ (—C) / w2 % da
oR? RYNsupp(y)

where C' e C are positive constants. By taking Ry > 0 sufficiently large it

follows that % — C <0 for every R > Ry. Hence we have
o
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/]RNﬂSupp(w) (‘Vu’ i |VUT‘)p_2 |va’€’2¢% dx
(3.1.28) y

/ (V| + [V, )72 [V, . | da.
G R Nsupp(+)

As above, for C(R) := (Rﬁ N (Bx(0) x R)), we set
L(R) = / (V] + [V )P ~2 (Vs o2 do
C(R)

so that

L(R) <9YL(2R).
where 9 := UC—C? > 0 is sufficiently small when o > 0 is sufficiently small.
Applying again Lemma 2.1 of [59] it follows that

|9l + Vel [V de =0
C(R)

for any R > Ry. This provides a contradiction exactly as in the case 1 <
p < 2 so that the thesis follows also in the case p > 2.
O

3.2. ODE analysis and classification result

The aim of this section is to show the second part of Theorem 3.0.2,
in particular we are going to prove that each one dimensional solution u to
problem (3.0.4) satisfying (3.2.2) is given by (3.0.6). The one dimensional
symmetry result proved in Theorem 3.1.2 leads to the study of the one
dimensional problem:

1
- (|u’|p72ul)/ =— teR"
uY
(3.2.1) u>0 te Rt
u(0) =0
where v > 1 and u € CH*(RT)NC(RTU{0}). As a consequence, we expect
uniqueness for such a problem, since the source term is decreasing. By the

way the proof is not straightforward since the source term is decreasing but
singular at zero. Now we are ready to prove the following lemma:

LEMMA 3.2.1. Let u € CH*(RT)NC(RT U{0}) be a solution to (3.2.1).
Assume that there exists a positive constant C,, such that

B
(3.2.2) —— <u(t) < Cut°
u
for t sufficiently large and 8 := 7+§_1. Then there exists a positive constant
C!, such that
-1 .
(3.2.3) - < u'(t) < ChtP~

u

for t large enough.
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PROOF. We first claim that «/(t) > 0 for every ¢ > 0. To prove this
fact we argue by contradiction and assume that there exist ty > 0 such that
u'(tg) < 0. Setting

w(t) = |u' ()P~ (t)
it follows by the equation in (3.2.1) that w is a strictly decreasing function.
Therefore u'(t) < —C := u/(ty) < 0 for every ¢ > to and
t t

(3.2.4) u(t) = u(to) —l—/ u'(s)ds < u(ty) — [ Cds=—Ct+ Cty+u(ty).

to to
This would force u to be negative for ¢ large in contradiction with with the
fact that u is positive by assumption. Therefore we deduce that u'(t), w(t) >
0 for t sufficiently large. Recalling that w is a strictly decreasing function,
we deduce that actually u/(t),w(t) > 0. Furthermore w(t) - M > 0 as t
goes to +o0o. I is easy to show that M = 0. If M > 0 in fact, arguing as in
(3.2.4), we would have

u(t) > Mt+c

for ¢ sufficiently large. This gives a contradiction with our initial assumption
(3.2.2), hence M = 0.

Let us now set
=B+l

h(t) .= .
(t) 51
By Cauchy’s Theorem we have that for ¢ large enough and &k > ¢ fixed there
exists & € (t,t + k) such that
_ /
ht) = h(t+k) (&)

Letting k — 400 in (3.2.5) we obtain
(1) _ (WP _

(3.2.6)

> g

(t) (&)~ uy’

for t large enough. By (3.2.2) and (3.2.6) we deduce that % is bounded at
infinity, thus proving (3.2.3).

O
Now we are ready to prove our uniqueness result:

PROPOSITION 3.2.2. Problem (3.2.1) admits a unique solutionu € CH*(R*)N
C(RT U {0}) satisfying (3.2.2) given by

(3.2.7) u(t) = Mt°

(y+p-1p 17 , p
-1y —-1) S oy+p-1

PROOF. Arguing by contradiction we assume that there exist two pos-
itive solution u,v € CH*(R*) N C(R* U {0}) to problem (3.2.1) such that
u # v. Let us consider the cutoff function pr € C°(R), R > 0, such that
or(t) = 1ift € [-R,R], ¢r(t) = 0if t € (—o0,—2R) U (2R, +00) and
¢/ (t)] < % for every t € (—2R,—R) U (R, 2R). For £ > 0 (small) we set

)Foand gi=(u—v—e)T]%%

where M =

we=(u—v—c¢
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with o > 0 (large). Passing through the weak formulation of problem (3.2.1)
for u and v, subtracting and using standard elliptic estimates and (1.0.2) we
obtain

(3.2.8)
2R _9

aC [ (4 )" ot Pz e
0

2R
< a/ (]u’|p*2u' — ]v’]pfzv’,wé)w? L2 Rdt
0

2R 1 2. ! 2,0 1 2R 1 1
— 2 P=2y/ |/ [P~ S op dt . dt
J A e A R

2R 2R
_9 1
<20, /R () + 1) i lghlondt = | o (u—vputchds

with £ € (u,U;. Exploiting the weighted Young’s inequality in the right
hand side we have

2R
aCy /0 (/] + 10/])P2 ol P B,

2R
<10y / (o] + [o'])P~2 o PP it
R

Co 2R / / 1 2
TR ), (/| 4+ 1) wE o,

2R

(3.2.9)

o a+1 2
v . @Hw rdt

By Lemma 3.2.1 it follows that
2R _2
aCy [ (1l W) ol Pz e
0
2R 72
SLCQ/ (Ju'| + \v’\)p |w! [Pw2t dt
R

C 2R
+L/ +(B=1)(p—2)-2 a+1 o2 2 dt
(3.2.10) i
_C'/R t_ﬂ(7+1)w?+1g0%dt

2R
<LCy / (Ju'] + \v’\)p*2 Jw! [Pw2t dt
R

é A 1 2R oHrl 2
* <L _C> RB(O+1D) /R R dt

where we also used the fact thfxt t/2 < R <t whent € [R,2R]. Now we fix
L sufficiently large such that % — (C <0 so that

(3.2.11)
R
L
/ (] + [o!1)7 2 ol Pt e < 22
0

. T+ ) el
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Hence we define
L(R) := /OR (|| + |v'|)p_2 Jwl 2w dt.
By Lemma 3.2.1 we deduce that £(-) has polynomial growth, namely
L(R) < CRB-NP=2) p2(5=-1) pbla=1) /R dt = CRP-Dp+Bla=1)+1 _ ~po
0
with 0 := (a — v)8 + 1. We take a > 0 sufficiently large so that ¢ > 0 and
% < 277 so that Lemma 2.1 of [59] apply and shows that

L(R) = 0.

From this it follows that v < v 4 ¢ for every € > 0, hence u < v. Arguing
in the same way it follows that u > v and this proves the uniqueness result.
To conclude the proof it is now sufficient to check that the function defined
in (3.2.7) solves the problem.

O

PROOF OF THEOREM 3.0.2. Once that Theorem 3.1.2 is in force, the

proof of Theorem 3.0.2 is a consequence of Proposition 3.2.2.
O

3.3. Asymptotic analysis near the boundary and proof of the
Hopf boundary lemma

We start this section considering the auxiliary problem:

A=) p
uY
u>0 in D

(3.3.1)

where D is a bounded smooth domain of RY, where p € L>°(D) and p(x) >
c>0ae inD,y>1landu € Wl})’f(D) N C%(D). For this kind of problems,
generally, the weak comparison principle holds true. This is manly due to
the monotonicity properties of the source term. In spite of this remark,
the proof is not straightforward when considering sub/super solutions that
are not smooth up the boundary. Therefore we provide here below a self
contained proof of a comparison principle that we shall exploit later on.

LEMMA 3.3.1. Let u € VVZZ’S(D) N C%D) be a subsolution of problem

(3.3.1) in the sense of (3.1.2) and letv € Wli’f(D)ﬁCo(f) be a supersolution
of problem (3.3.1) in the sense of (3.1.3). Then, if u < v on dD it follows
that uw < v in D.

PROOF. Let us set:
(3.3.2) we == (u—v—¢g)"

where e > 0. We notice that w, is suitable as test function since supp(w.) CC
D and u,v € W?(D). Hence w, € Wol’p(D) and, by density arguments, we

loc
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can plug w, as test function in (3.1.2) and (3.1.3) and by subtracting we
obtain

/ (|Vu|p_2Vu — |Vu|P~2V, V) dx
DNsupp(we)

1 1
< / p(x) < - ) we dx.
DNsupp(we) ur vy

Taking into account the fact that w —v > u — v — ¢, the fact that p(-) is
positive and u~"7 is decreasing, it follows that

(3.3.3)

(3.3.4) / (V| + Vo P2 |V | d < 0.
DNsupp(we)

By Fatou’s Lemma, as € tends to zero, we deduce that

/ (V] + [Vol)?~2 [V (4 — v)* P de < 0
D

showing that (u—wv)™T is constant, and therefore zero by the boundary data.
Thus we deduce that u < v in D proving the thesis.
Il

We exploit now Lemma 3.3.1 to study the boundary behaviour of the so-
lutions to (3.0.1). The proof is actually the one in [82]. Since we could
not find an appropriate reference for the estimates that we need, we repeat
the argument. We denote with ¢; the first (positive) eigenfunction of the
p-laplacian in 2. Namely

—Apd1 =M in Q
¢1=0 on 0N).

Having in mind Lemma 3.3.1 we can prove a similar result to the one in
[82], but in the quasilinear setting.

THEOREM 3.3.2. Letu € C'llo’?(Q)ﬂC’(ﬁ) be a positive solution to (3.0.1).
Then there exist two positive constants my, ms and there exists § > 0 suffi-
ciently small such that
(3.3.6) mi¢1(x) T < u(z) < mgqﬁl(ac)wzzifl Ve Is(09).

PROOF. We rewrite the equation in (3.0.1) as

(3.3.7) S Apu= 4 fw) = fﬂ) in O

(3.3.5)

where p(x) ;== 1+ u(x)? f(u(x)). In the following we assume that ¢ is small

enough so that
p(z) >0 Vo e Is(09).

Arguing as in [82], we exploit the - principal eigenfunction ¢ of problem
(3.3.5) and the fact that ¢; € CH*(Q) (see e.g. [3, 86, 80]) and
Vi(x) #0 Va e 0.
p
y+p—1

For t := we set W := s}, s > 0. It is easy to see that

—A = g(‘;’f) in I5(00)
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where

—1)(p—1
(3.3.8)  g(x,s):= &7t M\Vqﬁl(xﬂp + Mo (z)P] .

vy+p—1

Since 0 < t < 1, we can choose two positive constants s; and so such that

0 < s1 < s9and

Ve Ig(@Q).

in I5(0€)

(3.3.9) g(z,s1) <p(z) < g(z,52)
Hence, setting u; := subfi and ug := 82¢’i, we have that
p(z)
(3310) — Apul < ”L<L’Y
1
and
(3.3.11) — Apug > p(z)
0. p U2 ul
2

in I5(09)

In order to control the datum on the boundary of I5(92) (in the interior of
the domain), we need to switch from u to ug := fu observing that

—Ajug = Bwrp—lp(x)

ey
Ug

For 31 > 0 large it follows that ug, and u; satisfy the following problem:

p(z)
—Apug, > o7
1
p(z
uy

~—

(3.3.12) A <

ug, = uy
By Lemma 3.3.1 it follows now that

(3.3.13) ug, = fru > ug

in I5(0Q)

in I5(09)
on 0I5(00).

in I5(09).

Similarly, for 82 > 0 small, it follows that ug, and us satisfy the problem:

—Apug, < Z;(f) in I5(0Q)
B2
(3:3.14) Ayup > pl(;) in I5(0Q)
2
ug, < ug on 0I5(00).
By Lemma 3.3.1 it follows that
(3.3.15) ug, = fou < ug in I5(0€).
Hence the thesis is proved with m; := % and mo 1= %

g

We are now ready to prove Theorem 3.0.1 exploiting the previous pre-

liminary results.
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PROOF OF THEOREM 3.0.1. Since the domain is of class C*® we may
and do reduce to work in a neighborhood of the boundary I5(0f2) where the
unique nearest point property holds (see e.g. [66]). Arguing by contradiction,
let us assume that there exists a sequence of points {z,} in I5(0f2), such
that x, — zg € 99, as n — +oo, and

(3.3.16) Oy (@) u(Tn) <0, with (v(2n),n(2)) > 8> 0.

Without loss of generality, we can assume that 2o = 0 € 9Q and n(z,) =
en. This follows by the fact that the p-Laplace operator is invariant under
isometries. More precisely, for each n € N, we can consider an isometry
T, : RY — RY with the above mentioned properties just composing a
translation and a rotation of the axes. This procedure generates a new
sequence of points {y,}, where y, := T,,x,, such that every y,, € span{ey)
and y, — 0 as n — +o0. Setting u,(y) := (T}, (y)), it follows that

1
(3.3.17) — Apun = — + flun) in Q,, = T,(9).
Unp
Now we set
. ]. n = ——
(3:3.15) waly) = U

where 6, := dist(z,, 9Q) = dist(T,zn,0) and M, := u,(dpen) = u(zy). It
follows that &, — 0 as n — 400 and
Q,

- Wy, is defined in Q) = —.

On

- wy(ey) =1.

- M, =0, as n — +o0.

It is easy to see that w, weakly satisfies

oh 1
_ - v in OF
(3.3.19) Apwy, = Yol <wn(y)V + Mnf(un(5ny))> in Q.

The key idea of the proof is to argue by contradiction exploiting a lim-
iting profile, that we shall denote by wu,, which is a solution to a limiting
problem in a half space. The contradiction will then follows applying the
classification result in Theorem 3.0.2. Here below we develop this argument

and we suggest to the reader to keep in mind that f is bounded, the term
P

M, f(un(0,y)) will vanish since M,, goes to zero and is bounded as

_n
M;/Z'i'p—l
a consequence of Theorem 3.3.2. Therefore the expected limiting equation
is:

(3.3.20) —Apweo = —  inRY.
Woo

Let us provide the details needed to pass to the limit. We claim that:

che .
- Wp — Weo, 88 N — +00, in any compact set K of Rf.

- weo € CL(RY) N C(RY).
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—woo:OOIl@Rf.

To prove this let us consider a compact set K C ]Rf . For n € N large we
can assume that K C I35 (0€2) so that Theorem 3.3.2 can be exploited.

Claim 1. We claim that w,(y) > 0 for all y € K and for n € N large.
Let y € K. Hence, by Theorem 3.3.2

P
Un (Ony) (dist(dy,y, 082y, ) 7 +p=1
= > .
wn(y) M, ~ L M,

In particular, by the fact that dist(5,y, 9Q,) > C6,, it follows that

p

(C6,)7Fr T

n

(3.3.21) wp(y) > L > C(K,vy,mq1) >0.

1,
Claim 2. We claim that w, o Weo, aS N — +00, in any compact set
K of RY.
Since dist(y, 0€2) < C for every y € K, by Theorem 3.3.2 it follows that

p
un(én y) [diSt(énya 8971)] et
n(y) = —F22 < L
wn(y) M, = m2 M,

g 0at T [dist(y, 00)] 7T

(3.3.22) S M,
» 7+f771

< LmpCr¥r—1 L

< LC7 1 C(K, my).
Hence

[wn |l Lo () < C(K)

for any compact set K of RJX . By standard regularity theory (see e.g. [70])

it follows that w, is uniformly bounded in C1®(K’) for any compact set
K’ C K. Therefore, by Ascoli’s Theorem, we can pass to the limit in any
compact set and with 1< convergence. Exploiting a standard diagonal
process, in the same spirit of the previous chapter, we can therefore define
the limiting function ws, that turns out to be a solution to (3.3.20) in the
half space. The fact that %
follows by standard argumerrllts that we discussed in the previous chapter.

It remains to verify the Dirichlet datum for the limiting profile we.
More precisely we have to show that we = 0 on 8Rf . By Theorem 3.3.2 it
follows that

leads to the limiting domain RJX as n — 400

(60 9) [dist(dny, )] 77T
Un\On 1St(0nY, n)| 7P
wy(y) = Tny < Lmy yMn

p
(3.3.23) ST [dist(y, Q% )] 7Fe T

=1L
ma Mn

< C(K, L,ma,my) [dist(y, 0Q5)] 77T  in Q.
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Since Q) — Rﬂy, as m goes to +o0o, by (3.3.23) and (3.3.21), passing to
the limit we have that

(3.3.24) 0 < wao(y) < C(K, L, ma, m1) [dist(y, ORY)] T

In a similar fashion, and exploiting again Theorem 3.3.2, we also deduce
that

(3.3.25) Weo(y) > C(K, L, mg, my) [dist(y, ORY )] 7T |

By (3.3.24) it follows that ws(y) = 0 as claimed. Furthermore, collecting
(3.3.24) and (3.3.25), we deduce that w has the right asymptotic behaviour
needed to apply Theorem 3.0.2, see (3.0.5). This shows that that wy is the
unique solution to (3.3.20) given by

C (v+p—1P
pPtp—1(r -1
On the other hand, passing to the limit in (3.3.16), it would follows that

Opweo(en) <0

(3.3.26)  weo(T) = Woo(zn) =

)] o () 77T

for some 7 € RY with (7,ey) > 0. Clearly this is a contradiction with
(3.3.26) thus proving the result.
O

Now using the Theorem 3.0.1 we want to prove the symmetry result.

3.4. Symmetry and monotonicity result

In this section we prove our symmetry (and monotonicity) result. Actu-
ally we provide the details needed for the application of the mowving planes
method. For the semilinear case see [24, 25, 26], in the quasilinear setting
we use the technique developed in [37].

We start with some notation: for a real number \ we set

(3.4.1) ={xeQ:z <A}

(3.4.2) T :R)\(:E) = (2)\—1'1,1‘2,...,1‘]\[)

which is the reflection through the hyperplane Ty := {z € RY : z; = A}
Also let

(3.4.3) a = inf x;.

z€Q

Now we set
(3.4.4) ux(z) = u(zy) .
Finally we define
A={a<A<0:u<wu in Q forallt € (a,\}.
In the following the critical set of u

Z, :={Vu=0}
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will play a crucial role. Let us first note that, as a consequence of Theorem
3.0.1, we know that
Z, CC .

This fact allows to exploit the results of [37] since the solution is positive in
the interior of the domain (and the nonlinearity is no more singular there).
Therefore we conclude that

|Zu] =0 and Q\ Z, 1is connected.

PROOF OF THEOREM 3.0.3. The proof follows via the mowving planes
technique. We start showing that:

Ao #0.

To prove this, let us consider A > a with A — a small. By Theorem 3.0.1 it

follows that
ou

— >0 in Q\UR)D
B 82y A,
and this immediately proves that u < uy in Q.
Now we define
Ao :=sup Ag.
We shall show that u < uy in ) for every A € (a,0], namely that:
A =0.

To prove this, we assume that A\ < 0 and we reach a contradiction by
proving that u < uy,4, in Q4+, for any 0 < 7 < 7 for some 7 > 0 (small).
By continuity we know that u < uy, in Q2,. The strong comparison principle
(see e.g. [103, | or Chapter 1) holds true in Q, \ Z,, providing that

u < uy, in Qy\Z,.

Note in fact that, in each connected component C of 2y, \ Z,, the strong com-
parison principle implies that u < uy, in C unless u = u), in C. Actually the
latter case is not possible. In fact, if 9C NN # () this is not possible in view
of the zero Dirichlet baundary datum since w is positive in the interior of the
domain. If else C N 9 = () then we should have a local symmetry region
causing Q\ Z,, to be not connected, against what we already remarked above.

Therefore, given a compact set K C Qy, \ Z,, by uniform continuity we
can ensure that u < uy, 4, in K for any 0 < 7 < 7 for some small 7 >
0. Moreover, by Theorem 3.0.1 and taking into account the zero Dirichlet
boundary datum, it is easy to show that, for some § > 0, we have that

(345) u < /LL)\0+7- in [5(89) N Q)\O+T

for any 0 < 7 < 7. This is quite standard once that Theorem 3.0.1 is in
force. The hardest part is the study in the region near 02 NT),+,. Here we
exploit the monotonicity properties of the solutions proved in Theorem 3.0.1
that works once we note that (e1,n(z)) > 0 in a neighborhood of 92N T+
since the domain is smooth and strictly convex.

Now we define

Wxgtr = (u— u>\o+7)+
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for any 0 < 7 < 7. We already showed in (3.4.5) that supp(wx,+-) CC
Qx+r- Moreover wy,+- = 0 in K by construction.
For any 7 > 0 fixed, we can choose 7 small and K large so that

|Q>\0+T\K| <T.

Here we are also exploiting the fact that the critical set Z,, has zero Lebesgue
measure (see [37]).

In particular we take 7 sufficiently small so that the weak comparison
principle in small domains (see [37]) works, showing that

Wrg+1 = 0 in Q)\0+7—
for any 0 < 7 < 7 for some small 7 > 0. But this is in contradiction with
the definition of Ag. Hence Ay = 0.
The desired symmetry (and monotonicity) result follows now performing

the procedure in the same way but in the opposite direction.
O






Qualitative properties of singular solutions to
semilinear elliptic problems

The aim of this chapter is to investigate symmetry and monotonicity
properties of singular solutions to semilinear elliptic equations. We address
the issue of problems involving singular nonlinearity. More precisely let us
consider the problem

—Au = f(z,u) in Q\T
(4.0.1) u>0 in Q\T
u=0 on 0N

where © is a bounded smooth domain of RY with N > 2. Our results will
be obtained by means of the moving planes technique, see [1, 12, 68, ].
Such a technique can be performed in general domains providing partial
monotonicity results near the boundary and symmetry when the domain is
convex and symmetric. For semplicity of exposition we assume directly in
all the chapter that €2 is a convex domain which is symmetric with respect
to the hyperplane {x; = 0}. The solution has a possible singularity on the
critical set I' C 2. Furthermore in all the chapter the nonlinearity f will be
assumed to be uniformly locally Lipschitz continuous from above far from
the singular set. More precisely we recall the following:

DEFINITION 4.0.1 (Iy). We say that f fulfills the condition (Iy) if f :
Q\T x (0,+00) =R is a continuous function such that for 0 <t <s <M
and for any compact set K C Q\ T, it holds

f(SC,S)*f(LE,t)SC(K,M)(S*Y‘Z) for(my LUEK,
where C(K, M) is a positive constant depending on K and M. Furthermore

f(-,8) is non-decreasing in the xi-direction in QN {x; < 0} and symmetric
with respect to the hyperplane {x1 = 0}.

A typical example is provided by positive solutions to
1 .
(4.0.2) —Au = a +g(u) in Q\T

where a > 0 and ¢ is locally Lipschitz continuous. Such a problem, in the
case I' = (), as been widely investigated in the literature. We refer the readers
to the pioneering work [31] and to [17, 23, 25, 27, 28, 82, 95, ]. In
particular, by [82], it is known that solutions generally have no H!-regularity
up to the boundary. Therefore, having this example in mind, the natural
assumption in this chapter is

u € Hipe(Q\T) NC(Q\T)
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and thus the equation is understood in the following sense:

(4.0.3) /Q(Vu, V)dr = /Qf(a:,u)gp de VYo € CHQ\T).

REMARK 4.0.2. Note that, by the assumption (Iy), the right hand side of
(4.0.1) s locally bounded. Therefore, by standard elliptic reqularity theory,
it follows that

ue CLY(Q\T),

where 0 < o« < 1.
Let us now state our main result

THEOREM 4.0.3. Let Q be a convexr domain which is symmetric with
respect to the hyperplane {z1 = 0} and let w € H. (Q\T)NCKQ\T)
be a solution to (4.0.1). Assume that f fulfills (Iy) (see Definition 4.0.1).
Assume also that I' is a point if N = 2 while I is closed and such that

CapZ(F) = 07
RN
if N > 3. Then, if ' C {x; = 0}, it follows that u is symmetric with
respect to the hyperplane {x1 = 0} and increasing in the xi-direction in
QN {x; <0}. Furthermore

Uy, >0 in QN{x; <0}.

REMARK 4.0.4. Theorem 4.0.3 is proved for conver domains. It will be
clear from the proofs that this is only used to prove that 02 N {z1 = A} is
discrete in dimension two while 0Q N {x1 = A} has zero capacity for N > 3.
Therefore the result holds true more generally once that such an information
1s available. In all this cases we could assume that Q) is convexr only in the
x1-direction.

The technique, as shown in [110] and as discussed in the Introduction,
can be applied to study singular solutions to the following Sobolev critical
equation in RV, N > 3,

{—Au =4l in RN\T

4.0.4
(4.0.4) u>0 in RV\T.

In [110] it was considered the case of a closed critical set I' contained in a
compact smooth submanifold of dimension d < N — 2 and a summability
property of the solution at infinity was imposed (see also [121] for the special
case in which the singular set I" is reduced to a single point). Here we remove
both these restrictions and we prove the following:

THEOREM 4.0.5. Let N > 3 and let u € H. (RN \T) be a solution to
(4.0.4). Assume that the solution u has a non-removable' singularity in the
singular set T', where T" is a closed and proper subset of {x1 = 0} such that

Cap,(I') = 0.
RN

Here we mean that the solution u does not admit a smooth extension all over the
whole space. Namely it is not possible to find @ € Hj.(RY) with v = @ in RY \ T.
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Then, u is symmetric with respect to the hyperplane {z1 = 0}.
The same conclusion is true if the hyperplane {x1 = 0} is replaced by any
affine hyperplane.

Some interesting consequences of the previous result are contained in
the following

COROLLARY 4.0.6. Let N >3 and let u € H. (RVN \T) be a solution to
(4.0.4) with a non-removable singularity in the singular set T'.
(i) If T' = {xo}, then u is radially symmetric with respect to xg.
(ii) If T' = {xg, z1}, then u has cylindrical symmetry with respect to the axis
passing through xg and x1.
More generally we have :
(iii) assume 1 < k < N — 2 and suppose that I is a closed subset of an
affine k—dimensional subspace of RN. Then, up to isometry, the solution u
has the form u(x) = u(x1, ..., xx, |2 |), where ' = (Tjp1,...xn) and |z'| :=

I S
The following example shows that Theorem 4.0.5 and item (iii) of Corol-

lary 4.0.6 are sharp for IV > 5 and also that singular solutions exhibiting un
unbounded critical set I' exist.

ForNZE)andl§k<%,k:integer,wesetp:p(N):%>1and

A= A(N,k) = [(%—k—l)%]¥ > 0. Then, the function v(r) = AT
is a singular positive radial solution of —Av = v*) in RN=%\ {0}, which
is smooth in RN\ {0'}. Hence u = u(z1,...,zxn) := v(|z'|) is a singular
solution to (4.0.4) in RV \ T, with T' given by the k—dimensional subspace
{1 = ... =2, = 0} C RN, moreover u € C®(RN \ T).

4.1. Notations and preliminary results

For a real number )\ we set

(4.1.1) M ={zeQ:z <A}

(4.1.2) $)\:R)\(.Z‘) = (2)\—w1,1‘2,...,x]\7)

which is the reflection through the hyperplane T := {1 = A}. Also let
4.1. = inf ;.

413 T

Since I' is compact and of zero capacity, u is defined a.e. on € and
Lebesgue measurable on §2. Therefore the function

(4.1.4) uy = uo Ry

is Lebesgue measurable on Ry(€2). Similarly, Vu and Vu) are Lebesgue
measurable on  and R (2) respectively.
It is easy to see that, if Cap,(I') = 0, then Cap,(Rx(I')) = 0. Another
N N

consequence of our assumptions is that Capy(Rx(I")) = 0 for any open neigh-
B2
borhood B2 of Ry(T'). Indeed, recalling that I is a point if N = 2 while T’
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is closed with Capy(I') = 0 if N > 3 by assumption, it follows that
RN

Capy(R)\(T")) := inf {/ |Vol?dz < +o00 : ¢ >11in B}, ¢ € CEO(B?)} =0,
B2 B2

€

for some neighborhood B} C B2 of Ry(I"). From this, it follows that there
exists p. € C°(B2) such that ¢, > 1 in B} and / |V |2dr < e.
BX

Now we construct a function 1. € COY(RYM,[0,1]) (see Figure 1) that
1 = 1 outside Bg‘, e = 0 in Bg‘ and

/ |V |2da :/ Ve |2da < 4e.
RN B>

To this end we consider the following Lipschitz continuous function

1 if s<0
Ti(s)=q—-2s+1 if 0<s<i
0 if SZ%
and we set
(4.1.5) Ve :=T1 0 e

where we have extended . by zero outside B2. Clearly . € C%'(RY),0 <
e <1 and

/ |V |*dx < 4/ V. |?dr < 4e.
B2 B2

€

Ty

FiGURE 1. The cutoff function ..

Now we set vy := 002 N T). Recalling that € is convex, it is easy to
deduce that ~, is made of two points in dimension two. If else N > 3 then it
follows that v, is a smooth manifold of dimension N — 2. Note in fact that
locally 02 is the zero level set of a smooth function g(-) whose gradient is not
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parallel to the xi-direction since € is convex. Then it is sufficient to observe

that locally QN T = {g(\,2') = 0} and use the implicit function theorem

exploiting the fact that V. g(\,2') # 0. This implies that Capy(vyy) = 0,
RN

see e.g. [53]. So, as before, Capy(y)) = 0 for any open neighborhood of ~y
TA

T

and then there exists ¢, € C2°(Z?) such that ¢, > 1 in a neighborhood .}
with vy C Z2 C Z2. As above, we set

(4.1.6) by =T o0,

where we have extended ¢, by zero outside Z). Then, ¢, € CO1(RV),0 <
ér < 1,¢, = 1 outside Z>, ¢, = 0 in 7. (see Figure 2) and

[ VorPde= [ [VorPar<a [ (VoPde<ar
RN 7> 7>

FiGURE 2. The cutoff function ¢..

4.2. Symmetry and monotonicity result in bounded domains

In the following we will exploit the fact that u) is a solution to:

(4.2.1)

[ uTode = [ fanueds e CHRA®)\ BAD)
R () R ()

and we also observe that, for any a < A < 0, the function wy = u — u)

satisfies 0 < wi < w a.e. on Q) and so wi € L?(Qy), since u € C°(Q,). To
proceed further, we need the following two results

LEMMA 4.2.1. Let X € (a,0) be such that Ry(I') N Q = 0 and consider
the function

. w;\rqbz m Qy,
7o in RN\ Q,,
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where ¢y is as in (4.1.6). Then, ¢ € Co (Q) N CIHRA(Q)), ¢ has compact
support contained in (Q\T) N (RA(2) \ BA(T)) N{zny < A} and

(4.2.2)

Vo= (;53(Vw,\xsupp(wi)msupp(@))+2¢)T(wj\rxsupp(@))VqST a.e. on QUR)(Q).

If X € (a,0) is such that Ry(T') N Q # 0, the same conclusions hold true for
the function

o e wj\riﬁgqb% m Qy,
' 0 mn RN\QA,

where . is defined as in (4.1.5) and ¢, as in (4.1.6). Furthermore, a.e. on
QURL(Q),
(4.2.3)

Vp = ¢2¢3(vwz\xsupp(wj\')ﬂsuppﬁp)) + Z(w)TXsupp(tp))(?ﬁg(ﬁTVQbT + ¢5¢72_v¢}5)
In particular, ¢ € C%1(€y), Plog, = 0 and so ¢ € H} ().

PROOF. Let us consider the case when A € (a,0) is such that Ry(I') N
Q # ( (the other case being similar and easier). We first prove that for
every € () there is an open ball B, centered at x, such that B, C
and ¢ € C%Y(B,), and then that there exists n > 0 such that supp(p) is
contained in the compact set {x € Q : dist(x,0) > n} N {zy < A} N RV \
V) C (Q\T)N(RA(2) \ RA(T")), where V' is any open set contained in the
neighborhood Bg‘ appearing in the construction of ..

If x € QN {xx > A} then ¢ = 0 in an open neighbourhood of = and so
0 € CYY(B,) for a suitable ball B,. If z € QN Ty then we can find a small
open ball B, C 2 such that B, N (92U Ry(T")) = (). Therefore, both v and
uy belong to C*(B,N{zx < A}) and so, ¢ € CYY(B,N{xn < A}), thanks to
the Lipschitz character of ¢, and .. On the other hand we also have that
© =0 on B, NT), by definition of wy. Thus ¢ € C%!(B,) and we are done
also in this case. If z € R)(I') N Q2 then ¢ = 0 in an open neighbourhood of
x by definition of ¥. and so ¢ € C%'(B,) for a suitable ball B,. Finally, if
x € Qy \ R\(T') then, as before, we can find a small open ball B, such that
B, C Q) \ Rx\(T). In this case, both u and u) belong to C'(B,). This yields
wy € C¥1(B) and so is ¢, again thanks to the Lipschitz character of ¢, and
e

To prove the second part of the claim we observe that ¢ =0 on Q \ Q,
and that, for any point z of the compact set (0Q)N{xx < A} there is a small
open ball B, centered at x, such that ¢ =0 on B, N ). The latter clearly
holds for any point of vy, by definition of ¢, and for any point of 9QN R (T),
by definition of ¢.. It is also true for any x € (0Q)N{xy < A}, since u—uy is
well-defined, continuous and negative on the set [(0Q) N{xx < A}]\ RA(T).
The arguments above immediately yield that ¢ € C5'(Q) and the formula
(4.2.3). A similar argument also shows that ¢ € CO'' (R (Q)).

To compute Vi we also took into consideration the Remark 4.0.2.

O
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LEMMA 4.2.2. Under the assumptions of Theorem 4.0.3, let a < X < 0.
Then wy € H}(Q)) and

/Q Vi 2de < e(£, 190, [ull = 0y):
A

where || denotes the n—dimensional Lebesgue measure of ).

ProoF. We first prove that Vwyyx (w}) € L%*(,) and then that the

supp(w?)’ We do this only for

the case in which X is such that Ry(T') N Q) # (), the other case being similar
and easier. For 1. as in (4.1.5) and ¢, as in (4.1.6), we consider the function
 defined in Lemma 4.2.1. In view of the properties of ¢, stated in Lemma
4.2.1, and a standard density argument, we can use ¢ as test function in
(4.0.3) and (4.2.1) so that, subtracting, we get

supp
distributional gradient of wj\r is given by Vwyx

/Q Ve X ¥Eb7 do = =2 | VuaVebewyed do
A A

—2 [ Vunonutvto, s
Qx

+ [ )~ fan ) w2k do
O

<-=2 vw}\v¢sw;¢5¢72— dx
Qx

-2 [ VuVé,wivie,ds
Qx

+ [ () = fu)uf vEo2 e
Qx

Here we also used the monotonicity properties of f(-,s), see (7). Exploiting
Young’s inequality we get that

(4.2.4)
1
/Q ‘vaXsupp(wj\r) |2¢§¢72— dx SZ /Q |vw>\Xsupp(wi) ’21/}3(1)72— dx
A A
4[] ek ds
Qx
1
+ 1 /Q)\ |vw/\Xsupp(w;r)|2¢g¢3 dx
4 [ (90wl da
Q)
+ [ () = floun)of v2ed de
A
Now we observe that the last integral is actually computed on the set {x €

AN\ RA(D) s u(x) > ur(x) > 0} C Qy € Q\T and so, we can apply condition
(Iy) with the compact set K = Q\ and M = ||u||z~(q,). We get therefore
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that
(4.2.5)
/Q () — fr ) w9262 de < e(f, full (o)) /Q (w2622 do

and so, from (4.2.4), we infer that
(4.2.6)
| V0 P22 0 <8 [ [T0 0] P o
Q) A Qx
48 [ [Vow])?02 da
Qx
420 Julleioy) | (wh)Puled do

Qx

Taking into account the properties of 1. and ¢, we see that

(4.2.7) / (Ve | do = / Ve |? do < 4e,
Qx QAN(BX\B})

(4.2.8) / Vo, |*dr = / IV, |*dr < 4,
Qx QAN(INTY)

which combined with 0 < w;\r < u, immediately lead to

/Q |vw)\Xsupp(wi) ‘2¢3¢72. dx §32(€ + T> HUH%"O(QA)
A

+2¢(f, l[ull Loe ) [ull Foe 2, |21 -

By Fatou’s Lemma, as € and 7 tend to zero, we deduce that Vwasupp(wir) €
L?(Q,). To conclude we note that ¢ — w)" in L*(Q2), as ¢ and 7 tend to

zero, by definition of ¢. Also, V¢ — Vw,\xsupp(w;r) in L2(Qy), by (4.2.3).
Therefore, Vwyx supp(w) is the distributional gradient of ij\r and w;\r in

HE(Q)), since ¢ € H} () again by Lemma 4.2.1. Which concludes the
proof.

O

PRrROOF OF THEOREM 4.0.3. We define
Ap={a<A<0:u<wu in Q\ R(T) for all t € (a, A]}

and to start with the moving planes procedure, we have to prove that

Step 1 : Ay # 0 (See Figure 3). Fix a A\g € (a,0) such that Ry, (T") C Q°,
then for every a < A < Ao, we also have that R)(I') C Q°. For any A in
this set we consider, on the domain €2, the function ¢ := w;\r 2Xq,, where
¢r is as in (4.1.6) and we proceed as in the proof of Lemma 4.2.2. That is,
by Lemma 4.2.1 and a density argument, we can use @ as test function in
(4.0.3) and (4.2.1) so that, subtracting, we get
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25
//2
15

FIGURE 3. Step 1 of the moving planes method: Ag # 0.

/ VuwiP¢2de=—-2 [ VuiVe,we,dx
Q)\ Q)\

+ [ )~ feru) wf 6 da
Qx

<-2 [ Vw!Ve,w!é,dx
Qx

+ /Q () = Fo ) 62

Exploiting Young’s inequality and the assumption (I7), with K = Q,
and M = HUHQLOO(QX )» we then get that
0

1
| IvetPetde<s [ vutPeasse [ (96 Plupiis

Qy ~2 Jo, Q,

+ c(f, [[ull L (@y,)) /Q (wi)?¢2 du.

A

Taking into account the properties of ¢, we see that
(4.2.9)

[ 1V6c P < Julfga, |
0 Q
We therefore deduce that

[ IVt de < 16luliego 7+ 2000 Bl | ()02 da.
A

A

Vo | da < 4l|ullf o q,) - T
AN(INIZ)

o

By Fatou’s Lemma, as 7 tend to, zero we have

| Ve < 2l fullo,,) [ P o
A

A

(4.2.10)
< 2l fullon, B [ VP,
A
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where c,(+) is the Poincaré constant (in the Poincaré inequality in HJ (£2y)).
Since ¢3(Q2x) — 0 as A — a, we can find A\; € (a, Ao), such that

)

N

VAE (@A) 2e(f, llull e (an,))A(R) <

so that by (4.2.10), we deduce that

YA € (a,\) / IVwi[>dx <0,

Qx

proving that v < uy in Q) \ R)\(T") for A close to a, which implies the desired
conclusion Ag # 0.
Now we can set

Ao = sup Ap.
Step 2: here we show that Ay = 0 (see Figure 4). To this end we assume

FIGURE 4. Step 2 of the moving planes method: Ay = 0.

that A\g < 0 and we reach a contradiction by proving that u < uy,4+, in
Dotv \ Rag+0(T) for any 0 < v < v for some small 7 > 0. By continuity we
know that u < uy, in Qy, \ Ry, (T). Since € is convex in the x;—direction
and the set Ry, (T") lies in the hyperplane of equation { z; = —2X¢ }, we see
that Qy,\ R, () is open and connected. Therefore, by the strong maximum
principle we deduce that v < uy, in Qy, \ Ry,(I") (here we have also used
that u,uy, € CH(Qy, \ Ra,(T')) by Remark 4.0.2, as well as the assumption
(1)),

! Now, note that for K C Qy, \ Ry, ('), there is v = v(K,\g) > 0,
sufficiently small, such that K C Q) \ R\(I') for every A € [Ao, Ao + V].
Consequently u and u), are well defined on K for every A € [Ag, Ag+v]. Hence,
by the uniform continuity of the function g(z, \) := u(x) — w(2\A — z1,z’) on
the compact set K X [Ag, Ag + v] we can ensure that K C Qx4 \ Rag+0 ()
and u < uy,4, in K for any 0 < v < v, for some v = v(K, \g) > 0 small.
Clearly we can also assume that v < %.

Let us consider 9. constructed in such a way that it vanishes in a neigh-
borhood of Ry 4+,(I') and ¢, constructed in such a way it vanishes in a
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neighborhood of vy 4, = 92 N Ty 4+,. As swown in the proof of lemma
4.2.2, the functions

QO = w;\"_0+ng¢3_ ln Q)\O+V
0 n RN \ Q)\O_H,

+
Ao+v

pe 00,1(QA0+V) and 50|39A0+u =0, by Lemma 4.2.1, and ¢ = 0 on an open

are such that ¢ — w in H}(Q,+v), as € and 7 tend to zero. Moreover,

neighborhood of K, by the above argument. Therefore, ¢ € H}(Qxg1v \ K)
and thus, also w;\rO_H, belongs to H (2,4, \K). We also note that Vw)fo_i_y =
0 on an open neighborhood of K.

Now we argue as in Lemma 4.2.2 and we plug ¢ as test function in (4.0.3)
and (4.2.1) so that, by subtracting, we get

/Q \Vwy ,, PY2¢l do < —2 / Vwrg 1, Vpewy | 1he? da
Ao+v

Q/\0+u

_9 /Q Vwrg 1y ¢rw | W2br du

Ag+v

—i—/g (f(x,u) — f(x,u)\))wj0+y¢g¢g da

Ag+v

where we also use the monotonicity of f(-, s) in the z1-direction. Therefore,
taking into account the properties of wj\ro 4, and ij\’o 4, we also have

/ ]ij\rﬁy’?ngqﬁ dx < —2/ Vwi0+vaewjo+ng¢z dx
Q)\0+V QA0+V\K

-2 / Vwy  Vé,wl  2¢. dx
Qg+ \K Aot Aokv e

+ /QAOJrV\K(f(x’ U) - f(li, U)\))w;\"0+y¢g¢72_ dz.

Furthermore, since f is locally uniformly Lipschitz continuous from above,
we deduce that

(4.2.11)
[ttt [ 9 e et
Ag+v

Q)\()-H/\K

+2 / Vwl |, IVorw) | 02, do
Q>‘O+l’ K

+ 2,12 12
+C(f7||UHL°°(Q)‘O+|A4L|))/S2A0+U\K(w)\o+u) wa¢’r de.
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Now, as in the proof of Lemma 4.2.2, we use Young’s inequality to deduce
that

(4.2.12)
[ Vel P s [ Vel e
Q/\0+U K Q)\0+V\K

+ 8/ Vo [*(w )02 da
Qg+ \K

2l ) [ (wPReda,
Ao+ Q)\0+V\K

which in turns yields
(4.2.13)
| v B de < 32l e+ T
Ao+v
2ef e ) [ (e d,
Ao+ Q)\0+V\K

Passing to the limit, as (e,7) — (0,0), in the latter we get

(4.2.14)
V! | |2de <2 Iyl feo / wt 2 Iy
[ T < 2, ) [ 05,0
2 + 2
< 2C(f>HUHLOO(QAO_‘_%L‘))CP(Q)\O-&-V\K) /QAOJW vy | da,

where ¢, (+) is the Poincaré constant (in the Poincaré inequality in Hg (2,4,

K)). Now we recall that ¢2(Q2y, 1, \K) < Q)| 4, \K| ¥, where Q = Q(n)
is a positive constant depending only on the dimension n, and therefore, by
summarizing, we have proved that for every compact set K C Qy, \ Ry, (')

there is a small 7 = v(K, \g) € (0, %) such that for every 0 < v < v we
have

(4.2.15)

Vw | |2 de <2¢(f, ||u|l o
fo Vs <2l i, )

2
Q)| \ K7 / Vi, dr.

Q)\0+V\K

Now we first fix a compact K C 2y, \ Ry, (') such that
2 .
€000 \ K|~V < [20c(f, lull Loy, )@ ()] Y
Ao+

this is possible since |R),(I')] = 0 by the assumption on I', and then we

take 7y < v such that for every 0 < v < 7 we have |Qy,4, \ Q,\O\% <
[20c(f, l|ull Lo (o ))Q(n)]~!. Inserting those informations into (4.2.15)
Ao

[Pl
+5
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we immediately get that

1 2
4.2.16 / [Vwy V|2d:c</ Vwy | |*dz
( ) Qg0 \K Aot 2 Qg +0\K Aot

and so Vw;fow on Q)4+, \ K for every 0 < v < 1. On the other hand, we
recall that ij\ro 4, on an open neighbourhood of K for every 0 < v < v, thus

Vw;fﬁy on Qy,4, for every 0 < v < 9. The latter proves that v < uy,1,
in Qx4 \ Rrg+r(T) for every 0 < v < 1. Such a contradiction shows that

Ao =0.

Step 8: conclusion. Since the moving planes procedure can be performed
in the same way but in the opposite direction, then this proves the desired
symmetry result. The fact that the solution is increasing in the x1-direction
in {71 < 0} is implicit in the moving planes procedure. Since u has C*
regularity, see Remark 4.0.2, the fact that u,, is positive for 1 < 0 follows
by the maximum principle, the Hopf lemma and the assumption (Iy).

O

4.3. Symmetry and monotonicity results in RY involving critical
nonlinearities

In this section we prove Theorem 4.0.5. We first note that, thanks to
a well-known result of Brezis and Kato [20] and standard elliptic estimates
(see also [119]), the solution u is smooth in RY \ I'. Furthermore we observe
that it is enough to prove the theorem for the special case in which the origin
does not belong to I'. Indeed, if the result is true in this special case, then we
can apply it to the function u,(x) := u(x + z), where z € {x; =0} \ T # 0,
which satisfies the equation (4.0.4) with I' replaced by —z + I' (note that
—z+ I is a closed and proper subset of {x; = 0} with Capy(—2+1T) =0

RN

and such that the origin does not belong to it).
Under this assumption, we consider the map K : RV \ {0} — RV \ {0} de-
fined by K = K(x) := ﬁ Given u solution to (4.0.4), its Kelvin transform
is given by

v(z) = L ul 2 zeRY *
(43.1) @)= s (W), e RV \ {I* U{0}},

where I'* = K (T'). It follows that v weakly satisfies (4.0.4) in RV \{I"*U{0}}
and that I'™ C {z1 = 0} since, by assumption, I' C {z; = 0}. Furthermore,
we also have that I'* is bounded (not necessarily closed) since we assumed
that 0 ¢ T".

To proceed further we need the following lemmata

LEMMA 4.3.1. Let F': RN\ {0} — RN\ {0} be a C*'—diffeomorphism
and let A be a bounded open set of RN\ {0}. If C C A is a compact set such
that

(4.3.2) Cap,(C) =0,
A
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then

(4.3.3) Cap,y(F(C)) = 0.
F(A)

PROOF. By hypothesis (4.3.2) and by definition of 2-capacity, for every
e >0 let ¢, € C°(A) such that

(i) / IVe|? dx < e
A
(ii) ¢e > 1 in a neighborhood B; of C.

Let ¢, := @. o G, where G := F~!. By definition of ., we immediately
have that 9. > 1 in a neighborhood B; of the compact set F'(C'). Moreover

| vk ay
F(A)
— / | JG(y1, s Yn) - Voo (G1(y1), -, GN(yn))IQ dyy - - dy,
F(A)
< /F(A) TG oo 55| V2= (G (1), s G () dyr -+~

C(F,A)/ Voo (w1, .oy zn) | det(JF (21, ..., zn))|day - - - day
A
< C(F, A)/ V.| dz < C(F, A)e.

A

Since C(F, A) is independent of ¢, the desired conclusion follows at once.
O

LEMMA 4.3.2. Let T be a closed subset of RN, with N > 3. Also suppose
that 0 € I' and

(4.3.4) Cap,(I') = 0.
RN

Then

(4.3.5) Cap,(I'*) = 0.
RN

PROOF. Since 0 belongs to the open set RY \ T, there exists ro € (0,1)
+00

such that B, (0) NT" = (). Therefore, I = U [I‘ N (Bm(0) \ By, (0))| and

m=1
SO

Cap, [r A (B (0) \ By (0))] =0, VmeN,
RN
since (4.3.4) is in force. The latter and N > 3 imply that

Capy [0 (Bul0) \ Bry(0))] =0, ¥m e N,
Am

where A;, := Bp,+1(0) \B%o (0)) is an open and bounded set for every m > 1.

An application of lemma 4.3.1 with F' = K, the inversion x — ﬁ, A=A,
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and C =TI'N (B,,(0) \ B,,(0)) yields

Cap, K (F A (B (0) \ BTO(O))> =0, ¥meN

K(Am)
and so
Cap, K (rm( m(0)\ By, (0 ))) —0, ¥meN.
RN
But
400
[* = K(I) =K(U 00 (Bnl0) \ Bry (0 >>})
m=1
+oo
= U & (00 (Bul0)\ B,y (0)))
m=1
and the 2-capacity is an exterior measure (see e.g. [53]), so the desired

conclusion (4.3.5) follows.
O

Let us now fix some notations. We set
(4.3.6) Y= {.%' S RV . T < )\} .

As above z) = (2\ — z1,22,...,2y) is the reflection of = through the hy-
perplane Ty = {z = (z1,...,7x) € RY | 21 = A}. Finally we consider the
Kelvin transform v of u defined in (4.3.1) and we set

(4.3.7) wy(x) = v(z) —op(z) =v(x) —v(Xy).

Note that v weakly solves

(4.3.8) /RN (Vu,Vy)dr = /RN v " Loda Vo € CHRY\T*U{0}).

and vy weakly solves
(4.3.9)

/ (Vuy, Vo) dz = / v Tlodr Ve € CHRN\ Ry U{0})).

RN RN

The properties of the Kelvin transform, the fact that 0 ¢ I' and the
regularity of u imply that |[v(z)| < Clx|*>~ for every z € RY such that |z| >
R, where C' and R are positive constants (depending on u). In particular,
for every A < 0, we have

(4.3.10) ve L (S)\)NL2(EN)NCOEy).

LEMMA 4.3.3. Under the assumption of Theorem 4.0.5, for every A <0,
we have that wy € L?" (,), Vw) € L*(3)) and

N +2
SN ””HLT‘ ONE

(4311) [y |2e p, < cg/E V|2 dx < 202
A

where Cg denotes the best constant in Sobolev embedding.
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Proor. We immediately see that wj\r € L¥ (%)), since 0 < fw;f <wve
L¥ (%)) . The rest of the proof follows the lines of the one of lemma 4.2.2.

Arguing as in section 2, for every € > 0, we can find a function 9. €
CYL(RN,[0,1]) (see Figure 1) such that

/ |Vipe|? < 4e
PN

and 1. = 0 in an open neighborhood B of Ry({I'* U{0}}), with B, C Xj.
Fix Ry > 0 such that Ry({I'* U {0}) C Bpg, and, for every R > Ry, let

©r be a standard cut off function such that 0 < ¢p <1 on RV, pp =1 in

Bgr, vr = 0 outside Bagr with [Vypr| < 2/R (see Figure 5) and consider

_ Jwlvieh in %,
o in RN \Z,.

Now, as in Lemma 4.2.1 we sce that ¢ € Co (RY) with supp(y) contained

FI1GURE 5. The cutoff function ¢g.

in Xy N Bygr \ R)\({F* U {0}}) and
(4.3.12)
VQD = ¢§¢%¥(vaXsupp(wj\')msupp(@))+2(wj\rXsupp(go))("bg@Rv@R‘FwaSO%v'(bs)'

Therefore, by a standard density argument, we can use ¢ as test function
in (4.3.8) and in (4.3.9) so that, subtracting we get

/E Ve X VPR A = =2 | VunView e de
A A

-2 YV Vorpw 2 dx
(4.3.13) g, | AVPR A PRV

2% 1 251\, 4+ 2 2
+/ (v —vy wyYIppdr
DI

=: L+ +13.
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Exploiting also Young’s inequality and recalling that 0 < wA < v, we get
that

1
1< 5 [ Vo PO o +4 [ V0P do
(4.3.14) 1& A
<3 L 190 U2 e + 160l
A

Furthermore we have that
(4.3.15)
1
bl <; /E VO PVE R

v Vi rl2 ()22 da
YAN(B2r\Br)

1
= /Z Tty 0
N—2

N
+4 (/ \chR”dx) (/ v dl‘)
YAN(B2r\BR) YAN(B2r\BR)
N—2

1 . Y
<5 [ 0k P2kt + o) ([ o da
SN EAN(B2r\BR)

where C(N) is a positive constant depending only on the dimension N.
Let us now estimate I3. Since v(z),vy(z) > 0, by the convexity of
t —t2"~1, for t > 0, we obtain

2|

V7 (@)~ M a) € 2ol (@) (0le) — va(a),

for every & € ¥,. Thus, by making use of the monotonicity of ¢t — ¢ =2,

for ¢t > 0 and the definition of w;f we get

(2 = Nt < SR 20— e < e )
Therefore
(4.3.16)
S N 2/ T W) 2eh do
S N +2

. N +2 . NA+2 o
2* -2 2 2 _ 2
/ e N—2Af do = 55l (s,

where we also used that 0 < wj\r < v. Taking into account the estimates on
I, I, and I3, by (4.3.13) we deduce that
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(4.3.17)

2 2 2 2
| Vs Pk de <3200l s,
A

+2C(N) / v? dx
YAN(B2r\BRr)

N+ 2 2%
I LEAICN)

N—-2
N

+2

By Fatou’s Lemma, as € tends to zero and R tends to infinity, we deduce
that Vw,\xsupp(w:) € L?(X,). We also note that ¢ — wy in L¥ (X,), by

wiy i L3(B)), by (4.3.12) and
A

the fact that wi € L? (2)). Therefore, Vw,\xsupp(w;u
gradient of Vw,™ and so Vwy in L?(X,) with (taking limit in (4.3.17))

definition of ¢, and that Vo — Vw,\xsupp(

) is the distributional

N 2 *
2 2
(4.3.18) /)\ Wwﬂ dr <2 2Hv| L2 ()

Since ¢ € COH(RYN) we also have

2
(4.3.19) (/ ¥ dm>2 < C%/ \V|? d
A PN

where C's denotes de best constant in Sobolev embedding. Thus, passing
to the limit in (4.3.19) and using the above convergence results, we get the
desired conclusion (4.3.11).

O

PrROOF OF THEOREM 4.0.5. We can now complete the proof of Theo-
rem 4.0.5. As for the proof of Theorem 4.0.3, we split the proof into three
steps and we start with
Step 1: there exists M > 1 such that v < vy in Xy \ Ry(I"* U {0}), for all
A< =M.

Arguing as in the proof of Lemma 4.3.3 and using the same notations
and the same construction for ¢, pr and ¢, we get

/Z Vi Pelek do = —2 g Vwy Vpewy e du
A A

-2 Vw!Verw! 2 dx
(4.3.20) 5y A PREACRS

+/E (02*71 — v?\*_l)wj\rgogcp% dx
A

=11+ I+ I3,
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where I1,I; and I3 can be estimated exactly as in (4.3.14), (4.3.15) and
(4.3.16). The latter yield

2 2 2 2
/E TP de <8l

(4.3.21) +2C(N) (/ v dm)
EAN(B2r\BRr)

-1-2/E v? (w2 Y2eh du.
A

N-2

N

N -2

Taking the limit in the latter, as € tends to zero and R tends to infinity,
leads to

N +2 .
(4.3.22) / Vi[> de < 2+/ v? 2 (wi)? dr < +oo
b3 N -2 D3N

which combined with Lemma 4.3.3 gives

N +2 x
/ Vi |>de < 2+/ 0¥ " (w))2dx
DN N-2Js,

2
N +2 - * ¥
(4.3.23) <ot (/ v? dw) (/ (wy)? dw)

N -2 D3N D3N

2
N +2 - N

<2 + C% </ v? d:c) </ ]ij\r\Qd:r> :

N -2 DN oy

Recalling that v € L? (X)), we deduce the existence of M > 1 such that

2
2 1
N_QCS</Z)\U dw> <

for every A < —M. The latter and (4.3.23) lead to

/ IVwi|>dz =0.

DI

zlo

This implies that w;\r = 0 by Lemma 4.3.3 and the claim is proved.

To proceed further we define
A={A<0:v<w in 3\ R(T*U{0}) for all t € (—o0, A}

and
Ao = sup Ag.

Step 2: we have that A9 = 0. We argue by contradiction and suppose that
Ao < 0. By continuity we know that v < vy, in Xy, \ Ry, (I U{0}). By the
strong maximum principle we deduce that v < vy, in Xy, \ Ry, (I'* U {0}).
Indeed, v = vy, in Xy, \ R, (I U{0}) ) is not possible if A\g < 0, since in this
case v would be singular somewhere on Ry, (I'*U{0}). Now, for some 7 > 0,
that will be fixed later on, and for any 0 < 7 < 7 we show that v < vy 4,
in Xy 47 \ Rag+-(I'™* U {0}) obtaining a contradiction with the definition of
Ao and proving thus the claim. To this end we are going to show that, for
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every 6 > 0 there are 7(d, \g) > 0 and a compact set K (depending on ¢
and o) such that

K C Sy \ Ra(T* U {0}), / W dz <6, YA€ o do+ 7.
SO\

To see this, we note that for every every > 0 there are 71 (d, Ag) > 0 and a

compact set K (depending on § and Ag) such that / v de < g and
Sag \K

K C 3y \ R\(I* U {0}) for every X € [Ao, Ao + 71]. Corfsequently w and uy

are well defined on K for every A € [Ao, Ao + 71]. Hence, by the uniform

continuity of the function g(z,A) := u(z) — u(2\ — z1,2’) on the compact

set K x [Ao, Ao + 71] we can ensure that K C ¥y 4, \ Ryy+- (I U {0}) and

u < upg4r in K for any 0 < 7 < 71, for some » = 7(5, ) € (0,71).

Clearly we can also assume that 1 < %. Finally, since v2" € L'(2 \ +|AO|)
o+

. )
and v? dr < o0 We obtain the existence of 7 € (0,72) such that
S \K

/ v?" da < 6§ for all X € [Ag, Ao + 7).
SA\K

Now we repeat verbatim the arguments used in the proof of Lemma 4.3.3
but using the test function

o = wj\_OJrngSO%% in Z:/\0-‘1-7'
0 in RV \ Xy 4

Thus we recover the first inequality in (4.3.23), which immediately gives,
forany 0 <7< 7T

(4.3.24)

N+2 2 -2, + )2
|Vw |2d:v§2/ v? T (w )= dx
/EAO+T\K Aot N =2 Txg+r\K Aot
2 2
N +2 o\ -\
§27+ / v dx / (w;\ro+7)2 dx
N -2 2)\0+7—\K EAOJr‘r\K
N
N+2 -
§27+C2 v?" dx |Vw! | |*dx
N — S Ao+T
EA()JrT\K Z)\0+T\K

T and Vw;ro 4, are zero in a neighbourhood of K, by the above

sice w)\0+7_

_N
construction. Now we fix § < % [2%0@} * and we observe that with this

choice we have

2
N +2 . Mo
27+C§ / v?" dx < -, VOo<7t<T
N =2 Exg+r \K 2
which plugged into (4.3.24) implies that / ]Vw;\ro +T]2 dx = 0 for every
ZA0+T\

0 <7 < 7. Hence / |Vfw;f0+7|2d:1: = 0 for every 0 < 7 < T, since
z:/\0+'r'
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Vw;fo - is zero in a neighborhood of K. The latter and Lemma 4.3.3 imply

that w;\rOJrT = 0 on X),4r for every 0 < 7 < 7 and thus v < vy,4, in
Eao+r \ Rag+r(I* U {0}) for every 0 < 7 < 7 . Which proves the claim of
Step 2.

Step 3: conclusion. The symmetry of the Kelvin transform v follows now
performing the moving planes method in the opposite direction. The fact
that that v is symmetric w.r.t. the hyperplane {x; = 0} implies the sym-
metry of the solution w w.r.t. the hyperplane {z; = 0}. The last claim
then follows by the invariance of the considered problem with respect to
isometries (translations and rotations).

0

PROOF OF COROLLARY 4.0.6. The function v(z) = u(xz + zo) satisfies
the assumptions of Theorem 4.0.5 with I' = {0}. An application of Theorem
4.0.5 yields that v is symmetric with respect to every hyperplane through
the origin and so the original solution u must be radially symmetric with
respect to xg. This proves item (i). Since item (ii) is a special case of item
(iii) with & = 1, we need only to prove item (iii). To this end we observe that,
up to an isometry, we can suppose that the affine k—dimensional subspace
is {xg41 = ... = oy = 0}. Therefore, we can apply Theorem 4.0.5 to
get that u is symmetric with respect to each hyperplane of RV containing
{zp41 = ... = xxy = 0}; i.e., u is invariant with respect to every rotation of
RN which leaves invariant the set {zz 1 = ... =y = 0}. Note that we can
apply Theorem 4.0.3 since any affine k—dimensional subspace of R, with
1 <k < N — 2, has zero 2-capacity in R (and so Cap,(T') = 0).

RN

0






Monotonicity and symmetry of singular solutions
to quasilinear problems

In this chapter we consider the problem

—Apu= f(u) inQ\T
(5.0.1) u>0 in Q\T
u=20 on 01},

in a bounded smooth domain Q@ C RY and p > 1. The solution u has a
possible singularity on the critical set I' and in fact we shall only assume
that u is of class C' far from the critical set. Therefore the equation is
understood as in the following

DEFINITION 5.0.1. We say that u € C*(Q\T) is a solution to (5.0.1) if
u=0 on 0 and

(5.0.2) /Q \VulP~(Vu, V) dr = /Qf(u)godx Vo e CHQ\T).

The purpose of this chapter is to investigate symmetry and monotonicity
properties of the solutions when the domain is assumed to have symmetry
properties. This issue is well understood in the semilinear case p = 2 when
' = (). The symmetry of the solutions in this case can be deduced by the
celebrated moving planes method, see [1, 12, 68, |. In [50, | and in
Chapter 4 the moving planes procedure has been adapted to the case when
the singular set has zero capacity, in the semilinear setting p = 2.

As remarked in the introduction, here we extend the result obtained in
Chapter 4 in bounded domains to singular solutions of problem (5.0.1). We
prefer to start the presentation of our results with the case p > 2. We have
the following:

THEOREM 5.0.2. Let p > 2 and let u € C1(Q\T) be a solution to (5.0.1)
and assume that f is locally Lipschitz continuous with f(s) > 0 for s > 0,
namely assume (A? ). If Q is conver and symmetric with respect to the

x1-direction, T is closed with Cap,(T') = 0, namely let us assume (A}), and
Fc{zeQ: z =0},

then it follows that w is symmetric with respect to the hyperplane {x1 = 0}
and increasing in the x1-direction in QN {x; < 0}.

Although the technique that we will develop to prove Theorem 5.0.2
works for any p > 2, the result is stated for 2 < p < N since there are no
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sets of zero p-capacity when p > N.

Surprisingly, as we explained in the introduction, the case 1 < p < 2 presents
more difficulties related to the fact that the operator may degenerate near
the critical set even if p < 2. We will therefore need an accurate analysis
on the behaviour of the gradient of the solution near I'. We carry out such
analysis exploiting the results of [100] (therefore we shall require a growth
assumption on the nonlinearity) and a blow up argument. The result is the
following;:

THEOREM 5.0.3. Let 1 < p < 2 and let u € C*(Q\T) be a solution to
(5.0.1) and assume that f is locally Lipschitz continuous with f(s) > 0 for
s > 0 and has subcritical growth, namely let us assume (A}) Assume that

T is closed and that T = {0} for N =2, while T C M for some compact C*?

submanifold M of dimension m < N —k, with k > § for N > 2, see (AL).

Then, if Q is convexr and symmetric with respect to the x1-direction and
Frc{ze: z =0},

it follows that u is symmetric with respect to the hyperplane {x; = 0} and
increasing in the xi-direction in QN {z1 < 0}.

5.1. Notations and technical results

Notation. Generic fixed and numerical constants will be denoted by C
(with subscript in some case) and they will be allowed to vary within a
single line or formula. By |A| we will denote the Lebesgue measure of a
measurable set A.

As we did in the previous chapter, we fix some standard notations in the
moving planes method. For a real number A we set

(5.1.1) QA:{I’EQ:xl <)\}

(5.1.2) 1‘,\:R)\(1') = (2)\—1'1,.%'2,...,.%]\[)

which is the reflection through the hyperplane Ty := {z € RV : 2; = \}.
Also let

(5.1.3) a= IlIelg xq.

Finally we set
(5.1.4) ux(x) = u(zy).

We recall also the definition of p-capacity of a compact set A C RY. For
1 < p < N we define Cap,,(A) as
(5.1.5)

Cap,,(A) := inf {/ |Vp|Pdz < +o00 : p € CP(RY) and ¢ > XA} ,
RN

where ys denotes the characteristic function of a set S. By the invariance
under reflections of (5.1.5), it follows that

(5.1.6) Cap,(T') = Cap, (Rx(T)).
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Moreover it can be shown that, if Cap,(RA(I')) = 0, then we have that
(5.1.7) Cap) (RA(I")) =0,

where D C RY denotes a bounded subset and with Cap)’(A) (4 C D a
compact set of RY ) we mean

Cap;,)(A) = inf{/ IVeplPde < +00 : p € CX(D) and SOZXA}-
D

Let £ > 0 small and let B2 be a e-neighborhood of Ry(T") . From (5.1.6)
and (5.1.7) it follows that there exists . € C°(B2) such that ¢. > 1 on
XRy(T) and

/ |Vpe|Pdr < €.
BA

To carry on our analysis we need to construct a function 1. € WHP(€) (see
Figure 1) such that ¢ = 1 in Q\ B2, 1. = 0 in a é.-neighborhood Bg‘g of
Ry (T') (with . < €) and such that

(5.1.8) / |V |Pdz < Ce,
B2

for some positive constant C' that does not depend on . To construct such
a test function we consider the real functions 7 : R — ]R(J{ and g : Rg — Rg
defined by

(5.1.9)

T(s) :== max{0;min{s;1}}, s € R and g(s) := max{0;—2s+ 1}, s € R}.

Finally we set

(5.1.10) Ve(x) = g(T(pe()))-
By the definitions (5.1.9), it follows that 1. satisfies (5.1.8).

Ty

FIGURE 1. The cutoff function ..

To simplify the presentation we summarize the assumptions of the main
results as follows:
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(A}) For 1 < p < 2 we assume that f is locally Lipschitz continuous so
that, for any 0 < t,s < M, there exists a positive constant Ky = K(M)
such that
[f(s) = F(O)] < Kyls — 1.
Moreover f(s) >0 for s >0 and
t
m 0] =1¢€ (0,+00).

t—+oco t4

for some q € R such that p—1 < g < p* — 1, where p* = Np/(N — p).

(A?c) For p > 2 we only assume that f is locally Lipscitz continuous so
that, for 0 < t,s < M there exists a positive constant Ky = K¢(M) such
that

[f(s) = f(B)] < Kyls —t].

Furthermore f(s) >0 for s > 0.

(AL). For1 <p<2and N = 2 we assume that ' = {0}, while for 1 < p < 2
and N > 2 we assume that T C M for some compact C? submanifold M of
dimension m < N — k, with k > %

(A2). For2<p< N and N > 2, we assume that I closed and such that
Cap,(T") = 0.

REMARK 5.1.1. We want just to remark that in the case 1 < p < 2 and
N > 2 if T C M for some compact C? submanifold M of dimension m <
N —k then Cap,(I') = 0. In this case we consider Be a tubular neighborhood
of radius € of M, i.e.

B :={xeQ : dist(x, M) < e},

with € > 0 sufficiently small so that M has the unique nearest point prop-
erty in the neighborhood of M of radius €. We may and do also assume
that Fermi coordinates are well defined in such neighborhood, see e.g. [98].
Therefore, using the defintion (5.1.5) above, it can be shown that Cap,,(I') =
0.

In the following we will exploit the fact that uy (in the sense of Definition
5.0.1) is a solution to

(5.1.11)
VP A (Var, Vo) do = [ flu)eds Vo € CHEA@\RAT)).
Ry\(Q) RA\(Q)
We set
(5.1.12) wy(z) = (u—uy)(x), z€Qy\RA().

LEMMA 5.1.2. Let p > 1 and let u and uy be solutions to (5.0.2) and
(5.1.11) respectively and let f : R — R be a locally Lipschitz continuous
function. Let us assume I' C Q closed and such that

Cap,(I') = 0.
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Let a be defined as in (5.1.3) and a < A < 0. Then

/ (V] + [Vaur P2Vt 2 de < Cp, Al ()

Qx

PROOF. In all the proof, according to our assumptions, we assume that
0 <t,s < M, there exists a positive constant Ky = K¢(M) such that

[f(s) = f(B)] < Kyls —t].

For 1) defined as in (5.1.10), we consider
e = wy Y0, -

By standard arguments, since wy < |[Jul|f(q,) (recall that in particular

u € C(Q\T)) and by construction 0 < 1. < 1, we have that ¢, € Wol’p(Q)\).
By a density argument we use ¢. as test function in (5.0.2) and (5.1.11).
Subtracting we get

/ (|VulP~2Vu — |[Vuy|P~2Vuy, Vw )P da

Qx

(5.1.13) +p/ (|Vul[P2Vu — [Vuy P2 Vuy, Vi )y~ w do
Qx
- | () = fufvras

Now it is useful to split the set {2y as the union of two disjoint subsets A\
and B, such that ) = A\ U B). In particular, for C > 1 that will be fixed
large, we set

Ay ={z € Qy : |Vuy(z)| < C|Vu(z)|}
and
By={z €y : [Vux(z)| > C|Vu(z)]}.

Then it follows that
- By the definition of Ay it follows that there exists C' such that

(5.1.14) |Vu| + [Vuy| < C|Vul.

- By the definition of the set By and standard triangular inequalities,
we can deduce the existence of a positive constant C such that

1 .
(5.1.15) 5|Vu)\\ < |Vuy| — |Vu| < [Vwy| < |Vuy| + [Vu| < C|Vuy.

We distinguish two cases:
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Case 1: 1 < p < 2. From (5.1.13), using (1.0.2) and (A}) we have

(5.1.16)
o / IVl Vur| P2 [V} 242 da
Qx

g/ (\Vu|p72Vu—|Vu,\|p72vuz\7vw;)¢§dx
Qx

<p/ HVu|p_2Vu— |Vu)\|p_2Vu,\‘ |V¢E‘w§_1w;— dx
Qx

flu) = f(wy)
Q U —ux

< pCy /Q Vet P [Vl wd de + K /Q (w})22 do
A

A

+ (w)?yP da

< C(I1 +12) e . WP dz,

where
Bim [Vl et de
Ay
and

Iy ::/ IVwi P~ Ve [P~ da,
B

and C' = C(p, A, ||lull = (q,)) is a positive constant.
Step 1: Evaluation of I;. Using Young’s inequality and (5.1.14), we have

(5.1.17)
L— / Vet [PVt da
Ay

P

< ( / vz d:c> ’ ( / A |w€|p<w;>"dx>p

P

< ( / (9l Vet d:c) ’ ( / V6P dx) ’
<(¢f A vapozas) " ([ A Vol i)

) e ) 5
SC(/QJVUI da:) </QA|V1/JE\ da:) ,

where C' = C(p, A, ||lul[ = (q,)) is a positive constant.
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Step 2: FEwvaluation of Is. Using the weighted Young’s inequality and
(5.1.15) we get

- / Vet PVt da

Bx
§(5/ [Vwy [Py dx
B
1
+ = 5 \Vz/Jg]p(wA P dx

<5 / (|w - IVua)P? (V] + [Vua))? 42 da
B

1
5 |V¢6 ’p(w,\ )P dx
(5.1.18) <5c? / <|Vu|+|Vux|>p—2\w|2w§d:c
Bx
1
t5 ) vty

§504/B (V| + [Varl)P~2|Vao} [P da
A

1
+ = 5 |V¢5]p(w/\ )P dx

gac/ (\w V)2 Vs 242 do
Qx

C
+ — 5 |V@ZJ€\ dx,

where C' = C(p, A, |[ul| L (q,)) is a positive constant. Finally, using (5.1.16),
(5.1.17) and (5.1.18), we obtain

/ (V] + [Vunl)P~ Vs 242 da

Qx

< 50/ (V] + [Vur)P-2 Ve 262 da
Qx

+c</ \Vu|pdx)p;1</ﬂ \nglpda:>;

/ VodetC [ v,
5 O,

(5.1.19)

for some positive constant C' = C(p, A, [|ul| L (q,))-
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Case 2: p > 2. From (5.1.13), using (1.0.2) and (A ) we have

01/ (V] + [Vur)P2| Ve 242 da

Qx

§/ (\Vu|p_2Vu—|Vu,\|p_2VuA,Vw)f)@ZJ§dx

p/ (IVul[P2Vu — |[Vuy [P 2Vuy, Vi )y~ wi do
Qx

+ [ () - st
Sp/ [[VuP=2Vu — [Vup P2 Vus | [Vl wy da
Qx
fw) = fua)

Qx U —uy

+ (w})?yL do

(5.1.20)
<pCo [ (Vul+ [Fus) 2 Vu| (Voo uf da
Qx
+E; [ wi)urde
Qx
= pCy / (V| + [Vur )2V | [Vl i da
Ax
o) / (IVul + |Vus )2V} | [Veelp?Lw da
By
+Kf/ (wy)*y2 da
Qx
< C<11 +12) +C | YPdz,
Qx
where
b= / (IVul + [Vux )P Vwy | [V |p? w] do
Ax
and

= [ (Vul+ (Va2 (Vo de
A

and C' = C(p, A, ||lull = (q,)) is a positive constant.
Step 1: Evaluation of I1. Using the weighted Young’s inequality we have

L— / (V] + (VP2V} | [Vabelg? " de

Ay

< 5/ (IVu| + [Vual)P 2| Ve P2 da
Ax

1 _ _
+5 [ (Tul+ [Vua P29 Pz da.
A
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Using (5.1.14) and Hélder inequality, we obtain

L<o / (V] + [Vur))P-2|Vawf 242 da
Ax

év-2

T3

/A Vul 2V P22 (w} )2 da
A

< 5/ (V| + [Vaun|)P~2 Ve P2 da
A

(5.1.21) CA pe 2
P P
+ 5 (/ |Vu|Py? dw) (/ |V1/)E|p(w;\r)p dx)
A)\ A)\
< / (IVul + [Vus P2 Voot 62 da
C p—2 2
+= (/ yvu|de> ’ (/ \Vwelpda;)P,
Qx Qx

with C = C(p, A, [[ul| L (q,)) i a positive constant.
Step 2: Evaluation of I>. By the weighted Young’s inequality

I := / (IVul + [Vur )P~ Vel | [Vebe|g? wf da
By

Iszl” (wy) do

1
<5/ (V| + [Vun|) 55 |V 727 wrdet s [

:5/ (1Vul + [Vur]) 5 [Vt | |Vw+|*‘2wpdx
B

1
+ = 5 lvwa\p(w)\ )P du.

Using (5.1.15) and noticing that

p
(p—1)

we obtain the following estimate

-2 <0,

(5.1.22)
. (p— )(P+ )
I, < 6C

|V¢slp (wy)P da

1
/ [Vur P2 |V 2P do + 5
Bx

<50 [ (Vul + [Vur)P 2Vt Pep de + S / VP da
B 5 By

<50 [ (Vul+ [Vur)P 2|V 2e? do + & / VP da,
Q) 6 Qx

with C' = C(p, ||ul|L=(q,))- In the second line of (5.1.22) we exploited the
fact that, since p > 2 then

[Vup [P~ < ([Vul + [Vuy )P
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Collecting (5.1.20), (5.1.21) and (5.1.22) we deduce that

/ (V] + [Vur))P 2| Ve 242 de
Qy

< 50/ (V] + [Vu P2 Vet Po? da
Q
(5.1.23) ’ -

—i—% </ﬂA |Vupda;>p </QA ]Vl/}a|pdx>p

C
+/ |Vi)e|P dx + C PP dx,
d Ja, Qy

for some positive constant C' = C(p, A, [|ul| L (q,))-

For ¢ small, from (5.1.19) and (5.1.23), using (5.1.8) and the fact that
for A < 0 the solution u € WHP(Q,), letting ¢ — 0 by Fatou’s Lemma we
obtain

/Q (V] + [Vus P2Vt 2 de < C(p, A ull o)),
A

concluding the proof.
OJ

5.2. Symmetry and monotonicity results in the singular and in
the degenerate case

We recall the fact that uy (in the sense of Definition 5.0.1) is a solution to
(5.2.1)

[ VPV Velds = [ feds Yo CHAO@\RD),
RA(Q) RA ()
We set

wx(z) = (u—uy)(z), z€Q\(TURLT)).
Since in the following we will exploit weighted Sobolev inequalities, it is
convenient to set weight

(5.2.2) 0 := |VulP~? = |Vul>P.

| —

We have the following

LEMMA 5.2.1. Let 1 < p < 2. Under the same assumption of Theorem
5.0.3, define
Qf == QN supp (wi).
Then
(5.2.3) |Vu>? € LY(R)\(Q))),
N
for some t > 5.

PROOF. By definition of Qj\r we have

ol ety = lall ety < lll gty < CON ullzmqay)-



5.2 Symmetry and monotonicity results 129

Taking zo € R\ (2)) \ T, we set:
(5.2.4) g(x) :=u(dr + xp) in B% (0),

where d := dist(zo,"). Since u is a solution (in the sense of Definition 5.0.1)
to (5.0.1), we deduce that for any ¢ € C}(Bj /2(0))

(5.2.5)

/ Vgl (Vg, V) da
B4 (0)

=t / |Vu(dx + 20)[P~2(Vu(dz + x0), Vi) dz
B1(0)
2

— g /B . V()P (vu@:),v (gp (“”” _Clm))) da

d
2

_ dpn/B o Flu(@))e (‘T _dxo> d

d
2

=dP /B%(O) fu(dx + xo))p(x) dx

- / c(x)(g(x))P p(z) dw,
B%(O)

with

f(u(dz + 20))
5.2.6 =dP .
(5:2.6) () w1 (dz + o)
From (5.2.5) we deduce that in distributional sense

~A,g = c(x)g" ' in B%(O).

On the other hand u as well (in distributional sense) is a positive solution
to —Apu = f(u) in Bg(zo). Therefore using [100, Theorem 3.1] we have

(5.2.7) 0<u(z) <C(+d a77),
where C' = C(f,n,p) > 0. By (5.2.6), using (A}) we have
(5.2.8) c(x) = CdP(1 + udti=P),

with C' = C(l,p, Ky) is a positive constant. Finally, collecting (5.2.7) and
(5.2.8) we deduce

clx) <CdP(1+dP)<C,

with C = C(f,l,N,p,q,K,Q). Hence c(x) € LOO(B1/2(0)). By | , The-
orem 7.2.1], recalling (5.2.4), for every x € B 3(0) it follows
(5.2.9) g(x) < sup g(z)

JSEB% (0)

<Cy inf < Cyg(0) < C
< er%(o)g(w)_ 19(0) <



130 Monotonicity and symmetry of singular solutions

where C'= C(f,l,N,p,q, K7,Q) is a positive constant. Hence g is bounded
in By /3(0) and as consequence, see e.g. [46, ]

g€ C (B, (0).
Then there exists a positive constant C' = C(N, p, A, [|ul[ o (q,)) such that
Vg(@)| <C Vo e Ba(0).
By (5.2.4) it follows
d|Vu(dz + z9)| < C Vz € B%(O),

namely

(5.2.10) |Vul| < in B% (o).

Using (AL), we can consider B: a tubular neighborhood of radius ¢ of M,
ie.

B.:={reQ : dist(z, M) < &}

We now exploit an integration in Fermi coordinates,see e.g. [98]. We indi-
cate a point of B via the coordinate (o, z)" where o is the variable describing
the manifold M and 2z’ € R¥ is the Euclidean variable on the normal sec-
tion. For o fixed, D, will stand for the normal section at o. By (5.2.10),
and passing to polar coordinates we obtain

(5.2.11)

/ (\Vu]Q_p)t dz :/ (!Vu\z_p)t dx +/ (\Vu]z_p)t dx
RA(Q)) RA(Q)\Be B

<C+C da/ (IVul>?)" da’
M D,

&€
1
= C(N7p’ )\’ ||u||L°°(Q>\)) + CEl’

with
© 1

if t <k/(2—p), recalling that 1 < p < 2. Hence, since k > N/2, inequality

(5.2.12) holds for some
te N _k
2°2—-p)’

being 2k > N (2 — p) under our assumption. O

Let us now set
2y = {z € W\ Ra(T) | Vu(z) = Vuy(x) = 0},

We have the following
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LEMMA 5.2.2. Let u be a solution to (5.0.2) with f: R — R be a locally
Lipschitz function such that f(s) > 0 for s > 0. Leta < XA < 0. If
Cx C U\ (RA(T)U Zy) is a connected component of 2y \ (RA(T') U Zy)
and u = uy in Cy, then

Cy=0.

PRrROOF. Let
C:.=Cy\U R,\(C)\).

Arguing by contradiction we assume C # (). Now for ¢ > 0, we define

he(t) : RS — R as
Ge(t) .
he(y=4 T 00
0 ift =0,

where Ge(t) = (2t — 2e)x[c,24(t) + tX[22,00)(t) for t > 0. Moreover we
consider the cut-off function 1. on the set I' U Ry(I") defined in a similar
way as in (5.1.10). Hence we define the test function

Pe 1= hs(|vul)¢52XC-

We point out that the suppy. C C' and therefore we can use it as test
function in (5.0.2). We obtain

0< / F)he([Vul 2 dr = / Vul?(Vu, V| Vul)KL([Val 42 da
C

2/ |VulP~2(Vu, Vb ) he (|Vu| ). d.
C

Using Schwarz inequality, observing that

he(t) <1 and hL(t) < 2/e,

we obtain
5213
Ge(|Vul)
0
< / ) 2 e
<2 vup-2 D2l a2 [ [Fup Ty do
Cn{e<|Vu|<2¢e}

<if IVl 2Dl do + 2 [ [TuP e do
Cn{e<|Vu|<2¢e} C

p=1 1
<a [ a0t dos2 ([ vapae) T ([ vora)”
C C C

where A; := C'N{e < |Vu| < 2¢}. Now we note that by the definition of
the region C' and because u = u) in C'y, then the solution u is bounded and
C1® by classical regularity results. Moreover

VulP~2| D?ullZxa. < |VulP~2||D?ul|

and |Vul[P~2||D?u|| € L'(C) by [37] (see also [$8, Lemma 5] for details). Tt is
important to note that the regularity of the solution in Ry (C)) is induced by
symmetry by the regularity in Cy. Noticing that |Vu|P~2||D?ul[¢2xa. — 0
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as ¢ goes to 0, then letting ¢ — 0 in (5.2.13), by Dominated Convergence
Theorem and (5.1.8) it follows

O</f(u)da:§0,
C

and this gives a contradiction. Hence C = ().
OJ

PROOF OF THEOREM 5.0.3. Since the singular set I' is contained in the
hyperplane {z; = 0}, then the moving planes procedure can be started in
the standard way (see e.g [35, 36, 37]) and, for a < A < a+ o with o > 0
small, we have that wy < 0 in Q) (see (5.1.12)) by the weak comparison
principle in small domains. Note that the crucial point here is that wy has
a singularity at I" and at R)(I'). For A close to a the singularity does not
play a role. To proceed further we define

A ={a<A<0:u<u in Q\ R(T) for all t € (a, A]}

and \g = sup Ag, since we proved above that Ag is not empty. To prove our
result we have to show that \g = 0. To do this we assume that \g < 0 and
we reach a contradiction by proving that u < uy 4, in Qy 17 \ Ryy4-(I) for
any 0 < 7 < 7 for some small 7 > 0. We remark that |Z),| = 0, see [37].
Let us take Ay, C ), be an open set such that Z,, N2y, C Ay, CC Q.
Such set exists by Hopf lemma (see Chapter 1). Moreover note that, since
|Zx,] = 0, we can take A), of arbitrarily small measure. By continuity we
know that v < uy, in Qy, \ Ry,(I'). We can exploit the strong comparison
principle, see e.g. [103, Theorem 2.5.2] or Chapter 1, to get that, in any
connected component of Qy, \ Z),, we have

u < uy, or U= uy,.

The case u = u), in some connected component Cy, of Qy, \ Z,, is not
possible, since by symmetry, it would imply the existence of a local symmetry
phenomenon and consequently that ©Q \ Z), would be not connected, in
spite of what we proved in Lemma 5.2.2. Hence we deduce that u < uy, in
2y, \ R (I"). Therefore, given a compact set K C Qy, \ (Ry,(I') UA),), by
uniform continuity we can ensure that v < uy,4+, in K for any 0 <7 < 7
for some small 7 > 0. Note that to do this we implicitly assume, with no
loss of generality, that Ry, (I") remains bounded away from K. Arguing in a
similar way as in Lemma 5.1.2, we consider

(5.2.14) pe = wi | VPxa,, .-

By density arguments as above, we plug . as test function in (5.0.2) and
(5.2.1) so that, subtracting, we get
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(5.2.15)
i TS (P, Va0t o
Ao+T

+p / (IVulP~*Vu = [Vusgsr [P Vrggr, V)P 0} L da
Q>\0+T\K

- / (f(u) = Flur)wh, 42 do.
Q/\O+T\K

Now we split the set Q2,4+, \ K as the union of two disjoint subsets Ay +r
and By, such that Qy,4 \ K = Ay 4+ U By,+-. In particular, for C' > 1,
we set

Argir = {2 € Dayir \ K ¢ [Vitrgsr (2)] < C[Vu(@)])

and

Brgsr = {2 € Dir \K ¢ [Vargsr ()] > C|Vu(a)]}.

From (5.2.15), using (1.0.2) and (A}c), repeating verbatim arguments in
(5.1.16), (5.1.17) and in (5.1.18) we have

/Q Tl Vg2, Pt da
Ag+T

<0C (IVul + [Vurg - )P 2V, | PoE de
Q>\0+T\K

+C </ |Vu|pdx>p </ |Vw5pda:>p
Qx Qx

C
= |V, |P da + Kf/ (wi. )P da,

"5
Q)\0+T\K Q/\O-Q—'r

for some positive constant C' = C(p, A, ||ul[L~(q,,,))- Taking 6 > 0 suffi-

ciently small and using (A}), as we did above passing to the limit for e — 0
we obtain

(5.2.16)

(Val + (Vg P29, P < ORy [ ()2

Q>\0+T\K QA()+T\K
Now we set
p—2
0:= (1 + \Vu|2 + |Vu,\|2) 2

in order to exploit the weighted Sobolev inequality from [124] (see also
Chapter 1). The results of [124] apply if o € L!'(Q,) and

1
*ELtQ)\,
, L)
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for some t > n/2. In particular, Hj ,(Q') (see [37, ]) coincides with the
closure of C°(Q') with respect to the norm

1
2
fuly = Vel = ( [ elVuPao)

and it holds that

HwHLQZ(Q,) < CS|VU}‘HL2(Q/7Q) for any w € H&’Q(Q’),
where
1 14 1 1

25 2 t n

Note that
2-p

(5.2.17) (1+ [Vul> + [Vurg1-?) 2 < Ki + Ko|Vuyrg -7,
in Q;\*‘O +r 1= Qyg4r Nsupp (w;\*‘0 JrT), where K7 and K> are positive constants

depending only on p and on HuHCl(QMH). By Lemma 5.2.1 and (5.2.17), we
deduce that

1 2-p

E = (1 + |vu|2 + |vu)\o+7’2) *e Lt(Q)\o-i-T)a

for some ¢t > n/2 and this allows us to use the above mentioned results of
[124]. We shall use the fact that

_ 2-p 2=p
(IVul + [Vurgs-])* 7 <277 (|Vul® + [Vurgi,[*) 2
(5.2.18) -

2

2
<27 (14 |Vul? + [Vurg-|?)

In particular, by (5.2.18), Holder inequality and weighted Sobolev inequality,
in (5.2.16), we obtain

(5.2.19)
27
[ vl Pae <2 [ (Ul [Vug Vg, P
Q)\OJr‘r /\0+T\K

§222PCKf/ (wi . )?dw

Wro+r

Q)\0+T\K
2
2*
)/ + 9% 4
/ (w)\0+7') ¢ dx
Qg+ \K

2
<2 CK (e \KI) [ alVu, P

Qg+ \K

[

rc*‘“

2% CK 4l Qg4 \ K| 2

IA

where Cp(+) tends to zero if the measure of the domain tends to zero. For 7
small and K large, we may assume that

2— 1
273" OK1Cy(1Q4r \ K1) < 3

so that by (5.2.19), we deduce that

/ Q|Vfwj\'0+7|2 dx = / Q|ij\_o+,r|2 dx <0,
Q)\0+T Ao+ K
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proving that v < uy 4, in Qxg4r \ Rag+r(I) for any 0 < 7 < 7 for some
small 7 > 0. Such a contradiction shows that

Ao = 0.

Since the moving planes procedure can be performed in the same way but
in the opposite direction, then this proves the desired symmetry result. The
fact that the solution is increasing in the x;-direction in {z; < 0} is implicit

in the moving planes procedure.
O

PrOOF OF THEOREM 5.0.2. Arguing verbatim as in the previous case
up to (5.2.14), we consider

ot D
Pe 1= w)\0+7-w€XQ)\O+T

and by a density arguments, we plug it as test function in (5.0.2) and
(5.1.11). Subtracting, we get

(5.2.20)
i I N e I AL
Ao+T

+p/ (|VulP~2Vu — \VUAO+TIP_2Vu,\O+T, Vwa)ng‘leoJrT dx
QA0+T K

:/’ (F(w) — Flus))wi 02 dr.
Q)\0+T\K

Using the split
Angtr = {0 € e \K ¢ [Vangsr(@)] < C V()]
Bayir = {2 € Uuir \K & |Vuy,r(z)] > C|Vu(z)|},
from (5.2.20), using (1.().2),(Afc) and arguing as in Lemma 5.1.2, we obtain

[; Tl P 210, Pt
Ao+T

<oC (IVul + [Vury )P 2Vl | [Py2 da
Qg+ \K
p—2

. p :
+ = / |Vul? dz / Vb |P dx
0 Q>\0+T\K Q/\0+T\K
by [ (e
Q)\0+T\K

for some positive constant C' = C(p, A, [|ul[ o, +7))- As we did above
passing to the limit for ¢ — 0, by Fatou’s Lemma we obtain
(5.2.21)
/ (IVul + [Vurg P2V, [P dr < CK; / (wi )2 de.
QA()JrT\K QA0+T\K
In this case we have |Vu|P~2 < (|Vu|+|Vuyy - |)P~2 since p > 2. Then we set
0 := |Vu|P~2 and we see that g is bounded in 2,1, hence o € L'(2) 1)
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By applying the weighted Poincaré inequality to (5.2.21), see [37, Theorem
1.2], we deduce that

(5.2.22)

‘/ meL+J%mwg/) (IVul + (Vs 4 P2Vt 2 da
Qko-‘rT\K Qko-&-T\K
< CKf/ (wj\rOJrT)2 dx
Qg+ \K

< CRC|sr \KD) [ olVu, [ de

Q)x0+7'
where C)(+) tends to zero if the measure of the domain tends to zero. For 7
small and K large, we may assume that

CKCy(|gr \ K1) <

N | =

so that by (5.2.22), we deduce that

/ Q|Vfwj\'0+7]2 dx = / Q|Vwi—0+7|2 dx <0,
Q)\0+T Ao+ K

proving that v < uy 4, in Qyy4r \ Rag+-(I) for any 0 < 7 < 7 for some
small 7 > 0. Such a contradiction shows that

Ao = 0.

Since the moving planes procedure can be performed in the same way but
in the opposite direction, then this proves the desired symmetry result. The
fact that the solution is increasing in the z1-direction in {x; < 0} is implicit

in the moving planes procedure.
O



Symmetry and monotonicity properties of singular
solutions to some cooperative semilinear elliptic
systems involving critical nonlinearities

The aim of this chapter is to investigate symmetry and monotonicity
properties of singular solutions to some semilinear elliptic systems in such
a way to find a generalization of the results presented in Chapter 4. In the
first part we consider the following semilinear elliptic system

—Au; = fi(u1,...,up) in Q\T

(6.0.1) u; > 0 in Q\T
u; =0 on 0f)
where  is a bounded smooth domain of RY with N > 2 and i = 1,....,m
(m > 2).
Motivated by [83], through all the chapter, we assume that the following

hypotheses (denoted by (Sy,) in the sequel) hold:

(Sg,) (1) f; : R — R are assumed to be C! functions for every i =
1,...,m.
(ii) The functions f; (1 < i < m) are assumed to satisfy the mono-
tonicity (also known as cooperative) conditions

%(tl,...,tj,...,tm) >0 for i#£74, 1<4i,7<m.
ot
In this chapter the case of singular nonlinearities for systems is not
included, while it was considered in the case of scalar equations, see [50] or
chapter 4; about these problems we have also to mention the pioneering work
of Crandall, Rabinowitz and Tartar [31] and also [17, 24, 52, 82, | for

the scalar case. It would be interesting to consider in future projects a more
general class of nonlinearities. Since we want to consider singular solutions,
the natural assumption is

u; € HL (Q\T)NC(Q\T) Vi=1,...m

and thus the system is understood in the following sense:

(6.0.2) /(Vui,chi) dr = / filug, g,y ooy )i da Yo; € Cg(Q \T)
Q Q
for every i = 1,...,m.

REMARK 6.0.1. Note that, by the assumption (Sy,), the right hand side
in the system (6.0.2) is locally bounded. Therefore, by standard elliptic reg-
ularity theory, it follows that

u; € CLY(Q\T),
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where 0 < a < 1. We remark that, in 1968, E. De Giorgi provided a
counterexample showing that the scalar case is special and the regularity
theory does not work in general for elliptic systems, see [44], but in the case
of equations involving Laplace operator, Schauder theory is still applicable.

Under the previous assumptions we can prove the following result:

THEOREM 6.0.2. Let Q) be a convexr domain which is symmetric with re-
spect to the hyperplane {x1 = 0} and let (uq, ..., un,) be a solution to (6.0.1),
where u; € HE (Q\T)NC(Q\T) for every i =1,...,m. Assume that each
fi fulfills (Sy,). Assume also that T is a point if N = 2 while T is closed and
such that

CapQ (F) = 07

if N > 3. Then, if I C {z1 = 0}, it follows that u; is symmetric with
respect to the hyperplane {x1 = 0} and increasing in the xi-direction in
QN {zy <0}, for every i =1,...,m. Furthermore

Opyu; >0 in QN{x; <0},
for everyt=1,...,m.

The technique developed in the case of bounded domains, see [50, 51,

] (see also [91] for the nonlocal setting) is very powerful and can be
adapted to some cooperative systems in R involving critical nonlinearity.
Our aim is to study qualitative properties of singular solutions to the fol-
lowing m x m system of equations

m
—Au; = E aiju? 1 in RN\ T,
i=1

(6.0.3)

u; >0 in RV\T,
where i = 1,...,m, m > 2, N > 3 and the matrix A := (aj;)i j=1,..m is
symmetric and such that

m
(6.0.4) Z aj; = 1for every i = 1,...,m.

j=1
This kind of system, with I' = ), was studied by Mitidieri in [89, 90]
considering the case m = 2, A = (1) (1)> and it is known in the literature

as nonlinearity belonging to the critical hyperbola.
As remarked above the natural assumption is

u; € HEL (RV\T) Vi=1,..,m

and thus the system is understood in the following sense:
m
(6.0.5) / (Vui, Vi) de = Zaij/ u¥ lojde Vo€ CLRV\T)
RN j=1 RN

for every i = 1, ..., m.
What we are going to show is the following result:
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THEOREM 6.0.3. Let N >3 and let (uy, ..., um) be a solution to (6.0.3),
where u; € HE (RNV\T) for every i =1,...,m. Assume that the matriz A =
(aij)ij=1,..m, defined above, is symmetric, a;; > 0 for every i,j = 1,...,m
and it satisfies (6.0.4). Moreover at least one of u; has a non-removable'
stngularity in the singular set I', where I' is a closed and proper subset of
{x1 = 0} such that

Cap2 (F) =0.

Then, all u; are symmetric with respect to the hyperplane {1 = 0}. The
same conclusion is true if {x1 = 0} is replaced by any affine hyperplane.
If at least one of u; has only a non-removable singularity at the origin for
every i = 1,...,m, then each u; is radially symmetric about the origin and
radially decreasing.

Another interesting elliptic system involving Sobolev critical exponents
is the following one:

—Au =u? 4 %ua_lvﬁ in RV\T
(6.0.6) —Av =¥ty éu%ﬁ*l in RV\T
u,v >0 in RN \ T,

where o, 3 > 1, a+ = 2* ::% (N >3)

The solutions to (6.0.6) are solitary waves for a system of coupled Gross—
Pitaevskii equations.

We prove the following:

THEOREM 6.0.4. Let N =3 or N = 4 and let (u,v) € HL (RV\T) x
H! (RN\T) be a solution to (6.0.6). Assume that the solution (u,v) has
a non-removable’ singularity in the singular set T, where T' is a closed and
proper subset of {x1 = 0} such that
Cap,(I') = 0.

RN
Moreover let us assume that a, 8 > 2 and that holds oo + 8 = 2*. Then,
u and v are symmetric with respect to the hyperplane {x; = 0}. The same
conclusion is true if {x1 = 0} is replaced by any affine hyperplane. If at least
one between u and v have only a non-removable singularity at the origin,
then (u,v) is radially symmetric about the origin and radially decreasing.

6.1. Notations

We need to fix some notations and since they are similar to the ones in-
troduced in the previous chapters, we recall someone of them for the reader’s

IHere we mean that the solution (u1, ..., um) does not admit a smooth extension all
over the whole space. Namely it is not possible to find a; € Hlloc(RN) with u; = 4; in
RN\ T, for some i = 1,...,m.

2As above, we mean that the solution (u,v) does not admit a smooth extension all
over the whole space. Namely it is not possible to find (%, 9) € HL . (RY) x HL (RY) with
u=adorv=0in RV\T.
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convenience. For a real number \ we set

(6.1.1) Q/\:{£U€Q:J:‘1 <)\}

(6.1.2) 3:,\:R)\(w) = (2)\—1'1,1'2,...,.26]\[)

which is the reflection through the hyperplane T} := {1 = A}. Also let
1. = inf x7.

(6.1.3) a = inf 2,

We define the functions
(6.1.4) wi ) = u; 0 Ry

and we recall that they are Lebesgue measurable on Ry (2). Similarly, Vu;
and Vu; \ are Lebesgue measurable on Q and Ry () respectively.

Recalling that I' is a point if N = 2 while I is closed with Cap,(I") =0
RN
if N > 3 by assumption, it follows that

Capy(Rx(I")) := inf {/ |Vel?dz < +o0 : ¢ >11in B}, ¢ € CEO(B?)} =0,
B2 B2

€

for some neighborhood By C B2 of R\(T'). From this, it follows that there
exists p. € C°(B2) such that ¢, > 1 in By and / |V |2dr < e.
BX

Now we construct a function ¥. € C%'(R¥,[0,1]) such that ¢. = 1
outside Bé‘, Y =0 in Bg and

/ | Ve |2da :/ Ve |2da < 4e.
RN B>

To this end we consider the following Lipschitz continuous function

1 if <0
Ti(s) =< —-2s4+1 if 0<s<i
0 if 32%
and we set
(6.1.5) Ve :=T1 0 @

where we have extended . by zero outside Bg‘ (see Figure 1). Clearly
Y. € COHRYN), 0 <. <1 and

/ Ve |2da < 4/ Ve |2da < 4e.

B2 B2

Now we set ) := 02 N T\. Hence Capy(yy) = 0, see e.g. [53] and
RN

Chapter 4. So, as in Chapter 4, Cap, (7)) = 0 for any open neighborhood of
TA

¥4

vx and then there exists o, € C°(Z?) such that ¢, > 1 in a neighborhood
T2 with vy C Z) C I). As above, we set

(6.1.6) ¢ =T oy

where we have extended ¢, by zero outside Z) (see Figure 2). Then, ¢, €
COLRN),0 < ¢, < 1,6, = 1 outside ), ¢, = 0 in Z and
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Ty

FIGURE 1. The cutoff function ..

/ Vo, |?dx :/ Vo, |?dx < 4/ |V, |*de < 4.
RN > >

FIGURE 2. The cutoff function ¢..

6.2. Symmetry and monotonicity results in bounded domains

Let us set

+
w;y = (Ui — ugx

)+
where i = 1,...,m. We will prove the result by showing that, actually, it
holds wj)\ =0fori=1,...,m. To prove this, we have to perform the moving
planes method.

In the following we will exploit the fact that (ug ), ...,u1 ) is a solution
to
(6.2.1)

A (Vuin, Vi) dr = ; fi(wr n, ug ns ey um ) pide - Yo € CHQN\RA(T))
A A
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for every i = 1,...,m, where Q := R)(Q).
Now we are ready to prove an essential tool that we will use to start the
moving planes procedure.

LEMMA 6.2.1. Under the assumptions of Theorem 6.0.2, let a < A < 0.
Then w;r/\ € H}(Qy) for everyi=1,...m and

m

" m
622 3 [ VehPde< 530+ CHlulieyl9.
=1 A =1

where |Q| denotes the N—dimensional Lebesque measure of Q and C; is a
positive constant only depending on f;.

PROOF. For 1) as in (6.1.5) and ¢, as in (6.1.6), we consider the func-
tions

;i = w:}\wg(lsz in Q)w
"o in RN\ Q,,

In view of the properties of ¢;, stated in Lemma 4.2.1, and a standard
density argument, we can use g; as test function in (6.0.2) and (6.2.1) so
that, subtracting, we get

(6.2.3)
| Vet Petetae = -2 | (Vuh, Veouledt ds
Qx

Qx

-2 / (Vuwily, Vérw )p2e, dr
Qn ’ ’

+ / [fi(Ul,UQ, 7um) - fi(ul,k7u2,)\v 7um,)\)]w:)\¢g¢z dzx.
Qx

Exploiting Young’s inequality in the right hand side of (6.2.3), we get that

(6.2.4)
1
| Vet Petetar < g [ Vel Putetde v [ 90wt da
a i, 4 Q)\ 1, o 1,

A

1
41 / IV, 222 dx + 4 / Vo, 2w )22 do
4 Q)\ ) Q)\ )

+ / [f’i(ubuZ? 7Um) - fi(ul,)\vuZ)\v 7Um,>\)]wl+,>\¢€2¢z dx.
Qx
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The last term of the right hand side of (6.2.4) can be rewritten as follows
(6.2.5)

[ U, ) = flun ety 0202 d
Qx
:/ [fi(ul,uQ, ...,um) — fi(’u,L)\,UQ, ,um)
Qx
+ filun a2, oo tm) = filunx, g xs ooy U 2w\ W26 d

:/ [fi(Ul,UQ,...,Um)—fz‘(u:[,)\,U/Q,...,Um)
Qx

+f¢(u1,>\,u2,...,um) 7fi(u1,>\au2,)\au3a"'aum)
+ fi(ul,AaUQ,)\au?)a aum) - fi(ul)\aul)\a ,Um,A)]w:)\@ZJgéﬁ dx.

Using the fact that f; are C! functions (Sy,) — (i) and they satisfy (Sy,) — (i),
by (6.2.5) we have

/ [fl'(ub U2y veey um) - fi(ul,)an,)\a ceey Um,A)]w:_)\lb?¢z dx
Qx

<3 oi(1)) / whwtp2e? do.
j=1

Now compiling all the previous estimates and exploiting Young’s inequality
in the right hand side of 6.2.6 we obtain

(6.2.6)

(6.2.7)
[ IwiPidan <8 [ Ve Luletde s | (96 Pl e
Q Qx

+m/ w2 y2e? da +202/ 22e2 da.
Adding all the equations of (6.0.3) we get
Z/ Vwi Y27 de < 82 </ Ve * (w67 da
(6.2.8) +/ Ve (wfy) 2 dw)
Q) ’
m m
+ 5> +0) [ wh) i
i=1 )
Taking into account the properties of 1. and ¢, we see that
(6.2.9) / (V| dx = / Ve | da < 4e,
Qx

QAN(B2\B3)

(6.2.10) / Vo, |*dr = / IV, |*dr < 4T,
Qx Q/\Q(I’\\I/\)
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which combined with 0 < ij < ug;, for every i = 1,...,m, immediately lead
to

) /Q Vuh P27 de <32( +7) D Juill oy
i=1 =1

m
t5 > 1+ C)uillF ooy 1€

i=1
By Fatou’s Lemma, as ¢ and 7 tend to zero, we have (6.2.2). To conclude we
note that p; — wx)\ in L2(Q), as € and 7 tend to zero, by definition of ; for
every i =1,....,m. Also, Vi — Vw;r/\ in L2(€2y), by (4.2.3). Therefore, w;’r/\
in H}(€2y), since ¢; € HE(2)) agairi by Lemma 4.2.1, for every i = 1,...,m,
which concludes the proof.
O

PROOF OF THEOREM 6.0.2. We define
A ={a<A<0:u; <wujy in O\ Ry(T') for all t € (a,\] and i=1,...,m}

and to start with the moving planes procedure, we have to prove that

Step 1 : Ag # 0. Fix \g € (a,0) such that Ry, (I") C Q°, then for every
a < A < Ag, we also have that Ry(I') C Q°. For any A in this set we consider,
on the domain €2, the function ¢; := ’U)Z_)\(b?.XQ)\, where ¢, is as in (6.1.6)
and we proceed as in the proof of Lemma 6.2.1. That is, by Lemma 4.2.1
and a density argument, we can use ; as test function in (6.0.2) and (6.2.1)
so that, subtracting, we get

(6.2.11)
/ V), [?¢7 do = —2 / Vw\Vérw], ¢ de
Q Qx

+ / [f’i(ulauaa 7um) - fi(ul,X,UQ,)\a "'7um,>\)]wi)\¢3' dr.
Qx

Exploiting Young’s inequality and the assumption (Sy,), then we get that

1
/ |ij/\|2<;53dx§/ Vw;r/\|2qbzda:+2/ Vo, 2 (w])?dx
Q0 ' 2 Qx ' Qx '

m
+ 0 42
+ Z C; / wiw; @7 da.
i=1 )
Taking into account the properties of ¢, we see that

(6.2.12)

| 1ol il e < lulfaay [ V6P de < Al T
Q QAN(TI\TD)

We therefore deduce that

Z/Q IVt Po2 do <167 |luil| (0,
=1 A =1
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By Fatou’s Lemma, as 7 tends to zero, we have

Z/ V[P < ’;Z(Hcf)/ (wi)? da
=1 i=
(6.2.13) “ ! ®
<5 +CACE ) [ Ve e,
=1 A

where C; ,(+) is the Poincaré constant (in the Poincaré inequality in H3(2,)).
Since C; p(2x) — 0 as A — a, we can find A\; € (a, Ag), such that
1
Cip(l)) < —/—— VA € (a, A1) and for every i = 1,...,m,
m(1+ C?)

so that by (6.2.13), we deduce that

/ IVwh[*dz <0 VA € (a, A1) and for every i =1, ...,m,
Oy '
proving that u; < w;y in Q) \ R\(I") for A close to a, which implies the
desired conclusion Ag # 0.
Now we can set
Ao = sup Ag.

Step 2: here we show that Ay = 0. To this end we assume that \y < 0 and
we reach a contradiction by proving that u; < u; xg+y in Qx40 \ Rag 40 (') for
any 0 < v < v for some small # > 0 and for every ¢ = 1, ..., m. By continuity
we know that u; < u;y, in Qy, \ Ry, (') for every i = 1,...,m. Since Q is
convex in the x;—direction and the set R),(I') lies in the hyperplane of
equation {z; = —2\o }, we see that ), \ Ry,(I') is open and connected.

Moreover, using (Sy,) — (i7) we have that

—A(Uz - ui,/\o) = f(u17 ,’I,Lm) - f(u17/\07 "'7um,)\0)
= [f(ulv 7um) - f(ul,)\m 7um)] + e
A (Ui ngs oo Um) — F(U1 Ay o> Umng )] < 0.

Therefore, by the strong maximum principle we deduce that u; < u; ), in
Qy, \ Ry, (T) and for every ¢ = 1,...,m.

Now, note that for K C Qy, \ Ry, ('), there is v = v(K,\g) > 0,
sufficiently small, such that K C Q) \ R)\(T') for every A\ € [Ag, \o + V.
Consequently u; and u; y are well defined on K for every A € [Ag, Ao + V]
and for every ¢ = 1, ..., m. Hence, by the uniform continuity of the functions
gi(x, \) := ui(x) —ui (2 — x1, ') on the compact set K x [Ag, \g + /] we can
ensure that K C Q4 \ Rxg+o(I') and u; < 4 zg4, in K forany 0 <v < v,

for some v = v(K, \g) > 0 small. Clearly we can also assume that v < %.

Let us consider 9. constructed in such a way that it vanishes in a neigh-
borhood of Ry,+,(I') and ¢, constructed in such a way it vanishes in a
neighborhood of vy 4, = 9Q N Ty 4,. As shown in the proof of Lemma
6.2.1, the functions

0 = w:)\0+y¢g¢72— in Q>\0+V
‘ 0 in RV \ Q4
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are such that ¢; — wj)\ﬁy in H&(QAOJH,), as € and 7 tend to zero. Moreover,
¢i € CO(Qy,+v) and @; =0, by Lemma 4.2.1, and ¢; = 0 on an open
neighborhood of K, by the above argument. Therefore, p; € Hy(Qng4v \
K) and thus, also sz 4, belongs to Hj(Qx,4, \ K). We also note that

vwz Ao+v T
Now we argue as in Lemma 6.2.1 and we plug ¢; as test function in (6.0.2)
and (6.2.1) so that, by subtracting, we get

loay,

= 0 on an open neighborhood of K.

(6.2.14)
/ ‘Vw:AO+V|2¢§¢3 d$ = 2/ (Vw;f/\ﬁu, vws)wa0+V¢8¢’2r dCC
Q)\0+V Q)\0+u

— 2/ (le Mot Vor)w; )\OJH/?!)& - dx
Q)\0+u

+/ [fi(ug,ug,y .oyt
Q/\0+V

2,2
_fl (ul,)\o+I/7 u?,)\0+1/7 “eey um,)\0+l/)] w;’_)\o_’_ng ¢7’ dx

Therefore, taking into account the properties of wj\ro 4, and Vw;fo 4, We also
have

/Q vaz )\0+1j’ wgﬁ dr < _2/ (Vw:_)\Oer v@/)e)wx)\0+y¢s¢z dx
Ag+v

Q)\0+U\K

_ 2/ (Vwity o Voo Wity o 02 0r do
QA()-H/\

+/ [fi(Ul,’LLQ,...,’LLm)—
Q)\0+U\K

2,2
- fl (ul,)\o—l-l/) u2,>\0+l/7 ceey Um,A0+u)]w:,\o+V7/15 ¢T dx.

Furthermore, since f; are C' functions, we deduce that

(6.2.15)
[ Velledese [Vl IV, b0 de
Q)\O+V )\0+V\K

+2 / Vs, o IVorlwty L 020 da
Qg0 \K

Qg+ \K

m
FGW [ wh el de
j=1
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Now, as in the proof of Lemma 6.2.1, we use Young’s inequality to deduce
that

(6.2.16)
/‘ \v%NﬁJ¢Q&mgs/‘ Vipe|? (wify 1) 05 da
Q/\O+u\ Q)\0+U\K

+8/ Vo, 2wy, )20 da
Q/\0+U\K

m
2,2
+ Z Cj / wx)\0+l/wi+,>\o+vw8¢7' dr,
j:l Q)\0+D\K
which in turns yields
(6:2.17)
m
Z T PR b <32 ) S 0l
A()+V =1
m m
PRl [ (e
i=1 Qxg+v\K

Passing to the limit, as (e,7) — (0,0), in the latter we get

(6.2.18)
m m
Z/ |vwz )\0+l/’2 dr < 5 Z(l + 012) / (wz_)\o-&-V)Q dz.
Q)\0+V\

im1 Qg+ \K
Z 1—|—C’2 02 Q,\O+V\K)/ ‘Vwmo+u|2 dz,
=1 Qrg+v\K

where Cj,(-) are the Poincaré constants (in the Poincaré inequalities in
H3 (4w \ K)). Now we recall that C2, (g \ K) < Q(n)[g4n \ K|¥
for every i = 1, ...,m, where Q = Q(n) is a positive constant depending only
on the dimension N, and therefore, by summarizing, we have proved that for
every compact set K C Qy, \ Ry, (") there is a small 7 = (K, \g) € (0, %)
such that for every 0 < v < v we have

m

m m N
S Vel e < 3 OB g \ KIF
(6.2.19) =17 Por K i=1
Vi | |*da.
/g\zko-&-l/\K Aot

Now we first fix a compact K C Qy, \ Ry, (I") such that
[, \K]% < [m(1+CHQMN)] ! for every i = 1,...,m,

this is possible since |Ry,(I')| = 0 by the assumption on I', and then we take

vy < v such that for every 0 < v < 7y we have Qx4+, \ QAO]% < [4m(1 +
C?%)Q(n)]~!. Inserting those informations into (6.2.19) we immediately get
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that
(6.2.20)

+
/ ‘vwi,)\o—‘rll
Qg+ \K

and so Vw:"

1

2 2 ,

|“dx < / ]Vw;_)\o_w\ dr  for every i =1,...,m
2 Qg+ \K ’

=0on Q4 \ K forevery 0 <v <pgandi=1,..,m.

i, A0+v
On the other hand, we recall that Vw?’AO 4+, = 0 on an open neighborhood
of K for every 0 <v < v and ¢ =1,...,m, thus Vw;r)\0+y =0 on Q),4+, for

every 0 < v < iy and ¢ = 1,...,m. The latter proves that u; < u; ) 4, in
Dotv \ Rrg+v(T) for every 0 < v < g and i = 1, ...,m. Such a contradiction
shows that

Ao =0.

Step 3: conclusion. Since the moving planes procedure can be performed
in the same way but in the opposite direction, then this proves the desired
symmetry result. The fact that the solution is increasing in the xi-direction
in {z; < 0} is implicit in the moving planes procedure. Since u has C*
regularity, the fact that 0, u; is positive for z; < 0 follows by the maximum
principle, the Hopf lemma and the assumption (Sy,).

OJ

6.3. Moving plane method for systems involving the critical
hyperbola in the whole space

PrROOF OF THEOREM 6.0.3. We first note that, thanks to a well-known
result of Brezis and Kato [20] and standard elliptic estimates (see also [119]),
the solution (ug,..., %) to (6.0.3) is smooth in RN \ I'. Furthermore we
observe that it is enough to prove the theorem for the special case in which
the origin does not belong to I'. Indeed, if the result is true in this special
case, then we can apply it to the functions ul) () := ui(z + 2) for every
i=1,....,m, where z € {1 = 0} \ T # ), which satisfies the system (6.0.3)
with T replaced by —z+T" (note that —z+T is a closed and proper subset of
{z1 = 0} with Capy(—2z + I') = 0 and such that the origin does not belong

RN
to it).
Under this assumption, we consider the map K : RV \ {0} — RY \ {0}
defined by K(x) := # Given (uq, ..., un,) solution to (6.0.3), the Kelvin

transform of u; is given by

i) e () e RN (T
(6.3.1) () : ELE Z<|x|2> e R\ {I* U {0}},

where I'* = K(I') and i = 1, ..., m. It follows that (41, ..., U, ) weakly satisfies
(6.0.3) in RN \ {T'"* U {0}} and that T* C {x; = 0} since, by assumption,
I' € {z1 = 0}. Furthermore, we also have that I'* is bounded (not necessarily
closed) since we assumed that 0 ¢ I

Let us now fix some notations. We set

(6.3.2) Ya={zcRY : 2 <)},
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As above z) = (2A — z1,29,...,2zN) is the reflection of z through the hy-
perplane Ty = {z = (1,...,2x) € RY | 21 = A}. Finally we consider the
Kelvin transform (a1, ..., Up,) of (u1, ..., uy,) defined in (6.3.1) and we set

(6.3.3) wiy = (G — i \)"

where i = 1, ..., m. Note that (uy, ..., Uy,) weakly solves
(6.3.4)

| (VieVeds =3 ay [ ¥ g vere CHRY AT U{0)).
RN
7j=1

and (4p , ..., Um,)) weakly solves
(6.3.5)

/ (Vi x, Vi) de = Za”/ a2 Moidr Ve € CLRM\RA(T*U{0})).
RN
7j=1

where ¢ = 1, ..., m. The properties of the Kelvin transform, the fact that
0 ¢ T and the regularity of u; imply that |i;(z)| < Clx[>~ for every z € RV
and i = 1,...,m such that |z| > R, where C' and R are positive constants
(depending on u;). In particular, for every A < 0, we have
(6.3.6) i € L? (2)) N L®(Xy) N CY(Ty)

for every i = 1, ..., m. We will prove the result by showing that, actually, it
holds w; =0 for every i = 1,...,m. To prove this, we have to perform the
moving planes method.

LEMMA 6.3.1. Under the assumption of Theorem 6.0.3, for every A <0,
we have that &}, € L* (X)), Vu;, € L*(X,) and

m
Zij,AH%w(EA) < ZCZ%S/Z Vi), | du

i=1
N+2 2ol
Z ai;C5 51|t

,j=1

(6.3.7)

2% —1
L2 (3)) HuZ”LQ*(E )

where C; 5 are the best constants in Sobolev embeddings.

PROOF. We immediately see that wj)\ e L¥ (Xy), since 0 < ij <q; €

L*¥ (%) for every i = 1,...,m. The rest of the proof follows the lines of the
one of Lemma 6.2.1. Arguing as in section 2, for every € > 0, we can find a
function 1. € C%(RY [0, 1]) such that

/ |Vape|? < 4e
PN

and 1. = 0 in an open neighborhood B of Ry({I'* U {0}}), with B. C X,.

Fix Ry > 0 such that Ry({I'* U {0}) C Bpg, and, for every R > Ry, let
©r be a standard cut off function such that 0 < pr <1 on RV, pr =1 in
Bpgr, ¢r = 0 outside Bop with |Vpgr| < 2/R, and consider

SO' . w:}\"ﬁg@% in Z)\?
"o in RV\ 3,
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F1GURE 3. The cutoff function ¢g.

for every ¢ = 1,...,m.
Now, as in Lemma 4.2.1 we see that ¢; € Co'(RN) with supp(p;) con-
tained in X N Bag \ Ry({T™* U {0}}) and

(6.3.8) Vi = 2RVl + 20\ (W2prV R + Yook V).

Therefore, by a standard density argument, we can use g; as test functions
respectively in (6.3.4) and in (6.3.5) so that, subtracting we get

/2‘) ’vwz )\| ws(pR dx = _2/E (VU)Z-—;\, VT/Ja)w;rA%SO%% dx
A

- 2/ (Vw;fA,VwR)w:)\gong dx
L

2*—1 A2 -1
+Za1]/ ] ])\ ) Z,\%SDR

= L+DL+1;.

(6.3.9)

Exploiting also Young’s inequality and recalling that 0 < w;rA < u;, we
get that

1
0l < g [ IV Pyehde 4 |90
A
(6.3.10) R o
4 |le >\| ¢5¢Rd$+165||ui||mo(z
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Furthermore we have that
(6.3.11)

1
bl < / Vi, 202 do + 4 / Viorl2 (i) 202 da
EAN(B2r\BRr)

z|w

1
N
N
+4 / |Vor|" dx / a? dax
YAN(B2r\BR) YAN(B2r\BR)
N7

1 . N
4/ |Vw”\| Vip%hdr + C(N) / a? da
YaN(B2r\BRr)

where C'(N) is a positive constant depending only on the dimension N. Let
us now estimate I3. Since @;(z), @; 1 () > 0, by the convexity of ¢t — t*" 1,
for ¢t > 0, we obtain

N

@ @) — 2 ) < N @) (04(e) — i (2)

for every x € ¥y and ¢ = 1, ..., m. Thus, by making use of the monotonicity
of t =t =2 for t > 0 and the definition of wa we get

* * N+2 * N+2 *
W% 1 2%y 4 422 . + G2 2 (wt )2
(ui _uzA ) zASN 9 z)\ (u uiv/\) z)\—N 9 U (wz,)\)
for every i = 1, ..., m. Therefore
(6.3.12)
N +2 &
)
I3 < N_2Zaij/&“] w;rxw:rx Sk da
j=1
N+2 & or o N+2 &
< aij/ w; TCujtde = aw/ u- L, dz
N2y O N 2; .
N+2 .9 4
= m a“HuZH%Q* + ZCLZ] . U’Z dCC)
J#%
< iy + S ( &) ([ ) w
< ag; ||0; |5 o a; u;
N _2 il Uill Lo ij o,

J#l

N+ 2 *_ "
Z aijllisl e s, il o s,

where we also used that 0 < w;LA < 4, for every ¢ = 1,...,m and Holder
inequality.

Taking into account the estimates on I, I and I3, by (6.3.9) we deduce
that
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(6.3.13)

N
/E IV Puehds < 32l + 2000 ( /E a2 dw)

AN(B2r\BR)

N+2& L o2f—1
QHj_Zlainuy\ L2 (2 HquLz’* (=)

which in turns yields

(6.3.14)

Z/ ‘Vw@ /\’ waSOR dl’ < 3262 HUZHLOO EA) + 20 Z HUTHE)\F‘I BQR\BR)
=1

N +2 2% _ R
+2—ZZaw\|uguL2* ool 2 s,
=1 j=1

By Fatou’s Lemma, as € tends to zero and R tends to infinity, we deduce
that Vw:/\ € L%(X,) for every i = 1,...,m. We also note that ¢; — w;fA in
L¥ (%)), by definition of ¢;, and that V¢; — Vw; » in L2(X)), by (6.3.8)
and the fact that w:’A € L? (%)) for every i = 1,...,m. Therefore by (6.3.14)
we have

N +2 ol
(6.3.15) Z/ Vw[* de < 25— Z i 5172 i, il 22 (5,

3,j=1

Since ¢; € CO(RY) we also have

2
(6.3.16) </ 0 da:)2 < CZS/ Vil d
DN PN

where C; ¢ are the best constants in Sobolev embeddings. Thus, passing
to the limit in (6.3.16) and using the above convergence results, we get the
desired conclusion (6.3.7).

O

We can now complete the proof of Theorem 6.0.3. As for the proof of
Theorem 6.0.2, we split the proof into three steps and we start with
Step 1: there exists M > 1 such that u; < 4; 5 in Xy \ Rx(I' U {0}), for all
A< —-Mandi=1,....m

Arguing as in the proof of Lemma 6.3.1 and using the same notations
and the same construction for ., pr and ¢;, we get
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/Z) |vw:)\’21/)330?% dz = _2/2 vw:)\vﬁbaw:)\@ba@%% dx
A A

-2 Vw:)\VLpr;ngoR@bg dx
(6.3.17) DY

+Zaz]/ 2 - AJQ,\_I) )\wsﬁpR
= hL+L+1;.

where I7,I5 and I3 can be estimated exactly as in (6.3.10), (6.3.11) and
(6.3.12). The latter yield

(6.3.18)

Z/ [V PeZeg do < 32€ZHUzHLw (zy) T 2C(N Z”Uszm(Bm\BR)
= =1

1
N‘|’2 252
Z %/ jijx Zoq da.

1,5=1

Taking the limit in the latter, as ¢ tends to zero and R tends to infinity,
leads to

< N +2
(6.3.19) Z/E [Vl de < 25— Z a,m/ 2whw, dv < 400
=1 A

,Jl

which combined with Lemma 6.3.1 gives

(6.3.20)
G N+ 2
Z/E Vuiil* < Z aw/ @5 ~Pwfywy da
=1 A 1,7=1
N+2 &
< aj; / ¥ 2 (wh,)? dx +/ ¥ 2 (w) )2d$>
N—2z:: Z]<2A ’ 3 NI A
N

m 2
+ 2 /\2* N + 2* 2
< .. B .
=N _9 Z az] [(/X‘b\ UJ d.fC) <\/X‘:>\(wj’>\) dx)
* 3+
(L) (e
Y Y

N+ 2 K& . 125 —2 2 + 12 2 + |2
< N_QZZCWHUJ L2°(%)) Cj,s/Z [Vw],| dﬂU‘FC’i,s/Z Vi, da
i=1 j=1 A A
N+2 & 2 2% 2
= S5 2 ai (20 sl

1= 6) Ol 25E,)) [ 19wt da
A
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Recalling that 4;,1; € L% (%)) for every i,j = 1,...,m, we deduce the
existence of M > 1 such that

N +2 <& . 12%_2 N 125 =2
N3 (265 C2slai)20 2, + (1= 6)CsllaslIZn, ) <1
]:

for every A < —M and i = 1, ....,m. The latter and (6.4.27) lead to

/ IVwh[?dz = 0.
2 ’

This implies that for every ¢ = 1,...,m we have w;r)\ = 0 by Lemma 6.3.1
and the claim is proved.

To proceed further we define
A :={A<0:4 <y in 3\ R(T"U{0}) for all t € (a, A] and i=1,....,m}

and
Mg :=sup Ag.

Step 2: we have that A\g = 0. We argue by contradiction and suppose that
Xo < 0. By continuity we know that @; < 4; ), in Xy, \ Ry, (I'" U {0})
for every i = 1,...,m. By the strong maximum principle we deduce that
Ui < Uiy, in Xy, \ Ry (I U {0}) for every i = 1,...,m. Indeed, 1u; = 1, ,
in ¥y, \ Ry, (I U{0})) is not possible if \g < 0, since in this case each 1,
would be singular somewhere on Ry, (I'* U {0}). Now, for some 7 > 0, that
will be fixed later on, and for any 0 < 7 < 7 we show that 4; < 1; \ 4 in
Yao+r \ Rag+r (I U{0}) obtaining a contradiction with the definition of Ao
and proving thus the claim. To this end we are going to show that, for every
d > 0 there are 7(d, \p) > 0 and a compact set K (depending on ¢ and Ag)
such that

K C 3\ Ra(T*U{0}), / 02 da < 5, YA € Ao, Ao+7] and i = 1,....m.
SA\K

To see this, we note that for every every ¢ > 0 there are 71(d, \g) > 0 and

a compact set K (depending on § and \g) such that / ﬂf* dr < B for
S \K
every i = 1,...,m and K C X, \ R\(I'" U {0}) for every A € [Ao, Ao + 71].
Consequently @; and 4; \ are well defined on K for every X € [Ag, Ao + 71].
Hence, by the uniform continuity of the functions g;(z, ) := 4;(x) — 4;(2\ —
1, :1:/) on the compact set K X [Ag, Ao + 71] we can ensure that K C ¥y 47\
Ry,+-(I* U {0}) and 4; < U z,4- in K for any 0 < 7 < 79, for some 7 =
7(6,Mo) € (0,71). Clearly we can also assume that 7 < %". Finally, since
. x )
TR LI(EA ol ) and / 43 dr < — for each i = 1,...,m, we obtain
oF g \K 2
the existence of 7 € (0, 72) such that / 42" dx < & for all A € [Ao, Ao+7]
SA\K
and i =1,...,m.
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Now we repeat verbatim the arguments used in the proof of Lemma 6.3.1
but using the test functions

o = w:/\0+7¢330% in Xy 4r
! 0 in RV \ Sy, s

Thus we recover the last inequality in (6.3.20), which immediately gives,
forany 0 <7 <7

(6.3.21)

m
Z Vw2
i=1 /EVAOﬂL‘r\K oty

N+2 & 5
SN2 ,Zla” [2‘5 Cisllia
Z7j:

2% -2
L2 (Srg 4 \K)

)OIl o] [, TP
o+7

since wl Notr and sz Mo+ are zero in a neighborhood of K, by the above
construction for every i = 1,...,m. Now we fix § > 0 such that for every
i=1,...,m we have

N+2 &
72 (Iij |:25 C S”uZ

1
2

2%—2 2%—2
LQ*(EAO-H'\K) =+ (1 - 6 ) 7 SHUJHLQ* EA +T\K)] <

J=1

for all 0 < 7 < 7, which plugged into (6.3.21) implies that

/2 \K\Vw“\ +T|2alac:0
Ao+T

for every 0 < 7 < 7 and 7 = 1,...,m. Hence / |Vw; )\0+7|2d$ = 0 for
EA0+T

every 0 < 7 < 7, since Vw;" are zero in a neighborhood of K. The latter

7,0 +‘r
and Lemma 6.3.1 imply that wZ Notr =0 on Yxg4r for every 0 <7 < T and
i=1,...,m, thus @; < 4; xo4r in Xy 47\ Rrg+-(I*U{0}) for every 0 <7 < 7
and ¢ = 1,...,m. Which proves the claim of Step 2.

Step 3: conclusion. The symmetry of the Kelvin transform (i, ..., Uy)
follows now performing the moving planes method in the opposite direction.
The fact that every 4; is symmetric w.r.t. the hyperplane {z; = 0} implies
the symmetry of the solution (uj,...,u;,) w.r.t. the hyperplane {z; = 0}.
The last claim then follows by the invariance of the considered problem with
respect to isometries (translations and rotations).

O

6.4. Moving plane method for a cooperative Gross-Pitaevskii
type system in low dimension

PrROOF OF THEOREM 6.0.4. As we observed in the proof of Theorem
6.0.3, thanks to a well-known result of Brezis and Kato [20] and standard
elliptic estimates (see also [119]), the solution (u,v) is smooth in RY \ T
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Furthermore we recall that it is enough to prove the theorem for the special
case in which the origin does not belong to I'.
Under this assumption, we consider the map K : RV \ {0} — RN\ {0}

defined by K = K(z) := prz- Given (u,v) solution to (6.0.6), its Kelvin

transform is given by
(6.4.1)

(i), (z)) == <Wl”u <‘;’“’|2> , yx|flv2” <|;|2>> 2 € RN\ {T*U{0}},

where T* = K(T'). It follows that (@,9) weakly satisfies (6.0.6) in RV \
{I"™* U {0}} and that I'* C {z; = 0} since, by assumption, I' C {z; = 0}.
Furthermore, we also have that I'* is bounded (not necessarily closed) since
we assumed that 0 ¢ T

Let us now fix some notations. We set

(6.4.2) Sa={zecRY : 2z < )\}.

As above z) = (2\ — z1,%9,...,zy) is the reflection of z through the hy-
perplane Ty = {z = (1,...,7x) € RY | 21 = A\}. Finally we consider the
Kelvin transform (u,0) of (u,v) defined in (6.4.1) and we set

Ex(z) = d(z) — ax(z) = a(x) — (wy),
O(z) = 0(z) — DA (7) = 0(x) — O(2N).

Note that (u, ) weakly solves

/ (Vi, Vo) dx :/ a2*1¢dx+oi/ W oPpdr,
RN RN N
/ (Vi, V) dz :/ % _1¢dx+ 8 WP dx
RN RN

RN

(6.4.3)

(6.4.4)

for all ¢ € CHRN \ T* U {0}) and (1, 7)) weakly solves
/ (Vay, Vo) dx :/ Ai “lodx +/ (I 11}/\cpd:c
RN RN

/ (Viy, Vip) dx :/ lied *1¢dx+ 8
RN RN

for all p € CH(RY \ I'* U {0}). The properties of the Kelvin transform, the
fact that 0 ¢ I' and the regularity of u,v imply that |a(z)| < Cy|z|>~" and
|o(x)] < Cylz|>~N and for every z € RY such that |z| > R, where C,,, C,
and R are positive constants (depending on w and v). In particular, for
every A < 0, we have

(6.4.6) 4,0 € L¥ (3)) N L®(X)) N C(Xy).

(6.4.5)
" Aoy e de

LEMMA 6.4.1. Under the assumption of Theorem 6.0.3, for every A < 0,
we have that &, (€ L¥ (2,), V&L, V(T € LA(2)) and

[ owetras [ vgia
N DN

N +2 ~12%
<25 (W @)l ) + A+ B0 s

(6.4.7)
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PRrROOF. We immediately see that f;f, Cf € L? (%)), since 0 < 5;“ <uce
L% (%)) and 0 < ¢} <9 € L¥(X)). The rest of the proof follows the lines

of the one of Lemma 6.2.1. Arguing as in section 2, for every € > 0, we can
find a function . € C%'(RY [0, 1]) such that

/ Ve ? < 4e
P>

and 1. = 0 in an open neighborhood B of Ry({I'* U {0}}), with B. C Xj.
Fix Ry > 0 such that Ry({I'* U {0}) C Bg, and, for every R > Ry, let

©r (see Figure 4) be a standard cut off function such that 0 < pr < 1 on

RN, pr = 1in By, pr = 0 outside Byg with |Vpg| < 2/R, and consider

. + .
oo | VR Z and = AR o S,
0 in RY\ X, 0 in RY\ X,.

FiGURE 4. The cutoff function ¢p.

Now, as in Lemma 4.2.1 we see that ¢, € COH(RY) with supp(y) and
supp(1)) contained in 3y N Bag \ RA({I'™* U {0}}) and

(6.4.8) Vi = V2R VES + 267 (W2pRVoR + Peph Vi)

(6.4.9) Vi = Y2eRVEE + 20 (V20RV R + Y0k V).
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Therefore, by a standard density argument, we can use ¢ and 1 as test
functions respectively in (6.4.4) and in (6.4.5) so that, subtracting we get

/ Ve Po2oh dr = 2 /E (VEF, V)€ ey da

- 2/ (V& Vor)&l ort? do
PN

6.4.10 oL a
( ) +/ (@t - )fj\rwsSOR
DI
o ~o—1 Aoz
L2 @ - e de
DI
= h+DL+1I3+1.
/ V¢ P2 do = —2 /Z (VCE Vo) e da
A
~2 [ (V6 Ven)ctons? da
A
(6.4.11)

T / (621 = 02 )¢ 2l da
D3N

s Bl n
g [ @07 —agel T weh da
Za
= B+ F+ Es+ Ey.
Exploiting also Young’s inequality and recalling that 0 < f;\r <@ and 0 <
C;\r < 0, we get that

L)<t /|V5A|wssoRdx+4/ Ve P(E)20% da
(6.4.12) >
/ Ve P02 do + 162 s,

Bl < 9GPk w4 [ VPG e
(6.4.13) >
<3 L 9GP + 162001,

Furthermore we have that

Bl < [ Vs Vi (6202 da
IAN(B2r\Br)

TG

(6.4.14) ) N~
+4 (/ \WR\”dx) (/ 0 dm)
EAN(B2r\BR) EAN(B2r\BR)

N
4/ IVENPY2ph do + ¢(N) (/ a* dw) :
YAN(B2r\BR)

2z
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(6.4.15)
B < g [ 196t 4 VRG22 da

YAN(B2r\BRr)

< i LIVt

N-2

% N
+4 / \Vor|Y dx / %" dx
YAN(B2r\BR) YAN(B2r\BR)

N-2
N
/ IVCY P2k do + ¢(N) / 0?2 da
YAN(B2r\BRr)

where ¢(N) is a positive constant depending only on the dimension N.
Let us now estimate I3 and Fs5. Since 4(zx), ) (z), 0(x),0x(x) > 0, by
the convexity of ¢t — t¥ ~1, for t > 0, we obtain

W z) — 2 (2) < ﬁii i3 2 (@) () — aa(x))
and
M w) =3 ) € gl ) - @)

for every & € . Thus, by making use of the monotonicity of ¢t — t2 ~2,
for ¢ > 0 and the definition of {; and Q;r we get

(@ =i et < i - e < 3t e
and

(01— G < g O - G gt G
Therefore
(6.4.16)

N-2Js, N -2 N2 BN
(6.4.17)
Bl < o [ 7RG s
< % /2 A 02 20%de = % / o2 dx = % 2 (5,)

where we also used that 0 < §; <4 and 0 < C;r < 9.
Finally we have to estimate Iy and Ey. Since a(x), 4y (x), 0(z), 0x(z) > 0,
by the convexity of the functions t — t*,t — t* 1t = 8.t = t8~ L for t > 0,
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we obtain

for every € ¥. By the monotonicity of ¢t — t*,t — t*~ 1t - 8 t — t#~!
for t > 0 and the definition of 5; and Cj\r we get

(0% (x) — a5 ()65 < a2 (4 — )&y < at® (&%,
(@ x) — a8 (@))€ < (o= Dag (@ — ax)& < (o — Da*?(6))?,
(07 — )¢y < BT 2 (0 — da)CE < BT,
(6771 = o0 G < (B =D (0 - o ¢t < (8107

Now, having in mind all these estimates, we need a fine analysis in view of
the cooperativity of the system. Since a + § = 2* = % and o, 8 > 2 we
have to split

(6.4.18)
« N N N .
nl< g [ 10010 @t el vk da
Zx
a ~a—140 ~o—140
+§ . | Uy — Uy U,\‘f)\ s‘PRdx
A
af

R ala—1 O
< ? a* ' 5,4\_6\“?2 dx +(2*)/2 ay 2”5(6\%) aSORdx
A

~1
< Zﬁ . aa—w—lawgwdm +()/Z WP APyl o do
A

ala—1)
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(6.4.19)
Y A ~ 1
AR / 4081 — 428 ¢f 2 da
B ~anB-1 Acwﬁ 1)+ d
g G2k da
A

af R B(p—1 B
< 2*/ ay P Yt hen da +7( o )/ ui‘”f\g Q(C;)Qlﬁg@%dx
A DI

-1
< B[ e tasyg e + PO )/ A A T
2 EA 2 2)\
~1
OB [ e g 4 @01 / @0 d
2 E)\ 2 E)\

) / a0 da
PN

2*

IN

Hence, by applying Hélder inequality with exponents ( %7 o

that

(6.4.20) L] + |Ea| < (2" — 1) /E (80 de < (2 = Dl 5, 917,

B ) it follows

Taking into account the estimates on I, Io, I3, 14, E1, E2, E3 and Ejy,
by adding (6.4.10) and (6.4.11), we deduce that

(6.4.21)
/E Ve o2k o+ / V¢ P2k do < 32 (il m s, + 10]3(s,) )
A

N-—-2

N
+2C(N) / % dx
EAN(B2r\BRr)

&
+2C(N) / v da
YAN(B2r\BR)

N 2 *
2= (Ilal12-

N -2
+2(2° = Dl Far ) 19112

iy T 1012 s,))

By Fatou’s Lemma, as ¢ tends to zero and R tends to infinity, we deduce that
vg;,vq € L?(X)). We also note that ¢ — 51 and ¢ — C;\r in L2 (X)),
by definition of ¢ and %, and that V¢ — VE;\F and Vi — VC/J\F in L?(Xy),
by (6.4.8), (6.4.9) and the fact that £, (} € L¥ (X,). Therefore

(6.4.22)
N
[ wettae s [ VG de <2 (1 o+ 160 ,)

+ 202" = D[l 3ae 5, 19117

+ 2

L2 (S)
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Exploiting Young’s inequality in the right hand side of (6.4.22), with con-
jugate exponents <2Oi, 26*), we obtain (6.4.7).
O

We can now complete the proof of Theorem 6.0.4. As for the proof of
Theorem 6.0.2 and Theorem 6.0.3, we split the proof into three steps and
we start with
Step 1: there exists M > 1 such that i < Gy and v < vy in Xy \ R\(I"*U{0}),
forall N < —M.

Arguing as in the proof of Lemma 6.4.1 and using the same notations
and the same construction for ., g, ¢ and ¥, we get

/E Ve P2 dr = — 2 /E (VEF, Vo) ey da
A A

_2/2 (V&S Ver)ES ril do
(6.4.23) +/ (@~ — a3 e 2ok da
2

9%
=:hLh+DL+Is+1.

« ~v—T ~ ~ N
+or ) @ LP — g~ L) et w2, da

/ VG PURgR do = — 2 / (VS V)G e da

o /E (VG Veor)CF ort? de
A

6.4.24 ok ok
(6.4.24) + /E (671 62 NG da
A

B . B
w2 [ e aged G v

=: W+ Ey+ Es+ Ey.

where Iy, E1, I», E3, I3, E3, I, and E4 can be estimated exactly as in
(6.4.12), (6.4.13), (6.4.14), (6.4.15), (6.4.16), (6.4.17), (6.4.18) and (6.4.19).
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The latter yield
(6.4.25)

/ (VP HIVG P vk dr <32 ey + 0l

2*
+2C(N) / % dx
YAN(B2r\BR)

2*
+2C(N) ( / linl dx)
¥AN(B2r\BR)

N +2 Lok
+2N2/ 2 2(5;{)2 2ok dx

N +2 L%
L A R 1t
PPN

N -2
af G-
+4? ! 5 f;\rC,J\rWaSOR
Xx
ala—1 —D
R aGwT
DN
BB -1 o
+7( o ) ek (C/\) cp%%dx.
DI

Passing to the limit in the latter, as € tends to zero and R tends to infinity,
we obtain

[ ivetras [ 9Ga
N N

<5 ([ g G )

(6.4.26) + 475 Aa_l@ﬂ_lfjgr du

~1
+La ) / 4208 (¢ )? da
DI

2*

D [ i < v

which combined with Young’s inequality gives

[ vetras [ vGa
N N

N +2 . "
< (/ @A) dw +/ ¥ 2(Ci>2dw>
N —2 DN DN

(;42; « 2* + 13 -1 N N
( ) ( . ) /)\ « 2U5(£)\+)2 l

=: A1+ A+ As.
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2% 2%
Exploiting Holder inequality with conjugate exponents ( ) we ob-

2¢ — 27 2
PHES R </EA@2*dx>N(/EA(§/\) d:c)

(6.4.28) 2 2
+ (/ZA o dx> : (/ZA(Q)Q* dm) 2*] .

2% 2% 2%
Exploiting Holder inequality with conjugate exponents (2, 3 2> (we
o —
note that if & = 2 we have § = 2 and the conjugate exponents would be
(%, 27)) we obtain
(6.4.29)

a—2 B 2
2 1+ 51 e \T e\ T .\ F
|Ag| < —a( 2*5 ) (/ZA 02 d:c) (/EA 02 dm) (/ZA(S\F)Z dac) )

2% 2* 2
Exploiting Holder inequality with conjugate exponents (, ﬁ, 2>
a [e—
(We note that if § = 2 we have a = 2 and the conjugate exponents would
be ( 5 5 ))We obtain
(6

4.30)
B—2

B2 +a—1) e NF ([ e, \ T . )
\A3|§—2* (/ZAU dx) (/Ekv d:c) </EA(C/\) dx :

Combining (6.4.28), (6.4.29) and (6.4.30) and applying Sobolev inequal-
ity

tain

2
o¥

N +2

(6.4.31)
/|V£;|2dx+/ |V<;12d:cgcl/ |V£i|2d:c+02/ VP da
N N N N

2+ 1
pRE el A ol

where C := L2 (s } SHUHLQ* )"

Cy = [2N+2|| 0192 1, %or oy | Cosllollas, ) Cus and Cus

are the Sobolev constants. Recalhng that 4,0 € L?" (X)), we deduce the ex-
istence of M > 1 such that

—2 ||u||L2* (ZA)
2* 1)
+ B(2*+8-1) +ﬁ ” |

N +2 a2+ B8 -1)
Cp = [ZN— 2HU||L2* s T T””Hw 5| Cusllallfs,) <1
and
N +2 p2r+pB-1), . 5118—2
o= [N 2ol s+ PE D il | Rl <

for every A < —M. The latter and (6.4.27) lead to

/ IVEF?dr =0 and / V¢ dr = 0.
DN PN
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This implies that S\r = C;f =0 by Lemma 6.4.1 and the claim is proved.

To proceed further we define
A ={A<0:0<70 and v <0 in ¥; \ R(I'™U{0}) for all t € (—o0, A]}

and
Ao = sup Ag.

Step 2: we have that Ao = 0. We argue by contradiction and suppose that
Ao < 0. By continuity we know that @ < 4y, and 0 < 0y, in Xy, \ Ry, (I™* U
{0}). By the strong maximum principle we deduce that @ < @y, and 0 < 0y,
in Xy, \R/\O (F* U {0}) Indeed, u = U, and v = QA})\O in Xy, \R)\O (F* @) {0}))
is not possible if \g < 0, since in this case @ and v would be singular
somewhere on R),(I'* U {0}). Now, for some 7 > 0, that will be fixed later
on, and for any 0 < 7 < 7 we show that & < Uy 4, and ¥ < Dy 4, in
Yao+r \ Bagr (I U{0}) obtaining a contradiction with the definition of Ao
and proving thus the claim. To this end we recall that, repeating verbatim
the argument used in the roof of Theorem 6.0.3, it is possible to prove that
for every § > 0 there are 7(8, A\g) > 0 and a compact set K (depending on ¢
and o) such that

K C S3\RA(T*U{0}), / ¥ <& and / 92" < 8, Y\ € Ao, Ao+7).
SA\K SA\K

Now we repeat verbatim the arguments used in the proof of Lemma 6.4.1
but using the test function

_ £j0+7w.€290%% in Z:)\oJr‘l'
0 in RV \ Xy, 40

and

b [SoertZeh i S
0 in RN\ Xy 4

Thus we recover the first inequality in (6.4.27), and repeating verbatim the
arguments used in (6.4.28), (6.4.29) and (6.4.30) which immediately gives,
forany 0 <7 <7

AN T2dx+/ VEE L Pda
/E)\0+T\K’ /\0+ | EAOJM'\K’ )\0+ |

(6.4.32) < ClCi,sllﬂlli;Q(Ekw\K) /Z -y V&N I da
+ GOSN, o | LD
where
Cy = 2x - 3 [l Saini) T (Q*Z;B)Mg* S
N +2 B +6-1)

Cz = 2]\7 HU”LQ*(EA KT 2% ||u||L2* (Xxg+7\K)?
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Cy,s and C, g are the Sobolev constants. Now we fix

§ < min {c&isMH CoC2 51|

a—2 B—2 }
L2 (Bxg17\K)’ L2 (3547 \K)

and we observe that with this choice we have

2 |ae—2 2 )82
i slilfas, o <1 and 020U75||v||§2*%0+7\m<1,

for all 0 < 7 < 7, which plugged into (6.4.32) implies that

VN Tde—/ V¢, Pde=0
/z:/\O+T\K’ Aot | EAO+T\K’ Aot |

for every 0 < 7 < 7. Hence

/ Ve P de = / V¢ P de =0
Z)\0+T

EA()«FT
for every 0 < 7 < 7, since Vﬁ;fo 4, and VC;\“O 4, are zero in a neighbourhood

of K. The latter and Lemma 6.4.1 imply that ijJrT = 0 and C;OJFT =0
on Xy,4+r for every 0 < 7 < 7 and thus @ < 4y 4, and 0 < Uy 4, in
Eao+r \ Rag+r(I*U{0}) for every 0 < 7 < 7 . Which proves the claim of
Step 2.

Step 3: conclusion. The symmetry of the Kelvin transform v follows now
performing the moving planes method in the opposite direction. The fact
that @ and 0 are symmetric w.r.t. the hyperplane {z; = 0} implies the
symmetry of the solution (u,v) w.r.t. the hyperplane {x; = 0}. The last
claim then follows by the invariance of the considered problem with respect
to isometries (translations and rotations).

O



Gibbons’ Conjecture for equations involving the
p-Laplacian

This Chapter concerns the study of the qualitative properties of the
following quasilinear elliptic equation

(7.0.1) —Apu = f(u) inRY,

where we denote a generic point belonging to RY by (2,y) with 2/ =
(x1,22,...,xn-1) and y = zny, p > 1 and N > 1. As well known, see
[46, |, the solutions of equations involving the p-Laplace operator are
generally of class C1®. Therefore the equation (7.0.1) has to be understood
in the weak sense, see Definition 7.1.6 below. We summarize the assump-
tions on the nonlinearity f (denoted by (Gy) in the following) as follows:

(Gf): The nonlinearity f(-) belongs to C'([—1,1]), f(—1) =0, f(1) =0,
fi(=1) <0, f/(1) <0 and the set
Ny = {te[-1,1]| f(t) = 0}
is finite.
As remarked in the Introduction, the setting of our assumptions allows

us to include Allen-Cahn type nonlinearities and in fact this chapter is mo-
tivated by some questions arising from the following problem

(7.0.2) —Au=u(l—u?) inRY,
see [65]. G.W. Gibbons [29] formulated the following
GIBBONS’ CONJECTURE [29]. — Assume N > 1 and consider a bounded

solution u of (7.0.2) in C?(RY), such that

. / o
xNh_)rIleoou(x ,TN) = *1,

uniformly with respect to 2’. Then, is it true that

u(z) = tanh ("”N\/_i 0‘) ,

for some o € R?

This conjecture is also known as the weaker version of the famous De Giorgi’s
conjecture [45]. We refer to [55] for a complete history on the argument.
Our main result is the following
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THEOREM 7.0.1. Let N > 1, 2N+2)/(N+2) < p < 2 and u €
CHY(RN)Y be a solution of (7.0.1), such that

loc

lul <1
and

0. li "y)=1 d i Ly)=-1

(7.0.3) A u(@'sy) and  lim u(z',y) :

uniformly with respect to ' € RN=L. If f fulfills (Gy), then u depends only
on y and

(7.0.4) dyu>0 inRN.

REMARK 7.0.2. We want to point out that, by the strong maximum prin-
ciple [127], see also Theorem 7.1.1, applied to (7.0.1), we deduce that a so-
lution to (7.0.1) under the assumptions of Theorem 7.0.1, actually satisfies
lu| < 1 otherwise uw = 41 in all RN. We will use this information several
times throughout the chapter. Moreover by classical reqularity results [46],
since ||f(u)||peomry < C, with C' a positive constant that does not depend
on u, we also deduce that

||Vu||L°°(RN) S C.

To get our main result, we first recover a weak comparison principle
in a suitable half-space and then we exploit it to start the moving planes
procedure. The application of the moving planes method is not standard
since we have to recover compactness using some translation arguments,
(since we work on RY) and, not least, we have to take into account the
fact that the nonlinearity f change sign which produces peculiar difficulties
in the case p # 2, already in the case of bounded domain. Finally we get
the monotonicity in all the directions of the the upper hemi-sphere Sf 1=
{ve Sﬁ 1 (v,en)} that will give us the desired 1-dimensional symmetry.
This chapter is organized as follows: In Section 7.1 we recall some results
about strong maximum and comparison principles just for the reader’s con-
venience, already presented in Chapter 1. In Section 7.2 we prove the mono-
tonicity of the solution in the zy-direction, exploiting the moving planes
procedure. In Section 7.3 we prove the 1-dimensional symmetry and finally
we prove our main result.

7.1. Preliminary results

The aim of this section is to recall, for the reader’s convenience, some
well known results about strong comparison principles and strong maximum
principles for quasilinear elliptic equations that will be used several times in
the proof of our main theorem. Lots of this results are proved in Chapter 1.
Let us consider the following quasilinear elliptic equation

(7.1.1) —Apw = f(w) in Q

where € is any domain of RY and f is a locally Lipschitz continuous function.
Any solution w to (7.1.1) has to be understood in the weak distributional
sense (see Definition 7.1.6) and generally is of class 2.
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The first result that we recall the classical strong maximum principle
due to J. L. Vazquez [127] (see also P. Pucci and J. Serrin book [103] and
Theorem 1.4.1):

THEOREM 7.1.1 (Strong Maximum Principle and Hopf’s Lemma, [ ,
]). Let u € C1(Q) be a non-negative weak solution to

“Apu+cu!=g>0 in Q
with 1 <p<4o00,q>p—1,c>0andge L2 (Q). Ifu#0, thenu >0 in

loc
Q. Moreover for any point xg € OS2 where the interior sphere condition is
satisfied, and such that u € C*(Q)U{z¢} and u(zg) = 0 we have that d,u > 0
for any inward directional derivative (this means that if y approaches xy in
uy)—ulwo) 0).

a ball B C Q that has x¢ on its boundary, then lim,_,;, Ty—zo]

It is very simple to guess that in the quasilinear case, maximum and
comparison principles are not equivalent; for this reason we need also to
recall the classical version of the strong comparison principle for quasilinear
elliptic equations:

THEOREM 7.1.2 (Classical Strong Comparison Principle, [33, ). Let
u,v € CH(Q) be two solutions to (7.1.1) such that u < v in Q, with 1 < p <
+oo and let Z = {x € Q| |Vu(x)| + |Vv(z)| # 0}. If 9 € Q\ Z and
u(xg) = v(xg), then u = v in the connected component of Q\ Z containing
ZQ.

For the proof of this result we suggest [33, ]. The main feature of
Theorem 7.1.2 is that holds far from the critical set. Now we present a
result which holds, under stronger assumptions, all over the critical set and
generalizes Theorem 1.5.3:

THEOREM 7.1.3 (Strong Comparison Principle, [36]). Let u,v € C1(Q)
be two solutions to (7.1.1), where Q is a bounded smooth connected domain
of RN and 21“(,\[:'22 < p < +oo. Assume that at least one of the following two
conditions (fy),(fv) holds:

(fu): either

(7.1.2) flu(x)) >0 in Q

(7.1.3) flu(x)) <0 in O
(fv): either

(7.1.4) flo(z)) >0 in Q

(7.1.5) flv(z)) <0 in Q.

Moreover, if

(7.1.6) u<wv in Q.

Then u = v in ) unless

(7.1.7) u<v in .
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PROOF. The proof of this result follows by the same arguments in [36,
, ]. Note in fact that under the assumption (f,) or (fy), i
follows that |Vu|™! or [Vo|™! has the summability properties exposed by
Theorem 3.1 in [109] (see also Theorem 1.1.2). Then the weighted Sobolev
inequality is in force, see e.g. Theorem 8 in [61] (see also Theorem 1.1.3).

Now, it is sufficient to note that the Harnack comparison inequality given
by Corollary 3.2 in [36] holds true (see also Theorem 1.5.2), since the proof
it is only based on the weighted Sobolev inequality.

Finally it is standard to see that the Strong Comparison Principle follows
by the weak comparison Harnack inequality, see Theorem 1.4 in [36] (see
also Theorem 1.5.3).

O

Let us now recall that the linearized operator at a fixed solution w of
(7.1.1) (see also equation (1.1.4)), Ly (v, ¢), is well defined, for every v and
¢ in the weighted Sobolev space Hpy?(Q) with o = |Vw|P~2, by

(7.1.8)
Ly (v,9) E/Q|Vw\p2(Vv,Vg0)+(p—2)/ﬂ]Vw|p4(Vw,Vv)(Vw,V<p) dx

—/f’(w)wdw, Vo € C(Q).
Q

Moreover v € H, ;’Q(Q) is a weak solution of the linearized operator if
(7.1.9) Ly(v,¢) =0.

As in the case of equation (7.1.1), also for the linearized equation (7.1.9) a
classical version of the strong maximum principle holds:

THEOREM 7.1.4 (Classical Strong Maximum Principle for the Linearized
Operator, [103]). Let u € CY(Q) be a solution to problem (7.1.1), with
1 < p < +o0o. Letn € SN71 and let us assume that for any connected
domain Q' C Q\ 2

(7.1.10) Opu>0 in Q.
Then Oyu =0 in Q' unless
(7.1.11) Oyu>0 in Q.

Let us recall now a more general result which holds all over the critical
set Z and that generalizes Theorem 1.5.5 of Chapter 1:

THEOREM 7.1.5 (Strong Maximum Principle for the Linearized Opera-
tor, [36]). Let u € C1(Q) be a solution to problem (7.1.1), with %\TQZ <p<
+o00. Assume that either

(7.1.12) flu(z)) >0 in Q
(7.1.13) flu(z)) <0 in Q.

If 0, > 0 in Q, for some n € SN~L, then either Oyu =0 in Q or Opu > 0 in
Q.
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A solution to (7.0.1) has to be understood in the weak distributional sense.
We start giving the following

DEFINITION 7.1.6. Let Q C RY an open set. We say that u € Cllof(ﬂ)
is a weak subsolution to

(7.1.14) —Apu = f(u) inQ,

if

(7.1.15) / |Vu|P~2(Vu, Vo) dz < / f(u)pdx Vo e C°(Q), ¢ > 0.
Q Q

Similarly, we say that u € CZIOS(Q) is a weak supersolution to (7.0.1) if

(7.1.16) /|vuyp—2(vu, Vo) dz > / fwpds Yo e CP(Q), ¢ >0,
Q Q

Finally, we say that u € Cl’a(Q) is a weak solution of equation (7.1.14), if

loc

(7.1.15) and (7.1.16) hold.

Moreover we need to recall the weak comparison principle (see Theorem
1.3.7) between a subsolution and a supersolution to (7.0.1) ordered on the
boundary of some open half-space ¥ of RY, whose proof is included in
Chapter 1.

THEOREM 7.1.7. Let u,v € C’llo’?(i), N>1,p>1, acR such that
—Apu < f(u) in X

(7.1.17) —Apv > f(v) in X
u<w on 0%,

where ¥ is some open half-space of RN and f € CY(R). Moreover, let us
assume that

|Vul,|Vu| € L*™®(X),
for some & sufficiently small
—1<u<—-144§ inX¥:=(—-00,a)

and for some L > 0

(7.1.18) f't) <=L in[-1,-1+4].
Then
(7.1.19) u<v inX.

The same result is true if
1-6<v<1l in¥:=(a,+x) and f'(t)<—L in[l—41].

Let us recall another weak comparison principle in narrow domains that
will be an essential tool in the proof of Theorem 7.0.1, whose proof is also
included in Chapter 1 (see Theorem 1.3.3).
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THEOREM 7.1.8 ([58]). Let 1 < p <2 and N > 1. Fiz Ay > 0 and
Lo > 0. Consider a,b € R, with a < b, 7,¢ > 0 and set

Sy = {RY ! x (a,b)}.

Let u,v € C% (B(ap)) such that |[ullos+ |Vl < Lo, [v]leo+ [ Vllos < Lo,

loc — —

f fulfills (hy) and

—Apu < f(u) m E(a,b)
(7.1.20) —Apv > f(v) in X(ap)

u<wv on 98 ¢,
where the open set S(;.¢) C X(qp) is such that

Seo= U 1"
z/eRN-1
and the open set I_,° C {x'} x (a,b) has the form
and, for &' fized, A7,, BS, C (a,b) are measurable sets such that
AT | <7 and B, C{xy €R | |Vu(d zn)| <e |Vo(2',zy)| <€}

Then there exist

T = TO(vau a, b7 LO) >0
and

€0 = 60(N>p7 a, ba LO) >0
such that, if 0 < 7 < 19 and 0 < € < €, it follows that

u<v n S

7.2. Monotonicity with respect to =

The purpose of this section consists in showing that all the non-trivial
solutions u to (7.0.1) that satisfies (7.0.3) are increasing in the zx direction.
Since in our problem the right hand side depends only on wu, it is possible to
define the following set

Ziwy ={z € RY | u(z) € Nt}

Without any apriori assumption on the behaviour of Vu, the set Z;(,) may
be very wild, see Figure 1.

We start proving a lemma that we will use repeatedly in the sequel of
the work.

Let us define the upper hemisphere

(7.2.1) sVt i={vesV | (ven) > 0}.

LEMMA 7.2.1. Let U a connected component of RN \ Zrwy, N E Sf_l
and let us assume that Oyu > 0 in U. Then

Opu>0 mU.
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RN

FIGURE 1. The set Zg(,

Proor. Using Theorem 7.1.5 we deduce that either d,u > 0 in U or
Opu = 0 in U. Let us suppose that d,u = 0 in Y. Let Py € U and let us
define

r(t)=Py+tn teR.
Let us set

(7.2.2) to = inf {t ER :r(9) €U, VI € (t,O]}.

We note that the infimum in (7.2.2) is well defined, since by definition the
connected component U is an open set. We deduce that either

to = —00 or tg> —o0.

In the case tg = —oo, we deduce that u(FPy) = —1. Indeed u should be
constant (recall that 0,u = 0 in ) on r(t) for t € (—o0, 0] and (7.0.3) holds.
This would be a contradiction, see Remark 7.0.2.

In the case tp > —oo, we deduce that r(tg) € Zj) and therefore
flu(r(to))) = f(u(Po + tom)) = 0. But u should be constant on r(t) for
to <t <0, implying f(u(Fo)) = f(u(Po +ton)) = 0, namely Py € Zyy)
against the assumption.

O

PROPOSITION 7.2.2. Under the assumptions of Theorem 7.0.1, we have
that

(7.2.3) Oyt >0 inRYV\ Zy,.

The proof is based on a nontrivial modification of the moving planes
method. Let us recall some notations. We define the half-space ¥, and the
hyperplane T by

(7.24) B\ :={z eRY | 2y < A}, Ty :=0%y={z cRY |2y = \}
and the reflected function uy(x) by

un(z) = uy(z', zy) == u(a’, 2\ — zy) in RV,
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We also define the critical set Zv, by
(7.2.5) Zy, = {z € RY | Vu(z) = 0}.

The first step in the proof of the monotonicity is to get a property concerning
the local symmetry regions of the solution, namely any C' C ¥, such that
u = uy in C.

Having in mind these notations we are able to prove the following:

PROPOSITION 7.2.3. Under the assumption of Theorem 7.0.1, let us as-
sume that u is a solution to (7.0.1) satisfying (7.0.3), such that

(i) w is monotone non-decreasing in ¥y
and

(i) u < uy in Xy.
Then u < uy in Xy \ Zi)-

PRrROOF. By (7.0.3), given 0 < dp < 1 there exists My = My(dp) > 0,
with A > — My, such that u(z) = u(2/,2n) < =1+ o in {zny < —Mp} and
ur(z) = w2, 2\ —xy) > 1 — 6 in {xny < —My}. We fix § sufficiently
small such that f'(u) < —L in {zny < —My}, for some L > 0. Arguing by
contradiction, let us assume that there exists Py = (2, zn,0) € X\ Zf(u)
such that u(Fy) = ux(Fo). Let Uy the connected component of Xy \ Zy(,)
containing Py. By Theorem 7.1.3, since u(Py) = ux(Fp), we deduce that Uy
is a local symmetry region, i.e. © = u) in Uy.

We notice that, by construction, v < uy in ¥_jy,, since u(x) < =1+ dp
and uy(z) = u(z’,2X — zy) > 1 — Jdp in X_py,. Since Uy is an open set of
5x\ Z4(u) (and also of RY) there exists g9 = 0o(Py) > 0 such that

(7.2.6) B@O(PO) C Up.

Bo,(Po)

!

!

9T 3,

FICURE 2. The slided ball B, (Pp)
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We can slide B,, in Uy, towards to —oo in the y-direction and keeping
its centre on the line {a’ = z{} (see Figure 2), until it touches for the first
time OlUy at some point z9 € Zy,). In Figure 3, we show some possible
examples of first contact point with the set Zy ).

a

FiGURE 3. The first contact point zg

Now we consider the function
wo(z) := u(x) — u(zp)

and we observe that wy(z) # 0 for every z € B,,(FPy), where Py is the new
centre of the slided ball. In fact, if this is not the case there would exist a
point Z € By, (Pp) such that wo(Z) = 0, but this is in contradiction with the
fact that Up N Zy(,) = (). We have to distinguish two cases. Since p < 2 and
f is locally Lipschitz, we have that

Case 1: If wo(x) > 0 in By, (Pp), then

~

Apwy < ngfl in By, ()
wo > 0 in BQO(PO)
w(zp) =0 20 € 0By, (),

where C' is a positive constant.
Case 2: If wo(z) < 0 in By, (Fp), setting vy = —wo we have

Ayvg < Cob! in By, (Pp)

vo >0 in By, (Py)
’U()(ZO) =0 20 € (‘9BQO (P()),

where C' is a positive constant.
In both cases, by the Hopf boundary lemma (see e.g. [103, D), it
follows that |Vw(zo)| = |Vu(zo)| # 0.

Using the Implicit Function Theorem we deduce that the set {u = u(z9)}
is a smooth manifold near zy. Now we want to prove that

Uz (20) >0
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and actually that the set {u = u(zp)} is a graph in the y-direction near
the point zp. By our assumption we know that ug, (20) = uy(29) > 0.
According to [36, 37] and (7.1.8), the linearized operator of (7.0.1) is well
defined

Ly(uy, ) =
ram o IV (0, 90) 4 (0= DIVuP (T, V) (Ve V)] d+

- f,(u)“ySO dx
DI)N

for every ¢ € C1(2,). Moreover u, satisfies the linearized equation (7.1.9),
ie.

(7.2.8) Lu(uy9) =0 Vg € CHEn).

Let us set 29 = (z(), yo). We have two possibilities: u,(z0) = 0 or uy(z9) > 0.

Claim: We show that the case uy(zp) = 0 is not possible.

If uy(20) = 0, then uy(x) = 0 in all B;(2g) for some positive g; to prove
this we use the fact that |Vu(z)| # 0, u € C%* and that Theorem 7.1.4
holds.

By construction of zy there exists €1 > 0 such that every point z € S :=
{(2,t) € Up : yo <t < yo + €1} has the following properties:

(1) z € Up, since the ball is sliding along the segment Sy;
(2) z € Uy, since zy is the first contact point with olp.

In particular, for every z € §; we have
(7.2.9) z € Uy \ Uy = Up.

Since |Vu(zo)| # 0 and u € CH®, by Theorem 7.1.4 it follows that there
exists 0 < €9 < &1 such that

uy(z) =0 Vo € B.,(20).

Let us consider Sy := {(2(,t) € Up : yo <t < yo +¢e2}; by definition Sy C S
and every point of Sz belongs also to Zg(,), since u(z) = u(zp) for every
z € 8 and zp € Zy(,) by our assumptions. But this gives a contradiction

with (7.2.9).

From what we have seen above, we have |Vu(zp)| # 0 and hence there
exists a ball By (z9) where |Vu(z)| # 0 for every @ € B,(zp). By Theorem
7.1.2 it follows that u = u) in B,(zp) namely u = u) in a neighborhood of
the point zg € OUy. Since uy(z9) > 0 and N is finite

By (20) 0 (S \ Zy) \ o) # 0

and uy(z) > 0 in B, (20), as consequence, the set {u = u(z9)} is a graph in
the y-direction in a neighborhood of the point zg. Now we have to distinguish
two cases:

Case 1: u(zp) = min [Nf \ {—1}].
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C1

Define the sets

= {x eRY : 2’ € (Bo(z0) N{y:=wo}) and u(z)< u(zo)}

Ca := Br(20) U ((Br(20) N {y := wo}) x (—00,0))
and
C=CinNCy.
We observe that C is an open unbounded path-connected set (ac-
tually a deformed cylinder), see Figure 4. Since f(u(zp)) has the
right sign, by Theorem 7.1.3 it follows that « = u) in C and this in
contradiction with the uniform limit conditions (7.0.3).

y

Z(w) >N

_____

Z0= (25 Yo

FIGURE 4. Case 1: u(zp) = min [./\/'f \ {—1}}

Case 2: u(zp) > min [Nf \ {—1}].

In this case the open ball B,(zp) must intersect another connected
component (i.e. # Up) of ¥y \ Z(,), such that u = uy in a such
component, see Figure 5. Here we used the fact that near the (new)
first contact point, the corresponding level set is a graph in the y-
direction. Now, it is clear that repeating a finite number of times
the argument leading to the existence of the touching point zy, we
can find a touching point z,, such that

w(2m) = min [/\/f \ {_1}}.

The contradiction then follows exactly as in Case 1.
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a

FIGURE 5. Case 2: u(zp) > min [Nf \ {—1}}
Hence u < uy in 3\ 2y,

To prove Proposition 7.2.2 we need of the following result:

LEMMA 7.2.4. Under the assumption of Theorem 7.0.1, let u be a so-
lution to (7.0.1). Then there exist Mo = Mo(p, f, N, |Vl poo(mry) > 0 suf-
ficiently large such that for every M > My there exits a constant C* =
C*(M) > 0 such that

(7.2.10) IVu| > 0ppu>C* >0 in{-M—1<azy<—-M+1}.

PROOF. Performing the moving planes procedure, using (7.0.3) and (G¢),
by the Proposition 7.1.7 with v = u) and ¥ = X, we infer that there ex-
ists a constant Mo = Mo(p, f, N, [Vu| peo@yy) > 0 such that d;yu > 0 in
{xny < =My + 1}. Now we can assume

Zf(u) N {:L‘N < —My + 1} = (Z),

then by Theorem 7.1.5 it follows that dy,u > 0 in {zny < —My + 1},
since the case 0y,u = 0 would imply a contradiction, i.e. u(zx) = —1 in
{xn < —Mp + 1} . We observe that in particular it holds |Vu| > 0, u > 0
in {-My—1<zny < —My+1}. We want to prove that for all M > My,
there exists C* = C*(M) > 0 such that 0, yu > C* >0in {—-M -1 <zy <
—M +1}.

Arguing by contradiction let us assume that there exists a sequence of
point P, = (2},,xnn), with —M — 1 < zn, < —M + 1 for every n € N,
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such that 0, u(P,) = 0asn — +ooin {—-M —1 < azy < —M +1}. Up to
subsequences, let us assume that

TNp — Ty with —M —-1<zZy < -M+1.
Let us now define
(2 2N = u(x’ + 2, zN)
so that ||, |lec = ||ullec < 1. By standard regularity theory, see [46, ],
we have that
H'ELHHC;O»‘CN(RN) <C
for some 0 < a < 1. By Ascoli’s Theorem we have

1,0/
_ Cad (RY)

Uy — U

up to subsequences, for o/ < . By construction d,, @ > 0 and 95, 4(0,Zn) =
0, hence by Theorem 7.1.4 it follows that 0,y = 0in {—-M — 1 < zy <
—M + 1} and therefore 9, u =0 in all {(2/,2,) : xny < —M + 1} by The-
orem 7.1.5, since Zy,y N {zxy < —Mp + 1} = 0. This gives a contradiction
(by Theorem 7.1.4) with the fact that lim w(a2',zy) = —1 (this implies

TN ——00

that lim a(2’,zy) = —1), see Remark 7.0.2. O

TN——00
With the notation introduced above, we set
(7.2.11) A={AeR |u<u in XVt < A}
Note that, by Proposition 7.1.7 (with v = wu), it follows that A # 0,
hence we can define
(7.2.12) A= sup A.

Moreover it is important to say that by the continuity of w and uy, it follows
that
u<wuy inXj.

The proof of the fact that u(z’,zy) is monotone increasing in the zx-
direction in the entire space RY is done once show that A\ = 4o00. To
do this we assume by contradiction that A\ < 400, and we prove a crucial
result, which allows us to localize the support of (u—uy)™. This localization,
that we are going to obtain, will be useful to apply the weak comparison
principle given by Proposition 7.1.7 and Theorem 7.1.8.

PROPOSITION 7.2.5. Under the assumption of Theorem 7.0.1, let u be a
solution to (7.0.1). Assume that A < 400 (see (7.2.12)) and set
We = (u - UX+5)X{:I;N§X+5}'
Let M,k > 0 be such that M > 2|\|. Then for all p € (0,(A\+ M)/2) there
exists € > 0 such that for every 0 < e < &
(7.2.13) suppW Cc{zny < -MIU{XA—pu<any < A+etU{|Vu| <k}
PROOF. Assume by contradiction that (7.2.13) is false, so that there

exists > 0 in such a way that, given any £ > 0, we find 0 < € < & so that
there exists a corresponding z. = (2, zn,) such that

U(LL’IE, xN,E) > US\+s(33Iev $N7€)7
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with z. = (2, xn ) belonging to the set
{(@/,zn) eRY : M <ay. <X —pu}
and such that |Vu(xe)| > k.
Taking £ = 1/n, then there exists &, < 1/n going to zero, and a corre-
sponding sequence
T = (T, TNn) = (2L, TNe,)
such that
W@y, TNn) = Us e, (T TN )
with —M <oy, < X — . Up to subsequences, let us assume that
.’ENm—)i'NWith —MS{ENSX—/L.
Let us define
(2, zN) = u(a + 2, zN)
so that ||ty |lec = [|u||cc < 1. By standard regularity theory, see [46, 1,
we have that

||ﬂn||011£(RN) <C
for some 0 < o < 1. By Ascoli’s Theorem we have

/
LY (RN

Uy “— 4
up to subsequences, for o’ < a. By construction it follows that
o i<y in Yy
hd a(owf]\f) = ﬂ;\(ov'TN);
o |Vu(0,zn)| > k.

Since |V@(0,Zn)| > & there exists o > 0 and a ball B,(0,Zy) C X5
such that [Vu(x)| # 0 for every x € B,(0,Zn). Now, if 4(0,Zn) € Zy(y),
since 4 is non constant in B,(0,Zy), there exists Py € B,y(0, Zy) such that
u(Poy) & Z¢(u)- By Theorem 7.1.2 it follows that
(7.2.14) @=15 in B,(0,Zy).

On the other hand, by Proposition 7.2.3 it follows that
’I~L<’L~l,5\ in ZX\Zf(u)

This gives a contradiction with (7.2.14). Hence we have (7.2.13).
U

PROOF OF PROPOSITION 7.2.2. Let us assume by contradiction that
A < +o0, see (7.2.12). Let M > 0 be such that Proposition 7.1.7 and
Lemma 7.2.4 apply. Let C* = C*(M) be the constant given in Lemma
7.2.4. By Proposition 7.2.5 (choose M = AM + 1 there, redefining M if
necessary) we have that

(7.2.15) supp W C {ay < —AM —1}U{—-4M +1 <2y < A+¢},

where W, := (u — u5\+8)x{$N§;+6}. In particular, to get (7.2.15), we choose
% in Proposition 7.2.5 such that 2k = C*. Then we deduce that

(7.2.16)  u<wuy,, in {(z,on) ERY © —AM —1 < ay < —4AM + 1},
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Using (7.2.16), we can apply Proposition 7.1.7 in {xy < —4M — 1} and
therefore, together Lemma 7.2.4 and Proposition 7.2.5, we actually deduce

supp W C {—AM +1<zy < A +e}.
In particular, if we look to (7.2.13), we deduce that supp W™ must belong
to the set
A={{A—p<ay <A+t U{|Vu <r}}n{ay > —4M+1}.
We now apply Theorem 7.1.8 in the set A. Let us choose (in Theorem 7.1.8)
Lo =1+ |Vu| peo@m)

and take 79 = To(p,X,M,N,LO) > 0 and ¢ = 60(p,5\,M,N,L0) > 0 as in
Theorem 7.1.8. Let u,e in Proposition 7.2.5 such that 2(u + ¢) < 79 and
let us redefine k eventually such that x := min{C*/2,¢}. We finally apply
Theorem 7.1.8 concluding that actually W27 = 0 in the set A. This gives
a contradiction, in view of the definition (7.2.12) of A. Consequently we
deduce that A\ = +oco. This implies the monotonicity of u, that is 9, u > 0
in RY. By Theorem 7.1.5, it follows that

Oyt >0 InRYV\ Zy,),

since by Lemma 7.2.1, the case 0,,u = 0 in some connected component, say
U, of RV\ Z () can not hold.
O

7.3. 1-Dimensional Symmetry

In this section we pass from the monotonicity in x to the monotonicity
in all the directions of the upper hemisphere SJI ~1 defined in (7.2.1). We
refer to [55] for the case of the Laplacian operator, where in the proof the
linearity of the operator was crucial. Here we have to take into account the
singular nature and the nonlinearity of the operator p-Laplacian.

LEMMA 7.3.1. Under the same assumption of Theorem 7.0.1, given o > 0
and k > 0, we define

2 i={reRY |~k <an <k}n{|Vul > o}.
Assume n € Sf_l and suppose that
(7.3.1) Opu>0 inRY and Ou>0 inRY\ Zt(u)-
Then, there exists an open neighbourhood O, of n in Sﬁfl, such that
(7.3.2) du= (Vu,v) >0 inXf,
Jor every v € O,.

PrOOF. Arguing by contradiction let us assume that there exist two
sequences {P,} € RN and {v,,} € S¥~! such that, for every m € N we
have that P, = (z},,,znm) € X7, |(Um,n) — 1| < 1/m and 8,,, u(Py) < 0.
Since —k < xn,m < k for every m € N, then up to subsequences xy ,, — Tn-.
Now, let us define

Um (2, zN) == u(x + 2, zN)
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so that ||tm|lec = ||u]|lee < 1. By standard regularity theory, see [46, ],
we have that
||ﬁmucl1(;?(RN) <C.
By Ascoli’s Theorem, via a standard diagonal process, we have, up to sub-
sequences
o ®Y)

loc
m u?

for some 0 < o/ < a.
By uniform convergence and (7.3.1) it follows that

0,i(0,zx) =0 and |Va(0,Zy)| > o.

o If Py := (0,Zn) € Z(y), since |[Vu(0,7n)| > o, then there exists
a ball B,(P) such that |Vi(z)| # 0 for every x € B,(F). By
Theorem 7.1.4, applied having in mind that |Va(z)| # 0 in B, (Fp),
it follows that O,u(z) = 0 for every & € B,(P). In particular
Oyu(x) = 0 for every x € B.(Py) N (X7 \ Z4(s)), hence by Theorem
7.1.5 we deduce that d,u = 0 in the connected component ¢/ of
Y3\ Z(a) containing B,(Pp) (possibly redefining ), but this is in
contradiction with Lemma 7.2.1.

o If Py € ¥\ Zf by Theorem 7.1.5 it follows that d,a > 0 in

the connected component of RV \ Zj(y) containing the point Fp.

Indeed the case d,u = 0 in the connected component of RN\ 2 (@)
containing Py can not hold since Lemma 7.2.1.

Hence we deduce (7.3.2). O

Having in mind the previous lemma, now we are able to prove the mono-
tonicity in a small cone of direction around 7 in the entire space.

PROPOSITION 7.3.2. Under the assumption of Theorem 7.0.1, assume
n e Sffl such that Oyu > 0 in RN \ Zgy- Then, there erxists an open

netghbourhood O,, of 1 in Sf_l, such that
(7.3.3) Ou=u,>0 mRY and Ou=u, >0 inRY \ Zt(u)s
for every v € O,,.

ProoF. We fix § >0 and let k = k(6) > 0 be such that u < —1 + 4 in
{zny < =k}, u>1—-¢in {xnx > k} and (7.1.18) holds in {|xnx| > k}. By
Lemma 7.3.1 it follows that for all o > 0 one has

supp () € ({lon| = k}U ({=k < v < K} 0 {IVu| < 0}) ).
For simplicity of exposition we set
A:={lan| >k} and D:=({-k<azy <k}n{|Vul < o}).

Our claim is to show that u,, = 0in AU D. In order to do this we split the
proof in two part.

Step 1. We show that u,, =0 in A.
We set

(7.3.4) 0 == (u; )" PRXA@R)
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where o > 1, R > 0 large, A(2R) := AN By and ¢pr is a standard cutoff
function such that 0 < ¢r <1 on RN, ¢wr = 11in By, pr = 0 outside Bag,
with |Vegr| < 2/R in Bagr \ Br. First of all we notice that ¢ belongs to
Wol P(A(2R)). To see this, use the definition of pr and note that by Lemma
7.2.4 and Lemma 7.3.1, it follows that u;, = 0 on the hyperplanes |zy| = k,
namely on 0A.

According to [36, 37], the linearized operator is well defined

Ly(uy, ) =
(7.3.5) /RN [|Vu|p_2(Vu,,, Vo) +(p— 2)|Vu|p_4(VU, Vu,)(Vu, V)| dre+

— / f'(w)uy,p dz
RN

for every ¢ € CH(RY). Moreover it satisfies the following equation
(7.3.6) Lu(uy, ) =0 VYo € CHRM).

Taking ¢ defined in (7.3.4) in the previous equation, we obtain

a / VP 2(Vuy, Vg ) )1
A(2R)
Lo / Va2V, Voor) (45 ) on
A(2R)
(737)  +am-2) / Va4V, Vi) (Y, Vi ) () i de

A(2R)

+2(p—2)/ |Vu]p*4(Vu, Vu,)(Vu,Vor)(u, )“prdz
A(2R)

— [ P G de
A(2R)
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Making some computations we obtain
o[ PV ) da
A(2R)
— —2/ \Vu|p72(Vu;, Vor)(u, )*ordx
A(2R)
a(2—p)/ |Vu\p74(Vu, Vu;)Z( )T 1 2 R dx
A(2R)
v202-p) [ VUl (V) (Vu V) ;) er do
(7.3.8) ARE)
+ / F(w) (uy ) g de
A(2R)
<a@-p) [ VUV ) G ds
A(2R)
v26-p) [ VUV [Verl(;) erdo
A(2R)
+ / £(w) (4 )+ da
A(2R)
Now it is possible to rewrite (7.3.8) as follows
ap=1) [ VT P da
A(2R)
(7.3.9) <2(3-p) / VP2V | [Vir|(uy) o do
A(2R)

T / £ (w) () 3 da.
A(2R)

Exploiting the weighted Young inequality we obtain

(7.3.10)
a(p—1) / Va2 Vuy 2 o da
A(2R)

23— p) / Va5 |V | (u)) Va2 [ Vorl(uy) 5 op de
A(2R)
+ / £ () (w2 2, d
A(2R)

<o(3—p) / Va2V 2 ) da
A(2R)

3_
L3P /A o [T TR )
2R

[

4 / £ () ()2 dr.
A(2R)
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Since u, = (Vu,v), where ||v| = 1, we have
a(p—1) / Va2 (Vg 2 R da
A(2R)
a<3—p>/ Va2V 2y ) de
A(2R)
3T Vn )0 da
o A(2R)
(73.11) + / £ () (42 2, dr
A(2R)
< a<3—p>/ Va2V [P (u; )2 da
A(2R)
s / Veorl(u))* okl Vor| do
A(2R)

) / (uy)* % da,
A(2R)

where we used (7.1.18) and where C' := 3 — p/o||Vu|/ . Exploiting the
Young inequality with exponents (o + 1)/ and o + 1 we obtain

a(p—1) / Va2 (Vg 2 R da
A(2R)
(3 p) / Va2V 2y ) de
A(2R)
C / .
+ Vor|*t dx
a+1 .A(2R)‘ R’

Cla+1 atl o 22HL
+()/ IVor| o (u,)* g o da
(0% .A(

(7.3.12)

Since |Vog| < 2/R in Bag \ Br, 0 < g < 1in RN and pr = 1 in Bg, we
obtain

/ VUl T [2(u) o da
A(R)
s&/ VP2V [2(u; ) do
A(2R)

1 Cla+1) / notl 2
+ —— — L u, )% dr,
a(p—1) ( aR" > A(2R)( "R

C
Ra—(N-1)’

(7.3.13)

+

where 9 := o(3 —p)/a(p — 1) and C := 2C/a(a+1)(p —1). Now we fix
a > 0 such that o > N — 1, ¢ > 0 sufficiently small such that 9 < 2= and
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finally Ry > 0 such that C'(a + 1)/aR“*" — L < 0. Having in mind all these
fixed parameters let us define

L(R) = /A o [TV )

It is easy to see that £L(R) < CRY. By (7.3.13) we deduce that holds
C

ﬁ(R) < 19£(2R) + W

for every R > Ry. By applying Lemma 2.1 in [59] it follows that L(R) =0

for all R > Ry. Hence passing to the limit we obtain that u,, = 0 in A.
Step 2. u,, =01in D.

Let us denote by B’ the (N —1) dimensional ball in RV ! and ¢p (2, zx) =

Yr(z') € C(RN71) is a standard cutoff function such that

VR =1, in B'(0,R) c RN-1,
(7.3.14) YR =0, in RN-1\ B'(0,2R),
IVyg| < 2, in B'(0,2R)\ B'(0,R) c RN~L.

Let us define the cylinder
C(R) := {(:c',a:N) eRY : [z eRY |—k<ay< k}mm}.
We set
(7.3.15) v = (w,) Vhxeen)
where > 1. First of all we notice that ¢ belongs to WO1 P(C(2R)) by

(7.3.14) and since u;, = 0 on JA (as above, see Lemma 7.2.4 and Lemma
7.3.1). Recalling (7.3.5) we have also in this case that

(7.3.16) Lu(uy, ) =0 Yoy € CHRY).
Taking 1 defined in (7.3.15) in the previous equation, we obtain

51TV, V) e

C(2R)
+ 2/ |VulP~2(Vuy, Vipr) (u;, ) Pg da
C(2R)
(307 8= [ |Vl (VY (Ve Vi) ) d
C(2R)

+2(p—2) / \VulP~(Vu, Vu, ) (Vu, Vor) (u) )P g de
C(2R)

- / £ (u) ()12, d
C(2R)
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Repeating verbatim the same argument of (7.3.8), (7.3.9) and (7.3.10), start-
ing by (7.3.17) we obtain

Bp—1) / Va2V P (uy )P de
C(2R)
< o(3-p) / Va2 Vuy 2 () de
C(2R)

3 — _ _
I Gt ) [ vl en ) v e
C(2R)

g

(7.3.18)

] fw)) v de,
C(2R)
Since u, = (Vu,v) and |Vu| < ¢ in C(2R) we have

/ VU2V 2 )P de

C(2R)

< 19/ IVulP~2|Vu, [ (u;)P ! da

(7.3.19) e

+CQP1/ Vibnl2(us Pl da
C2R)

+ Ck/ (uy, )P % da.
C(2R)

where ¥ := 0(3 —p)/B(p—1), C:= (3—p)/oB(p—1) and
C = |f'llpso((—1,1)B8@ —1).

Exploiting the Young inequality with exponents (8+1)/8 and 5 + 1 we
obtain

/ Va2 Vg 2y ) de
C(2R)

< 19/ IVulP~2|Vu, |2 (u)) ! da
C(2R)

Cop~! .
7.3.20 + Vir|PH da
( ) B+1 Jeer) IVerl
CoP~! 1 B+1 28+1
+ Qp (5 + ) / lva’ gl (u;)ﬁJrle B dx
B C(2R)

+ C’/ (u;, )P+ % da.
C(2R)
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Since |Vipr| < 2/R in Byp \ By, 0 < r <1in RY and ¢ = 1 in B, we
obtain

(7.3.21)
/ Va2 Vg 2y ) de
C(2R)

<d / Vul?2|Vug 2 () da + Or / ()P da
C(2R)
2”8+1CQP 1
IRCESVZRCE

Sﬂ/ |VulP~2|Vu, [ (u,)’ da
C(2R)

k +1
von [ ([ [ F] doy ) vk
B/(02R) \J k&

6+1Cf@p71
(8 + RF-(N2)
Sﬂ/ |VulP~™ 2\Vuy\2( )ﬁ Lda
C(2R)

+ C_'ch(k)

R X
4 C(2R)

211
T BT DR

with C := Co?~ ' (B + 1)/,8R +C’ We point out that in (7.3.21) we used
a Poincaré inequality in the set [—k, k| (denoting with C), the associated
constant) together with the fact that ¢r = ¥r(z’). By (7.3.21) we obtain

(7.3.22)
/ Va2 (Vg 2y ) g3 da
C(2R)

<19/ Va2 Vs 2 (u)P da

+ CRCp(k>

B+1)° 5 D
2B o [ (Gup 290 ) o de
C(2R)
26—1—16’@;)—1
(B + DR
Finally we choose 8 > 0 such that g8 > N — 2, ¥ > 0 sufficiently small
such that ¥ < 27V*! and ¢ > 0 sufficently small such that

ORCPWL +2 b* 0P

<1

Having in mind all these fixed parameters let us define

L(R) = /C( VP2V [2(us )P da.
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It is easy to see that L(R) < CRN~1. By (7.3.22) (up to a redefining of the
constant involved) we deduce that

C
holds for every R > 0. By applying Lemma 2.1 in [59] it follows that

L(R) = 0 for all R > 0. Since p < 2, passing to the limit in (7.3.23), we
deduce that for a.e. x € D
(7.3.24) either u,, (z) =0, or |Vu, (z)| = 0.
This actually implies that u;, (x) = 0 in D. Indeed let us suppose that would
exist a point P € D such that u, (P) # 0. Let us consider the connected
component Y of D\ {x € D : wu; (x) = 0} containing P. By the continuity
of u, , it follows that u, = 0 on the boundary OU. On the other hand
u,, must be constant in U (since by (7.3.24) |Vu, | = 0 there) .This is a
contradiction.

By this two step we deduce that u,, > 0 in RV, Finally by Lemma 7.2.1
we get (7.3.3).

O

Proor or THEOREM 7.0.1. Using Proposition 7.2.2 we get that the
solution is monotone increasing in the y-direction and this implies that d,u >
0 in RY. In particular we have d,u > 0 in RV \ Zfw) by (7.2.3). By
Proposition 7.3.2, actually we obtain that the solution is increasing in a
cone of directions close to the y-direction. This allows us to show that in
fact, fori =1,2,--- ,N—1,0z,u =01in RY, just exploiting the arguments in
[55, 63, 64]. We provide the details for the sake completeness. Let 2 be the
set of the directions n € Sﬁ ~1 for which there exists an open neighborhood

0, C Sffl such that
du=u,>0 inRY and du=wu,>0 inRY \ Z¢(u)s

for every v € O,. The set () is non-empty, since ey € €2, and it is also
open by Proposition 7.3.2. Now we want to show that it is also closed. Let
n e Sf ~1 and let us consider the sequence {nn} in Q such that n, — 7 as
n — +oo in the topology of Sf_l. Since by our assumptions 9;,u > 0 in
RY | passing to the limit we obtain that Opu > 0 in RY. By Lemma 7.2.1
it follows that dzu > 0 in RN\ Zf()- By Proposition 7.3.2 there exists
an open neighborhood Oy such that (7.3.3) is true for every v € Op; hence
7 € Q and this implies that €2 is also closed. Now, since Sf ~1 is a path-
connected set, we have that Q = SY~!. Then there exists v € Cllo’s‘ (R) such
that u(2',y) = v(y). Now, let us assume that there exists b € Zy(,y such
that «/(b) = 0. Then the level set {u = u(b)} is a closed interval, i.e. there
exist a, 8 € R with a < § such that

{u=u®)} = o, B].
By Hopf’s Lemma we have «/(/3) > 0, but this implies that {u = u(b)} = {b}
and so u/(b) > 0, that is in contradiction with our initial assumption. Hence

we deduce that dyu > 0 in RY, concluding the proof.
O
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