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ABSTRACT 

 

The necessity of measuring vibrations on structures and part of machineries is 

extremely important. Maintain under control aging structures, infrastructures and 

machinery – such as bridges, buildings, dams, pipelines, aircraft, ships, and 

railway tracks – plays a key role in the prediction of situations, which could 

jeopardize, or even destroy, the structure itself. 

Recent advances in the Micro Electro-Mechanical System (MEMS) technology 

have made wireless MEMS accelerometers an attractive tool for Structural Health 

Monitoring (SHM) of civil engineering structures. MEMS technology refers to a 

family of devices which characteristic dimensions range from 10-3 to 10-6 m, that 

combine together electrical and mechanical components, and that are fabricated 

using integrated circuit batch-processing technologies. The SHM applications 

require the MEMS-based accelerometers to be accurate for measuring a wide 

range of structural vibrations: from ambient vibration (in the order of 10−2 m∙s−2) 

to severe earthquakes (in the order of 101 m∙s−2). In addition, natural frequencies 

in large civil engineering structures - including bridges and buildings - are 

generally in the order of 10−1 to 101 Hz. To date, sensors’ low sensitivity and 

accuracy - especially at very low-frequencies - have imposed serious limitations 

for their application in monitoring large-sized structures. Conventionally, the 

MEMS sensor’s analog signals are converted to digital signals before radio-

frequency (RF) wireless transmission. The conversion can cause a low sensitivity 

to the important low-frequency and low-amplitude signals.  

To overcome this difficulty, a prototype of a MEMS accelerometer system 

(Acceleration Evaluator - ALE) is presented. It converts the sensor output voltage 

to a frequency-modulated (FM) signal before RF transmission. This is achieved 

by using a Voltage to Frequency conversion (V/F) instead of the conventional 

Analog to Digital Conversion (ADC). The MEMS accelerometer system 
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presented in this study consists of a transmitter and receiver circuit boards. The 

former is equipped with a high sensitivity, low noise, MEMS-based 

accelerometer, a V/F converter and a wireless RF transmitter, whereas the latter 

contains a RF receiver and a F/V converter for demodulating the signal.  

The efficacy of the designed prototype in measuring low-frequency and low-

amplitude dynamic responses is validated to demonstrate wheatear or not it is 

useful to achieve resolution necessary for SHM purposes. It is done through 

extensive laboratory tests and experiments on real-world engineering structures. 

The firsts consist of calibration tests, studies about the effect of battery residual 

charge, maximum transmission distance evaluations, and dynamic comparisons 

with wired Integral Electronics Piezoelectric (IEPE) accelerometers. The latters 

consist of measurements on several typologies of structures: a flow-loop pipeline 

(industrial applications), a stone pinnacle (seismic applications), and a pedestrian 

bridge (civil infrastructures monitoring). In this study, the achieved results are 

discussed and indications for further prototype’s developments given. 
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INTRODUCTION 

 

Vibration deals with the oscillatory motion of a dynamic system. Vibrational 

phenomena may arise in many operational processes: sometimes they are 

necessary for performing tasks, other times they may be trivial, but - in several 

circumstances - they are objectionable. In these cases, vibration has to be 

controlled since it is accompanied with undesirable conditions that may cause the 

malfunctioning, or the failure, of the system on which vibration is applied. In 

addition, oscillatory motions are characterized by the transmission of considerable 

quantities of energy to portions of the affected structure. In these situations, even 

if no critical conditions will occur, vibration is to be counted as one of the main 

causes for noise pollution. 

The need for measuring vibrations on structures and part of machineries is 

extremely important. Maintain under control aging structures, infrastructures and 

machinery (e.g.: bridges, buildings, dams, pipelines, aircraft, ships, railway tracks, 

etc.) plays a key role in the prediction of situations, which could jeopardize, or 

even destroy, the structure itself. 

The transducers used for measuring the vibration of a moving dynamic system 

are called accelerometers. On the market, there are several typologies of 

accelerometers (e.g.: piezoresistive, capacitive, Linear Variable Differential 

Transformer, fiber optic, piezoelectric, Integral Electronics PiezoElectric, Micro 

Electro-Mechanical Systems, etc.). Their number results from different 

applications and different operational principles with various requirements of 

range, natural frequency, damping, sensing element, and response. In general, 

these sensors use the movement of a sensing element (i.e.: inertial mass) to 

generate an electrical quantity (current or tension) proportional to detected 

oscillations.  
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Since the early 1990’s on, there has been an increasing interest in the adoption 

of developing sensing technologies for instrumentation within a variety of 

structural systems. Recent advances in the Micro Electro-Mechanical System 

(MEMS) and Wireless Sensor Networks (WSNs) technologies have made 

wireless MEMS accelerometers an attractive tool for Structural Health Monitoring 

(SHM) of civil engineering structures. The SHM applications require the MEMS-

based accelerometers to be accurate for measuring a wide range of structural 

vibration: from ambient vibration (in the order of 10−2 m∙s−2) to severe 

earthquakes (in the order of 10 m∙s−2). In addition, natural frequencies in large 

civil engineering structures - including bridges and buildings - are generally in the 

order of 10−1 to 101 Hz. Therefore, sensor systems able to accurately measure 

such low-frequency signals are required; otherwise, the recorded signal might be 

confused with a noise. To date, sensors’ low sensitivity and accuracy - especially 

at very low-frequencies - have imposed serious limitations for their application in 

monitoring large-sized structures.  

Acceleration Evaluator (ALE), the MEMS accelerometer system presented in 

this study, addresses two main problems of data acquisition in the field of 

vibration monitoring: the importance of going wireless and the signal quality 

when low-frequency and low-amplitude vibrations are considered. Wireless 

transmission, compared to its wired counterpart, is preferable for at least three 

reasons: absence of wires impedance, absence of triboelectric noise, and mounting 

facility. On the other hand, signal quality is important when accurate analyses 

have to be carried out. Conventionally, the MEMS sensor’s analog signals are 

converted to digital signals before radio-frequency (RF) wireless transmission. 

The conversion can cause a low sensitivity to the important low-frequency and 

low-amplitude signals. Therefore, the designed MEMS accelerometer system 

converts the sensor output voltage to a frequency-modulated (FM) signal before 

radio-frequency transmission. This is achieved by using a Voltage to Frequency 

conversion (V/F) instead of the conventional Analog to Digital Conversion 

(ADC). 
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This study begins with an introductory part regarding the basic concepts 

associated to the mechanic of vibration. A description of the vibratory system 

elements (mass, spring, damper, external soliciting force) and an introduction of 

some basic physical quantities (frequency, period, amplitude, etc.), which control 

the oscillatory motions is given. Then a discussion of simple vibratory motions 

(forced, free, damped, undamped, and their combinations) and their equations are 

discussed in Chapter I. 

The study continues with a report of the seismic instruments used for vibration 

measurement. A description of instruments for displacement detection 

(vibrometer) and instruments for acceleration detection (accelerometer) is 

examined along with a discussion about the equations defining their behavior and 

operational principles. Then, a summary of the vibration instrument 

characteristics is presented. It consists of an overview and explanation of the main 

technical features of a shock-and-vibration measuring instrument. These include: 

the instrument’s sensitivity, transverse sensitivity, resolution, amplitude linearity, 

and frequency range. Chapter II finishes with a detailed description of the most 

common typologies of accelerometers. The main characteristics of piezoresistive, 

capacitive, Linear Variable Differential Transformer (LVDT), fiber optic, 

piezoelectric and Integral Electronics Piezoelectric (IEPE), and Micro Electro-

Mechanical System (MEMS) accelerometers are specified. 

In Chapter III a summary review regarding the state-of-the-art of the WSNs for 

SHM is first given. Academia-built and commercial platforms for WSN are 

described; their strengths and weaknesses for SHM aims are analyzed. Starting 

from these weaknesses, the newly designed Acceleration Evaluator (ALE) 

wireless system prototype, which consists of a transmitter and a receiver circuit 

boards, is presented. The transmitter board is equipped with a MEMS 

accelerometer, a V/F converter and a wireless RF transmitter, while the receiver 

board contains a RF receiver and a F/V converter for demodulating the signal. 

Therefore, the second part of the chapter focuses on the design choices, hardware 

characteristics, and operational properties of the prototype. It highlights how ALE 
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may overcome the difficulties met by previous systems as they are used for SHM 

purposes. 

In Chapter IV, the real core of the study, ALE’s efficacy in measuring low-

frequency and low-amplitude dynamic responses is demonstrated through 

extensive laboratory tests and experiments on real-world engineering structures. 

Laboratory tests consist of calibration tests, studies about the effect of battery 

residual charge, maximum transmission distance evaluations, and dynamic 

comparisons with wired Integral Electronics Piezoelectric (IEPE) accelerometers. 

The first test is made for calibration purposes using an angle meter machine; the 

second allows evaluating ALE behavior under diminishing battery power. The 

third investigation consists of experiments for determining the performance of the 

wireless transmission distance in two different conditions (indoor and outdoor), 

whereas the fourth are made for exploring the prototype dynamic response using 

electromagnetic shakers and well-known soliciting signals. These tests, carried 

out in a controlled laboratory-environment, are necessary for characterizing the 

boards’ technical features. Instead, the real-world experiments consist of 

measurements on several typologies of engineering structures: a flow-loop 

pipeline (industrial applications), a stone pinnacle (seismic applications), and a 

pedestrian bridge (civil infrastructures monitoring). In the first experiment the 

MEMS accelerometer system is used to measure oil flow-induced vibrations of a 

black-steel flow-loop pipeline. The second consists of a study on the earthquake-

induced vibration on a special lab-scale model of one of the pinnacles of the 

Cathedral Church of St. Peter and St. Paul in Washington, DC. The third 

experiment describes the sensor’s deployment on the Streicker Bridge in 

Princeton, NJ for ambient vibration detection and modal identification purposes. 

These experiments are executed to prove whether or not ALE is suitable and 

versatile for carrying out low-amplitude and low-frequency vibrational analyses. 

To finish, a short overview of the designed prototype’s further developments is 

discussed in the conclusive section of the study. 
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CHAPTER I 

THE MECHANIC OF VIBRATION 

 

1 – Introduction 

Vibration deals with the oscillatory motion of a dynamic system. A dynamic 

system is any object which possesses mass and whose parts are capable of relative 

movements. The considered system could be in the form of a structure, a 

machinery, or its components. 

Vibrational phenomena may arise in many operational processes: sometimes 

they are necessary for performing tasks, other times they may be trivial, but - in 

several circumstances - they are objectionable. In these cases, vibration has to be 

controlled since it is accompanied with undesirable conditions that may cause the 

malfunctioning, or the failure, of the system on which vibration is applied. 

Usually, two different failure mechanisms may occur: those connected to 

impulsive, high-intensity stresses (shock) [1], or those related to low-intensity 

events, which repeat several times (fatigue) [2].  

In addition, oscillatory motions are characterized by the transmission of 

considerable quantities of energy to portions of the affected structure. In these 

situations, even if no critical conditions will occur, vibration is to be counted as 

one of the main causes for noise pollution [3], [4]. Therefore, the study of the 

oscillatory motion is crucial in those branches of engineering that aim to 

determine it effects on the performance and safety of the system being considered. 

The analyses of vibration can reduce risks arising from phenomena that may 

jeopardize civil and mechanical structures.  

In this chapter a description of the elements of a vibratory system, an 

introduction of some terminology, and a discussion of simple harmonic motions 

are presented. 
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2 – General concepts 

The term vibration is referred to an oscillatory motion of a body about its static 

equilibrium position [5]. Three elements are necessary for producing a vibration: a 

mass (for storing kinetic energy), a spring (for storing potential energy), and a 

damper (by means of which energy is gradually dissipated in the form of heat at 

each cycle of oscillation). These components are referred to as passive elements 

and they are assumed to be invariant in time [6]. The mass m is supposed to be a 

rigid body; it produces the vibration and it can gain or lose kinetic energy in 

accordance with its velocity change. The spring element k possesses elasticity and 

it is considered as having negligible mass. The force acting on the spring exists 

only if that element is deformed, extended or compressed. The damping element c 

has neither mass nor elasticity. Damping force only exists if there is a relative 

motion between the two ends of the damper. During this movement work or 

energy are converted into heat; therefore, the damper is not conservative [7]. 

Figure 1.1 shows those elements when an external force F(t), capable of creating a 

displacement x(t), is applied to the system. 

 
Fig. 1.1 – Elements of a vibratory system 

The mass is constrained to a translational motion in the vertical direction so 

that its change of position is described fully by the value that the quantity x(t) 

assumes in time. If the spring is compressed (or extended) and then released, the 

body will start moving around its static equilibrium position with regular time 



 

 7  

periods. Motion is assumed to be periodic and, conceptually, the time-history of 

vibration is considered to be harmonic in form. The harmonic motion is simple to 

analyze; its law of motion, which is the mathematical function describing body’s 

displacement pattern in time, is a constant amplitude sine curve.  

ሻݐሺݔ ൌ ݐ݂ߨሺ2݊݅ݏ	ܺ	 ൅ ߮ሻ ൌ ܺ ݐሺ߱݊݅ݏ ൅ ߮ሻ		 [1.1] 

Vibration can be defined by means of physical quantities as the amplitude X, 

the phase φ, and the frequency f (or period T). The amplitude represents the 

maximum displacement of the oscillating body about its static equilibrium 

position and it is measured in meter (m); the phase is the initial angle of the 

sinusoidal function at its origin and it is measured in radian (rad); the period is the 

time necessary for the body to complete a whole cycle and it is measured in 

second (s); whereas, frequency represents the number of oscillations the body 

completes in a second and it is measured in Hertz (Hz). The following relation 

exists between frequency and period: 

݂ ൌ 	
ଵ

்
  [1.2] 

Another quantity used for describing the motion is the wavelength λ. It is the 

distance the wave travels in a time equal to the period T in its propagation 

direction. Wavelength can also be defied as the space over which the wave's shape 

repeats. For this reason, it is usually determined by considering the distance 

between consecutive corresponding points such as crests, troughs, and zero 

crossings. Wavelength is measured in meter (m) and can be evaluated using the 

equation: 

ߣ ൌ ܶ	௣ݒ	 ൌ 	
௩೛

௙
  [1.3] 

where vp is called phase speed and it is measured in m∙s-1 [8]. Figure 1.2 plots the 

simplest oscillatory motion composed of a single frequency f (1 Hz pure tone). 

Deriving equation [1.1], the equations describing the velocity ݔሶሺݐሻ	 and the 

acceleration ݔሷሺݐሻ	of the body are obtained: 
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Fig. 1.2 – Time-history of an oscillatory motion made of a pure tone 

ሻݐሶሺݔ ൌ 	߱	ܺ ݐሺ߱ݏ݋ܿ ൅ ߮ሻ		  [1.4] 

ሻݐሷሺݔ ൌ 	െ	߱ଶ	ܺ ݐሺ߱݊݅ݏ ൅ ߮ሻ ൌ	 െ	߱ଶ	ݔሺݐሻ  [1.5] 

 Figure 1.3 plots displacement, velocity, and acceleration for a harmonic 

motion made of a 0.2 Hz pure tone.   

 
Fig. 1.3 – Displacement, velocity and acceleration in the harmonic motion 

It is observed that velocity and acceleration are also harmonic functions of the 

same frequency. The only differences consist of an increases in amplitude by a 

factor of ω and a shift in phase angle by π/2 rad. The phase angle of the velocity is 

π/2 rad leading the displacement, while the acceleration is π rad leading the 

displacement. 
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3 – Classification of vibrations 

Vibrations encountered in engineering practice seldom have the regular pattern 

shown in Figure 1.2. They may be a combination of several sinusoidal quantities, 

each having different frequencies and amplitudes. Nevertheless, to classify the 

vibration, some considerations about the frequency components of the motion can 

be done.  

If each frequency component fi is an integral multiple of the lowest frequency 

f1, the resultant vibration is no more sinusoidal. It repeats its waveform after a 

determined interval of time and it is called periodic. Otherwise, if there is not any 

integral relation among the frequency components, periodicity does not occur and 

the vibration is referred as complex [7]. Figures 1.4 and 1.5 plot an example of 

those vibrations. 

 
Fig. 1.4 – Periodic vibration 

 
Fig. 1.5 – Complex vibration 
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In particular, the resultant vibration shown in Figure 1.4 is the sum of three 

pure tones (the fundamental frequency f1 and the two harmonics f2 = 2 f1, f3 = 3 f1). 

The resultant time-history is not sinusoidal, but a recurrent shape it is found. 

Another way to describe vibration considers the repeatability of the signal: 

thus, deterministic and random vibrations can be defined [7]. The former are 

characterized by a waveform that repeats itself at equal interval of time. As shown 

in Figure 1.6, it follows an established pattern so that the value of the vibration at 

any future time is completely predictable from the past history. In the second one, 

future values are unpredictable except on a probabilistic base. Therefore, random 

vibration can be solely defined in statistical terms wherein the probability of 

occurrence of designated magnitudes and frequencies can be indicated. Impulsive 

and irregular forces represent a possible cause for the generation of these 

vibrations. An example of random vibration is plotted in Figure 1.7.  

 
Fig. 1.6 – Deterministic vibration 

 
Fig. 1.7 – Random vibration 
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A third way used to classify vibrations considers the presence, or not, of 

external forces applied to the system. Thus, vibration can be defined as free or 

forced [7]. In the free vibration, there is not energy added to the system: the 

oscillation is the continue result of an initial disturbance. The system is set into 

motion by some event and thereafter no excitation is further applied. Free 

vibration represents the behavior of a system as it relaxes from an initial state of 

constraint to its equilibrium state. If the mass-spring-damper system shown in 

Figure 1.1 is considered, and if an initial displacement is given to the mass, it will 

be set into motion. If the system possesses damping, the motion will eventually 

get exhaust after a certain time. Thus, the mass will reach its equilibrium state, 

which corresponds to the static equilibrium position of the system. If the system 

does not posses damping, the motion will continue indefinitely about system’s 

static equilibrium position. On the other hand, forced vibration continues even 

after system has reached its steady state because energy is continuously supplied. 

Forced vibration can be either deterministic or random, but in general they are 

defined as the vibrations that are caused and maintained by a periodic excitation. 

In both cases the frequency at which energy is supplied (i.e.: forcing frequency) 

appears in the vibration of the system. 
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4 – Principal types of vibratory systems 

When different combinations of the passive elements and forces are applied to 

the system, four vibratory motions can be observed:  

 

1) Undamped free vibration; 

2) Damped free vibration; 

3) Undamped forced vibration; 

4) Damped forced vibration. 

 

System configurations, for the four cases presented, are shown in Figure 1.8. 

 
Fig. 1.8 – Possible combinations of dynamic system’s passive elements and applied forces 

 The first two cases (1), (2) occur when there is not any external solicitation 

after the initial change of equilibrium status. The system will continue oscillating 

in time (undamped) or motion will die after a certain time (damped). Instead, the 

third and fourth cases (3), (4) appear as an excitation is continuously supplied to 

the system. The excitation may be a force applied to the mass, or the motion of 

the foundation that support the system itself. If the excitation is a force applied to 

the mass, the result is expressed in terms of amplitude of the resulting motion 

(motion response) or in terms of fraction of the applied force’s amplitude 

transmitted to the foundation (force transmissibility). If the excitation is a motion 

of the foundation, the resulting response is expressed in terms of amplitude of the 
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mass’s relative motion to the foundation (motion transmissibility). The response 

and transmissibility relations are function of the forcing frequency, and vary with 

different types and degree of damping [9]. All these systems are governed and can 

be described using second order differential equations [10].  

 

4.1 - Undamped free vibration systems 

Consider the system shown in Figure 1.8 (1), it consists of a mass m attached 

by means of a spring having stiffness constant equal to k to an immobile support. 

The mass is initially at rest at its static equilibrium position because it is acted 

upon two equal and opposite forces: the spring force and the gravitational force. 

The first force is equal to the product of the spring stiffness constant k (measured 

in kg∙s-2) by the deflection x of the spring itself from the initial position x0. The 

second is equal to the product of the mass m by the gravitational acceleration g (in 

m∙s-2). The equilibrium equation of the system is: 

ሷݔ	݉ 	ൌ  [1.6]   	ݔ	݇	

where the quantity 	ݔሷ  represents the second derivative with respect to time of the 

mass deflection.  

Introducing the angular natural frequency ωn (in rad∙s-1), defined as the ratio 

between the spring stiffness constant and the mass: 

߱௡ ൌ 	ට
௞

௠
   [1.7] 

equation [1.6] can be rearranged as: 

ሷݔ 	ൌ 	
௞

௠
ݔ	 ൌ 	߱௡

ଶ	[1.8]   ݔ 

it is important to notice that the angular natural frequency ωn is inherent in the 

system’s parameters. Indeed, it is determined by the mass and the spring stiffness 

values only; therefore, it is independent of initial conditions imposed on the 

system and uncorrelated to the amplitude of the oscillations.  
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Equation [1.8] is a second order differential equation. The solution can be 

expressed in the general form: 

ሻݐሺݔ ൌ ሻݐ	ሺ߱݊݅ݏ	ܣ	 ൅ ܤ  ሻ  [1.9]ݐ	ሺ߱ݏ݋ܿ

Since mechanical systems do not usually observe linear laws, solution [1.9] 

contains several approximations. Nevertheless, if the amplitude of the oscillations 

is small, it is possible to apply a Taylor series [11] to the law of motion about its 

static equilibrium position, stop the series at the first order, and linearize the 

problem [5]. To evaluate the constants A and B, it is necessary to complete the 

Cauchy’s problem by means of defining two suitable boundary conditions. Mass 

position and speed value at the time t = 0 are used. 

൝

௧ୀ଴ݔ ൌ ଴ݔ	

ሶ௧ୀ଴ݔ ൌ ଴ሶݔ	
  [1.10] 

Once boundary conditions are fixed, equation [1.9] can be solved and results 

are shown in equations [1.11] and [1.12]. 

ቐ
ܣ ൌ 	

௫బሶ

ఠ

ܤ ൌ ଴ݔ	

  [1.11] 

ሻݐሺݔ ൌ 	
௫బሶ

ఠ
ሻݐ	ሺ߱݊݅ݏ	 ൅ ଴ݔ  ሻ                                                            [1.12]ݐ	ሺ߱ݏ݋ܿ

it can be observed that equation [1.12] is formally equivalent to equation [1.1].  

To sum up, the mass is initially displaced by an amount x0 from its static 

equilibrium position; thus, potential energy - corresponding to this displacement - 

is stored in the spring. When the mass passes through its equilibrium position, the 

potential energy of the spring is zero and it has been transformed into kinetic 

energy of the mass. As the mass moves above the equilibrium position, the spring 

is being compressed gaining potential energy from the kinetic energy of the mass. 

When all the kinetic energy has been transformed to become the potential energy, 

the mass is at its uppermost position. Through continuous exchanges of potential 

and kinetic energy between the spring and the mass, the system will oscillate 
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periodically at its natural frequency ωn about the static equilibrium position. Since 

there is no damping element to dissipate energy, the system is conservative and 

the amplitude of the motion will not diminish from cycle to cycle as shown by the 

time history plotted in Figure 1.2. 

 

4.2 - Damped free vibration systems 

The systems shown in the paragraph 4.1 are completely ideal. In reality the 

damping exists and by means of that the oscillation amplitude decreases in time 

since the motion will die out. Furthermore, a damped system will oscillate more 

slowly than an undamped one. In other words, the amplitude of the oscillations 

decreases with each subsequent cycle of oscillation and the frequency of the 

oscillations is lower than the natural frequency ωn of the system. An example of 

damped system is depicted in Figure 1.8 (2). 

Usually, it is possible to identify among three types of damping: viscous, 

Coulomb, and hysteretic. Viscous damping is very common when a mass moves 

in a viscous fluid with low velocity. In this case, the resultant friction force Ff is 

proportional to the velocity and it has opposite direction to the motion. This 

model approximates the behavior of a mass moving on well-lubricated surfaces, 

into air, oil, and other fluids. If velocity to which mass is moving is higher, 

friction force becomes proportional to the square of velocity [12]. In Coulomb 

damping, the energy is absorbed via sliding friction. It is a common damping 

mechanism occurring in machineries. The friction, generated by the relative 

motion of two surfaces that press against each other, is a source of energy 

dissipation in which kinetic energy is converted into thermal energy. The friction 

force Ff is proportional to the product of the normal force N and the coefficient of 

friction μ, that can be experimental determined once geometrical characteristic 

and type of surface are known [13]. To finish, the third type of damping is due to 

material’s internal frictions. Micro-displacements and deformations of a material 

can be seen as the sum of the internal deformations and displacements of the 

components. Usually, these displacements are connected to resistant forces that 
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allow absorbing energy in the form of heat. This kind of friction is nearly 

proportional to the displacement and it has not correlation to the frequency [14].  

Consider the system depicted in Figure 1.8 (2) and assume – for the sake of 

simplicity – that the damper c is viscous only. The equilibrium equation of the 

system is: 

ሷݔ	݉ ൅ ሶݔܿ	 ൅ ݔ	݇	 ൌ 0   [1.13] 

where the terms represent the physical quantities already introduced. Equation 

[1.13] is a homogeneous linear equation with constant coefficients [10].  

The general solution to this equation can be written as: 

ݔ ൌ  ఈ௧   [1.14]݁	ܥ	

where C is the constant coefficient defined by means of Cauchy’s problem andα 

the root of the characteristic equation associated with [1.13].  

The characteristic equation can be expressed using a quadratic expression as 

following: 

ଶߙ ൅ ߙ	௡߱	ߞ	2 ൅	߱௡
ଶ ൌ 0   [1.15] 

in equation [1.15], ωn represents the angular natural frequency of the system as 

already defined by equation [1.7]. For convenience reasons, the damping factor ߞ 

is introduced. It is the ratio between the damping constant c and the critical 

damping coefficient cc: 

ߞ ൌ 	
௖

௖೎
ൌ 	

௖

ଶ√௞∙௠
ൌ 	

௖

ଶ	௠∙ఠ೙	
  [1.16] 

System parameters are assumed to be positive; thus, ߞ is a positive number as 

well. It can assume values smaller, bigger or equal to the unit, depending on the 

characteristics of the system.  

To determine the displacement x of the system, it is necessary to solve equation 

[1.15], whose roots are equal to: 

ቐ

ଵߙ ൌ 	߱௡	൫– ߞ ൅	ඥߞ
ଶ െ 1		൯

ଶߙ ൌ 	߱௡	൫– ߞ െ	ඥߞ
ଶ െ 1		൯

  [1.17] 
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considering the results introduced with [1.17], general solution [1.14] can be 

rewritten as: 

ሻݐሺݔ ൌ ଵ݁ܥ	
ఈభ௧ ൅ ݁	ଶܥ

ఈమ௧  [1.18] 

In function of the value ඥߞଶ െ 1	 assumes, three solutions are possible: 

 

a) ߞ	1 < ; c2 > 4 k∙m: 
solutions α1 and α2 are both real, distinct, and negative. Regardless of the 

initial conditions applied, no oscillatory motion can be expected. The 

motion is called aperiodic and equation [1.18] becomes: 

ሻݐሺݔ  ൌ ݁	ଵܥ	
ቀ–఍ା	ඥ఍మିଵ		ቁ	ఠ೙௧ ൅ ଶ݁ܥ

ቀ–఍ି	ඥ఍మିଵ		ቁ	ఠ೙௧   [1.19] 

this solution is referred as over-damped. It has to be pointed out that both 

terms of equation [1.19] are exponentially decreasing functions; therefore, 

whether mass is displaced from its static equilibrium position, it will 

return gradually to its original position according values assumed by the 

parameters of the equation. Constants C1 and C2, can be either negative or 

positive and, as usual, their values can be determined once the boundary 

conditions are fixed. Depending on the values assumed by those two 

constants, different waveforms are possible. 

 
b) ߞ	1 = ; c2 = 4 k∙m: 

solutions α1 and α2 are both real, identical, and equal to ωn. The motion is 

called critical aperiodic, and equation [1.18] becomes: 

ሻݐሺݔ  ൌ ݁	ଵܥ	
ି	ఠ೙௧ ൅ ݁	ݐଶܥ

ି	ఠ೙௧   [1.20] 

it can be thought as sum of two different functions: a linear one equal to 

[C1 + C2t] and an exponentially decreasing function equal to [	݁ି	ఠ೙௧ሿ. 

The motion will diminish to zero in time. 

 
c) ߞ	1 > ; c2 < 4 k∙m: 

in this case, the discriminant of equation [1.15] is negative; therefore, 

roots α1 and α2 are complex conjugates and they will be equal to: 
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 ቐ

ଵߙ ൌ 	߱௡	൫– ߞ ൅ 	݆	ඥߞଶ െ 1		൯

ଶߙ ൌ 	߱௡	൫– ߞ െ 	݆	ඥߞଶ െ 1		൯

  [1.21] 

where j is the complex part equal to √െ1  [15]. Defining the damped 

frequency of the system ߱ௗ as following: 

 ߱ௗ ൌ 	߱௡	ඥ1 െ	ߞ
ଶ  [1.22] 

and using Euler’s formula: 

 ݁േ௝ఏ ൌ ݏ݋ܿ ߠ 	േ ݊݅ݏ  [1.23]   ߠ

equation [1.18], becomes: 

ሻݐሺݔ  ൌ 	 ݁ି	఍	ఠ೙	௧൫ܦଵ	݁
௝	ఠ೏	௧ ൅	ܦଶ	݁

ି௝	ఠ೏	௧൯                                         [1.24] 

ሻݐሺݔ  ൌ 	 ݁ି	఍	ఠ೙	௧	ሾሺܦଵ ൅	ܦଶ	ሻ ݏ݋ܿ ߱ௗ	ݐ ൅ ݆	ሺܦଵ െ	ܦଶ	ሻ ݊݅ݏ ߱ௗ	ݐሿ       [1.25] 

where D1 and D2 are arbitrary constant. Since displacement x(t) is a real 

physical quantity, D1 and D2 must be complex conjugates; that is the 

coefficient of the cosine and sine functions in this equation must be real. 

The previous equation [1.25] can be rewritten as: 

ሻݐሺݔ  ൌ 	 ݁ି	఍	ఠ೙	௧	ሾܥଵ ݏ݋ܿ ߱ௗ	ݐ ൅ ଶܥ ݊݅ݏ ߱ௗ	ݐሿ                                      [1.26] 

where C1 and C2 are always arbitrary constants to be specified by the 

boundary conditions. Furthermore, considering that: 

 ൞

ܺ ൌ 	ඥܥଵ
ଶ ൅	ܥଶ

ଶ			

߮ ൌ 	 ଵି݊ܽݐ 	
஼భ

஼మ

                                                                              [1.27] 

the two harmonic functions of equation [1.26] can be combined to give: 

ሻݐሺݔ  ൌ 	ܺ	݁ି	఍	ఠ೙	௧ ݐ	ሺ߱ௗ݊݅ݏ ൅ 	߮ሻ                                                      [1.28] 

The motion will be called under-damped and consists of a harmonic 

motion of frequency ߱ௗ	and amplitude X, which decreases exponentially 

in time [݁ି	఍	ఠ೙	௧ሿ. 
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In the three cases enumerated, the type of motion depends on whether the 

damping factor ߞ is greater than, equal to, or less than one. The system is referred 

to as over-damped if ߞ is greater than one, critically damped if ߞ is equal to one, 

and under-damped if ߞ is less than the unit. It has to be pointed out that vibratory 

motion exists only if the system is under-damped and that the frequency of 

oscillation ߱ௗ	is lower than the natural frequency ߱௡	of the system itself. From 

equation [1.22] and [1.28] it is observed that the rate of exponential decay and the 

frequency of the oscillation are inherent in the system parameters; they are 

independent of the arbitrary constants of the equation and of the manner by which 

the system is set into motion.  

 
Fig. 1.9 – Time-histories of a dynamic system subjected to a damped free vibration 

 In addition, since oscillation will die out, the function x(t) gives the transient 

motion of the system. As a limiting case, if the system does not possess damping, 

the amplitude X will not diminish with time and the frequency of the motion is 

equal to the natural frequency ߱௡	 of the system as shown in paragraph 4.1. Figure 

1.9 plots the motion time histories for the three above-described solutions. 

 

4.2.1 - Considerations on damped free vibration systems 

The two main effects the damping has on the system are to reduce the 

amplitude of the oscillations and decrease the time lag that intervenes between 
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two homologous points (maximum, minimum, zero-crossing, etc.) as shown by 

the following equation: 

ݐ	߱ ൌ 	
௔௥௖ ௦௜௡ඥଵି	఍మ

ඥଵି	఍మ
   [1.29] 

Indeed, when the damping factor ߞ is equal to zero, the step [߱	ݐ] between a 

zero of the function and a point of peak is equal to π/2 and this value will decrease 

with the increase of ߞ. This means that, an increase in the damping factor ߞ will 

decrease the time necessary to obtain the next point of peak. Furthermore, 

damping increases the time in which body passes through its static equilibrium 

position (i.e.: it crosses the X-axis) as shown below: 

ݐ	߱ ൌ 	
గ

ඥଵି	఍మ
   [1.30] 

when the damping factor ߞ is equal to zero, function will cross the X-axis every π 

and this value will rise with the growth of ߞ. 

In certain practical applications, characterized by under-damped vibrations, it 

may be interesting quantify the damping of the system. Analytically, it can be 

done using the logarithmic decrement of two successive peak-values in a record of 

free oscillations. Let xi be the amplitude of the oscillation at the time ti and xi+1 the 

amplitude of the following oscillation at the time ti+1, so that their difference (ti+1 - 

ti) is equal to the period T of the oscillation. According to equation [1.28] the 

amplitude of two successive oscillations is equal to: 

ቐ
ሻݐ௜ሺݔ ൌ 	ܺ	݁ି	఍	ఠ೙	௧೔ ௜ݐ	ሺ߱ௗ݊݅ݏ ൅ 	߮ሻ		

ሻݐ௜ାଵሺݔ ൌ 	ܺ	݁ି	఍	ఠ೙	௧೔శభ ௜ାଵݐ	ሺ߱ௗ݊݅ݏ ൅ 	߮ሻ
  [1.31] 

therefore, their ratio is: 

௫೔

௫೔శభ
ൌ 	 ݁఍	ఠ೙	ሺ௧೔శభି	௧೔ሻ ൌ 	 ݁఍	ఠ೙	் ൌ 	 ݁

఍	ఠ೙	൬
మഏ

ഘ೏
൰
   [1.32] 

Introducing equation [1.22], which correlates the damped frequency ωd with 

the angular natural frequency ωn, equation [1.32] becomes: 



 

 21  

௫೔

௫೔శభ
ൌ 	 ݁

మ	ഏ	അ	

ටభష	അమ  [1.33] 

where the logarithm of the ratio xi/xi+1 is called logarithmic decrement δ. For small 

values of the damping factor ߞ (less than 0.10) [5], logarithmic decrement can be 

approximated to: 

ߜ ≅  [1.34]  ߞ	ߨ	2

Even if the use of two consecutive amplitudes is more convenient, the same 

evaluation can be done for any two points, one period apart, on the same time-

history. The logarithmic decrement can be evaluated considering the amplitude of 

more cycles far away from each other. Referring as xn the amplitude of the 

oscillation n cycles after the initial amplitude x0, the ratio between these two 

values can be indicated as following: 

௫బ

௫೙
ൌ 	

௫బ

௫భ
	 ∙ 	

௫భ

௫మ
	 ∙ 	…	∙ 	

௫೙షభ

௫೙
	ൌ 	 ቀ

௫೔

௫೔శభ
ቁ
௡
	  [1.35] 

therefore, the natural logarithm will be equal to: 

݈݊ ቀ
௫బ

௫೙
ቁ ൌ ݊	݈݊ ቀ

௫బ

௫೙
ቁ
௡
ൌ  [1.36]  ߜ	݊

that can be inverted to explicit the number of cycles n: 

݊ ൌ 	
ଵ

ఋ
	݈݊ ቀ

௫బ

௫೙
ቁ    [1.37] 

Equation [1.37] becomes extremely useful when the number of cycles 

necessary to obtain a specific amplitude reduction has to be determined. Once this 

value is known, it is possible to calculate the time interval Δt necessary to obtain 

that amplitude reduction as:  

ݐ߂ ൌ ݊	ܶ   [1.38] 

Combining equations [1.22] and [1.37], equation [1.38] can be rewritten as: 

ݐ߂ ൌ 	
ଵ

఍	ఠ
	݈݊ ቀ

௫బ

௫೙
ቁ   [1.39] 
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this relation is extremely useful when experimental determinations on the system 

must be carried out; in particular, it can be used to evaluate the quantities ߞ and c. 

 

4.3 - Undamped forced vibration systems 

Systems are often subjected to external forces coming out from various 

sources. Furthermore, it is of engineering interest to study the mechanical 

response of a system to forces having high intensity but that are applied for a short 

period of time. Figure 1.8 (3) shows a graphical representation of these systems. 

The mass m is subjected to the action of the force F(t), which - if it is harmonic - 

has the following expression: 

ሻݐሺܨ ൌ ଴ܨ	 ݐ	൫߱௙݊݅ݏ ൅ 	߯൯   [1.40] 

where F0 represents the amplitude of the applied force, ωf is the forcing angular 

frequency, and χ the phase angle. However, this last parameter is here considered 

as negligible for the sake of simplicity.  

The equilibrium equation can be written as following: 

ሷݔ	݉ ൅ ݔ	݇	 ൌ ଴ܨ  ൯   [1.41]ݐ	൫߱௙݊݅ݏ

and its general solution x(t) is the sum of two components: a complementary 

function xc(t) and a particular integral xp(t) [10]. The complementary function xc(t) 

satisfies the corresponding homogeneous equation [1.9]. It represents the free 

undamped vibration introduced in paragraph 4.1, whereas the particular integral 

xp(t) takes into account the forced vibration. The form of equations assumed as 

solution are here proposed again for reader’s convenience: 

ቐ

ሻݐ௖ሺݔ ൌ ሻݐ	ሺ߱݊݅ݏ	ܣ	 ൅ ܤ 		ሻݐ	ሺ߱ݏ݋ܿ

ሻݐ௣ሺݔ ൌ ܥ	 ൯ݐ	൫߱௙݊݅ݏ
  [1.42] 

where the constant term A and B can be calculated once boundary conditions are 

fixed. Instead, the constant C can be evaluated substituting equation [1.42b] in 

equation [1.41] and obtaining the following equation: 

െ݉	߱௙
ଶ	ܥ ൯ݐ	൫߱௙݊݅ݏ ൅ ܥ	݇ ൯ݐ	൫߱௙݊݅ݏ ൌ ଴ܨ	  ൯  [1.43]ݐ	൫߱௙݊݅ݏ
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which explicated gives: 

ܥ ൌ 	
ிబ

௞ି	௠	ఠ೑
మ  [1.44] 

Including this result in equation [1.42b], the solution to the particular integral 

can be determined: 

ሻݐ௣ሺݔ ൌ 	
ிబ

௞ି	௠	ఠ೑
మ ൯ݐ	൫߱௙݊݅ݏ	 ൌ

ிబ ௞⁄

ଵି		
ഘ೑
మ

ೖ ೘⁄

   [1.45]	൯ݐ	൫߱௙݊݅ݏ	

Indicating as X0 the ratio between the applied force F0 and the spring stiffness 

constant k, remembering that the ration of the spring stiffness constant k and the 

mass m is defined as the angular natural frequency ωn of the system, and 

indicating as r the ratio between the forcing angular frequency ωf and that of the 

system ωn, the previous equation can be rewritten as: 

ሻݐ௣ሺݔ ൌ 	
௑బ

ଵି	௥మ
 ൯  [1.46]ݐ	൫߱௙݊݅ݏ	

According to equation [1.46], several scenarios may occur for different values 

of the frequency ratio r. As usual, significant cases are when it is greater than, less 

than, or equal to one. When r is less than the unit, the denominator of equation 

[1.46] is positive; the displacement and the excitation are in phase with one other. 

If the frequency ratio r is greater than one, the component of the motion 

representing the forced vibration is in opposition of phase with the force. To 

finish, when frequency ratio is unitary the motion is still harmonic, but its 

amplitude linearly soars in time and after a certain time the amplitude becomes 

infinite (resonance) [7]. In addition, equation [1.46] is no more valid in that form.  

Figure 1.10 plots the time histories of a dynamic system subjected to an 

undamped forced vibration for different values of the frequency ratio r, whereas 

the set of equations [1.47] summarizes the motion equations.  
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Fig. 1.10 – Time-histories of a dynamic system subjected to an undamped forced vibration 

ە
ۖۖ

۔

ۖۖ

ۓ ሻݐሺݔ ൌ ሻݐ		ሺ߱௡݊݅ݏ	ܺ	 ൅
௑బ

ଵି	௥మ
൯ݐ	൫߱௙݊݅ݏ	 ݎ						, ൏ 1		

ሻݐሺݔ ൌ ሻݐ		ሺ߱௡݊݅ݏ	ܺ	 െ
௑బ

	௥మିଵ
൯ݐ	൫߱௙݊݅ݏ	 ݎ						, ൐ 1

ሻݐሺݔ ൌ ሻݐ		ሺ߱௡݊݅ݏ	ܺ	 െ
௑బ	ఠ೑		௧

	ଶ
൯ݐ	൫߱௙ݏ݋ܿ	 ݎ						, ൌ 1

  [1.47] 

Equations [1.47] incorporate the contribution of the free vibration [X sin (ωnt)] 

and that of the forced one. Therefore, they represent the complete equations of the 

motion. First two are made of the sum of two sinusoidal functions having 

different frequencies ωn and ωf. The third one is made of a sinusoidal wave having 

constant amplitude and a sinusoidal wave having increasing amplitude. The main 

contribution will be supplied by the first waveform in the first steps of the motion, 

while the importance of the second one will rise proportionally with time. 

 
4.4 - Damped forced vibration systems 

To conclude this overview on the principal vibratory motions, consider the 

system depicted in Figure 1.8 (4), where the mass-spring-damper system is 

subjected to the action of a harmonic force of the type expressed by equation 

[1.40]. The equilibrium equation of the system is: 

ሷݔ	݉ ൅ ሶݔ	ܿ	 ൅ ݔ	݇	 ൌ ଴ܨ  ൯    [1.48]ݐ	൫߱௙݊݅ݏ

and its general solution x(t) is, again, the sum of two components: a 

complementary function xc(t) and a particular integral xp(t). The complementary 
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function xc(t) satisfies the corresponding homogeneous equation [1.28] and it 

represents the free vibration. However, in damped systems this term represents the 

transient state and it dies out rapidly after the initial stages. On the other hand, the 

particular integral xp(t) represents the steady-state motion developed because of 

the forcing input F(t). 

As already observed in paragraph 4.3, the following equation can be assumed 

as solution to the particular integral: 

ሻݐ௣ሺݔ ൌ ܦ	 ൯ݐ	൫߱௙݊݅ݏ ൅ ܧ  ൯  [1.49]ݐ	൫߱௙ݏ݋ܿ

where the constants D and E can be evaluated substituting equation [1.49] in 

equation [1.48]: 

െ݉	߱௙
ଶ	ൣܦ ൯ݐ	൫߱௙݊݅ݏ ൅ ܧ	 ൯൧ݐ	൫߱௙ݏ݋ܿ ൅ ܿ	߱௙	ൣܦ ൯ݐ	൫߱௙ݏ݋ܿ െ ܧ	 ൯൧ݐ	൫߱௙݊݅ݏ ൅

ܦൣ	݇ ൯ݐ	൫߱௙݊݅ݏ ൅	൅ܧ ൯൧ݐ	൫߱௙ݏ݋ܿ ൌ ଴ܨ	  ൯  [1.50]ݐ	൫߱௙݊݅ݏ

that can be rewritten using the following system: 

ቐ

൫݇ െ 	݉	߱௙
ଶ൯	ܥ	 ൯ݐ	൫߱௙݊݅ݏ െ ܿ	߱௙	ܦ ൯ݐ	൫߱௙݊݅ݏ ൌ ଴ܨ	 ൯ݐ	൫߱௙݊݅ݏ

ܿ	߱௙	ܥ ൯ݐ	൫߱௙ݏ݋ܿ െ	 ൫݇ െ 	݉	߱௙
ଶ൯	ܦ	 ൯ݐ	൫߱௙ݏ݋ܿ ൌ 	0

	   [1.51] 

Resolving equations [1.51], the value of the constant D and E can be 

calculated: 

ە
ۖ
۔

ۖ
ܦۓ ൌ 	

ቀ௞ି	௠	ఠ೑
మቁ	ிబ

ቀ௞ି	௠	ఠ೑
మቁ

మ
ି	൫௖	ఠ೑൯

మ

ܧ ൌ 	
௖	ఠ೑	ிబ

ቀ௞ି	௠	ఠ೑
మቁ

మ
ି	൫௖	ఠ೑൯

మ

	  [1.52] 

Plugging in the equations [1.52] in the particular integral [1.49], the solution 

can be explicated as: 

ሻݐ௣ሺݔ ൌ 	
	ிబ

ඨ൤ቀ௞ି	௠	ఠ೑
మቁ

మ
ି	൫௖	ఠ೑൯

మ
൨

ݐ	൫߱௙݊݅ݏ െ 	߰൯  [1.53] 
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where the phase shift ߰ of xp(t), with respect to the acting force ܨ଴ sin൫߱௙	ݐ൯, can 

be evaluate using equation [1.27b] and it is equal to: 

߰ ൌ	 ଵି݊ܽݐ 	
௖	ఠ೑	

௞ି	௠	ఠ೑
మ  [1.54] 

The motion described by equation [1.53] is harmonic and it has the same 

frequency ωf as the exciting force F(t).  Thus, the equation of the motion x(t), 

considering both the contributions of the free vibration and the forced vibration, is 

equal to: 

ሻݐሺݔ ൌ 	ܺ	݁ି	఍	ఠ೙	௧ ݐ	ሺ߱ௗ݊݅ݏ ൅ 	߮ሻ ൅ 

	
	ிబ

ඨ൤ቀ௞ି	௠	ఠ೑
మቁ

మ
ି	൫௖	ఠ೑൯

మ
൨

ݐ	൫߱௙݊݅ݏ െ 	߰൯  [1.55] 

where the terms represent the physical quantities introduced in the previous 

paragraphs. 

From equations [1.53] and [1.54] it is observed that the motion depends on the 

damping factor ߞ and the frequency ratio r only. Therefore, these equations are 

often reduced to a non-dimensional form. Dividing the numerator of equation 

[1.53] by the stiffness of the spring k, defining as X0 the ratio F0/k, introducing the 

relation [1.7] for defining the angular natural frequency of the system ߱௡, and 

introducing the following relation [1.56]: 

2	
఍	ఠ೑

ఠ೙
ൌ 	

௖	ఠ೑

௞
  [1.56] 

equations [1.54] and [1.55] can be rewritten in the following way: 

௑

௑బ
ൌ 		

	ଵ

ඨቈଵି	ቀ
ഘ೑

ഘ೙
ቁ
మ
቉

మ

ା	൬ଶ	
അ	ഘ೑

ഘ೙
൰
మ

	

ൌ 	
	ଵ

ඥሾଵି	௥మሿమା	ሺଶ	఍	௥ሻమ	
ൌ  [1.57]  ߢ	

߰ ൌ	 ଵି݊ܽݐ 	
ଶ	
അ	ഘ೑

ഘ೙

ଵି	ቀ
ഘ೑

ഘ೙
ቁ
మ ൌ 	 ݊ܽݐ

ିଵ 	
ଶ	఍	௥

ଵି	௥మ
   [1.58] 
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where the ratio X/X0 is called magnification factor ߢ  and the other symbols 

assume the meaning previously explained.  

The magnification factor ߢ can be considerably greater than, equal to, or less 

than the unit. Figure 1.11 plots a representation of equation [1.57] for different 

values of the damping factor ߞ. 

 
Fig. 1.11 – Magnification factor κ versus frequency ratio r for various values of damping factor ζ 

The figure shows that a reduction in the value of the magnification factor κ, 

and of the amplitude, is only possible for high values of the frequency ratio r. 

That is when the forcing frequency ߱௙ is bigger than the natural frequency of the 

system ߱௡. At resonance, when r is equal to one, magnification factor is limited 

only by the damping factor ζ. In other words, the amplitude of vibration is only 

limited by the presence of damping in the system. Without damping, the 

amplitude is theoretically infinite, and for low values of the damping factor ζ (up 

to 0.4) amplification is still present. A damping factor of nearly 0.6 is necessary to 

reduce the oscillations. 

Furthermore, since the excitation is given as a periodic input [F0 sin (ωf t)] and 

the steady state response is proportional to [sin (ωf t – ψ)], the excitation and the 

response do not attain their maximum values at the same time. Equation [1.58] 

supplies a measure of this difference and Figure 1.12 plots the trend of the phase 

angle ψ in function of the frequency ration r in systems having different damping 

factors ζ. 
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Fig. 1.12 – Phase angle ψ versus frequency ration r for various values of damping factor ζ 

Variations in the phase angle are caused by the presence of damping in the 

system. Without damping, the phase angle is equal to zero for values of r smaller 

than one, and it is equal to π for r bigger than the unit. Instead, at resonance (r = 

1), the phase angle is always equal to π/2 for every value of the damping factor ζ. 

Another aspect, that it is worth pointing out, is the influence spring stiffness k 

and mass m have on the system. Changes in mass and stiffness determine changes 

in the frequency ratio (ݎ ൌ 	߱௙	ඥሺ݉ ݇⁄ ሻ ) and in the damping factor ζ (ߞ ൌ

ܿ ቀ2	ඥሺ݉ ݇⁄ ሻቁ⁄ ). In addition, a change in k implies a change in the value of X as 

well. These changes can be highlighted plotting the trend of the amplitude X in 

function of the spring stiffness k for different values of damping c as shown in 

Figure 1.13. It is observed that amplitude reductions can be obtained for high 

values of the stiffness k. 

 
Fig. 1.13 – Amplitude X of the oscillation with different values of stiffness k 
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Analogous considerations can be carried out when the behavior of the 

amplitude X is studied for different values of the mass. A reduction in amplitude 

is only possible for high values of the mass of the system, while the amplitude is 

theoretically infinite for undamped systems. 

 
Fig. 1.14 – Amplitude X of the oscillation with different values of mass m 
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5 – Vibration transmissibility 

The systems shown in the previous paragraphs may transmit a portion of the 

exciting force to the support they are placed on. This problem recurs in several 

technical operations and it can create many issues as, for instance, noise pollution 

phenomena [3], [4] and safety troubles. Machineries are often mounted on springs 

and dampers to minimize transmission of forces to the foundations. Since the 

machine is supported by these two elements, the transmitted force is the sum of 

the spring force and the damping force. If deflections of the foundation are 

negligible, the transmitted force FT, is given by the following relation: 

்ܨ ൌ ሶݔ	ܿ ൅  [1.59]  ݔ݇

As usual, the interest is in studying the force transmitted under steady state 

conditions; therefore, using results given by equation [1.53] and referring as X the 

term before the sine function, equation [1.59] becomes: 

்ܨ ൌ ܿ	߱௙ܺ ݐ	൫߱௙ݏ݋ܿ െ 	߰൯ ൅ ݇	ܺ ݐ	൫߱௙݊݅ݏ െ 	߰൯  [1.60] 

this equation, using trigonometric relations [16], can be rewritten as: 

்ܨ ൌ ටሺ݇	ܺሻଶ ൅	൫ܿ	߱௙ܺ൯
ଶ
ݐ	൫߱௙݊݅ݏ		 െ 	߰ ൅   ൯  [1.61]ߛ	

்ܨ ൌ
ܺ

݇
ඥ1 ൅	ሺ2	ߞ	ݎሻ	ଶ	 ݐ	൫߱௙݊݅ݏ	 െ 	߰ ൅ ൯ߛ	 ൌ 

ൌ ඥ1ߢ௘௤ܨ ൅	ሺ2	ߞ	ݎሻ	
ଶ	 ݐ	൫߱௙݊݅ݏ	 െ 	߰ ൅   ൯  [1.62]ߛ	

where  

ߛ ൌ 	 ଵି݊ܽݐ 	
௖	ఠ೑	

௞
ൌ 	  [1.63]  ݎ	ߞ	ଵ2ି݊ܽݐ

and the other terms have the same meaning already specified. 

The transmitted force is maximum when the sine function is equal to one. 

Therefore, using equation [1.53], equation [1.63] can be rewritten as: 
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்ܨ ൌ ܺටሺ݇ሻଶ ൅	൫ܿ	߱௙൯
ଶ
	 ൌ 	

	ிబ

ඨ൤ቀ௞ି	௠	ఠ೑
మቁ

మ
ି	൫௖	ఠ೑൯

మ
൨

	ටሺ݇ሻଶ ൅	൫ܿ	߱௙൯
ଶ
	  [1.64]  

Dividing and multiplying by k the numerator and the denominator of equation 

[1.64], it can be rearranged as: 

்ܨ ൌ ଴ܨ	 	
	ඥଵା	ሺଶ	఍	௥ሻమ	

ඥሾሺଵି	௥మሻమି	ሺଶ	఍	௥ሻమሿ
   [1.65] 

The ratio of the amplitude of the transmitted force FT to that of the impressed 

force F0 is called transmissibility TR: 

ܴܶ ൌ 	
ி೅

ிబ
ൌ

	ඥଵା	ሺଶ	఍	௥ሻమ	

ඥሾሺଵି	௥మሻమି	ሺଶ	఍	௥ሻమሿ
  [1.66] 

Equation [1.66] defines the quality of the suspension. Indeed, if the spring-damper 

system is seen as suspension, the best value is that minimizes the ratio. Equation 

[1.66] is plotted in Figure 1.15 for various values of the damping factor ζ.  

 
Fig. 1.15 – Transmissibility versus frequency ratior  for various values of damping factor ζ  

Since all the curves in Figure 1.15 cross at TR equal to one and frequency ratio 

r equal to √2	 , it is clear that the presence of damping will decrease the 

transmissibility when the machine is operated below this frequency ratio, whereas 

TR will increase when the machine is operated above it. Furthermore, the value of 

transmissibility is lower for high value of the frequency ratio r. To conclude, it 

possible to observe that for r equal to unit, the curves present a point of maximum 
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for little values of the damping, and that the maximum decreases when damping 

factor increases. 
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CHAPTER II 

INSTRUMENTATION FOR THE MEASUREMENT OF 

VIBRATIONS 

 

1 – Introduction 

The necessity of measuring vibrations on structures and parts of machineries is 

extremely important. Maintaining under control aging structures, infrastructures 

and machinery – such as bridges, buildings, dams, pipelines, aircraft, ships, and 

railway tracks – plays a key role in the prediction of situations, which could 

jeopardize, or even destroy, the structure itself [17]. In this chapter, an overview 

of the theoretical principles, which explain how instrumentation works is given. 

Then the main typologies of shock-and-vibration measuring devices are described 

in detail.  

Shock and vibration are measured with reference to a fixed point in a given 

space. For this purpose, two typologies of instruments can be distinguished: fixed 

reference and mass-spring devices. In the fixed reference instruments, a terminal 

of the device is attached to a point fixed in space, whereas the other terminal is 

connected to the point whose motion is to be measured. The motion of the moving 

part is measured, relatively to the fixed reference, by attaching a scale on the 

immobile reference and a pointer on the moving part. Despite the fact that these 

instruments are easy to build, they are not suitable for carrying out high-fidelity 

measurements. Indeed, because the pointer follows the motion of the vibrating 

system, these devices are subject to errors arising from the deformations produced 

by the inertia forces in the transmission linkage [18].  

On the other hand, the mass-spring instruments have a single terminal only 

(i.e.: the base of the system). It has to be considered as part of the structure being 
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studied. Therefore, the amplitude of the vibration is inferred from the motion of 

the mass relative to the base. These systems are mainly known as seismic 

instruments and in this chapter considerable importance will be given to them. 
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2 – Seismic instruments 

A mass-spring instrument consists of a mass m suspended from the 

transducer’s case by means of a spring having stiffness constant k . The device 

includes a damper, with damping coefficient c, in the form of a viscous fluid or an 

electric current. Figure 2.1 plots a schematic sketch of a seismic instrument, as 

described above. In particular, the base and the case are subjected to a motion 

x1(t), the mass to a motion x2(t), as the relative displacement d between the two 

parts is equal to x2(t) - x1(t). 

 
Fig. 2.1 – Schematic sketch of a seismic instrument 

2.1 - Instruments for displacement detection 

An instrument for measuring displacements is called a vibrometer. For 

evaluating the relative displacement d(t), consider the following scenario. The 

excitation is applied to the base of the system; thus, the mass is subjected to an 

inertial force equal to ݉ ∙ ଶሷݔ ሺݐሻ, where ݔଶሷ ሺݐሻ is the second derivative with respect 

to the time of the mass motion x2(t). The excitation causes the base to move at a 

quantity equal to x1(t); therefore, the force acting on the spring is due to its 

deformation and it is equal to k∙(x2 - x1). To conclude, the damping force is 

proportional to the relative velocity ሺݔሶଶ െ ܿ and  is equal to	ሶଵሻݔ ∙ ሺݔሶଶ െ  	.ሶଵሻݔ

Therefore, the equation of equilibrium can be written as: 

ሷଶݔ	݉ ൅ 	ܿ	ሺݔሶଶ െ ሶଵሻݔ ൅ ݇	ሺݔଶ െ	ݔଵሻ ൌ 0			 [2.1] 

Assuming the following two hypotheses: 
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a) If the motion of the base x1(t) is harmonic, and the structure is excited by a 

force having angular frequency ߱௙, the equation of the motion of the base 

can be written as: 

ሻݐଵሺݔ ൌ 	 ଵܺ 	൯ݐ	൫߱௙݊݅ݏ [2.2]	

where X1 is the maximum amplitude of the soliciting waves. 

b) If the motion of the mass x2(t) is harmonic too, the mass will start 

oscillating with an angular frequency ߱௡ and the equation of the motion of 

the mass assumes the form: 

ሻݐଶሺݔ ൌ 	ܺଶ 		ሻݐ	ሺ߱௡݊݅ݏ [2.3]	

The relative displacement d(t), is equal to: 

݀	ሺݐሻ ൌ ሻݐଶሺݔ	 െ	ݔଵሺݐሻ ൌ ܦ ݐ	ሺ߱݊݅ݏ െ 	߰ሻ	 [2.4]	

therefore, equation [2.1] can be rewritten as: 

ሷଶݔ	݉ ൅ 	ܿ	 ሶ݀ ൅ ݇	݀ ൌ 0			 [2.5]	

or, introducing equation [2.4], in the following form: 

݉ሺ ሷ݀ ൅	ݔሷଵሻ ൅ 	ܿ	 ሶ݀ ൅ ݇	݀ ൌ 0			 [2.6]	

Deriving equation [2.2] twice, it is possible to obtain the value of the 

acceleration of the base ݔሷଵ: 

ሷଵݔ ൌ 	െ	 ଵܺ߱௙
ଶ 			൯ݐ	൫߱௙݊݅ݏ [2.7]	

then, plugging in equation [2.7] into equation [2.6], it becomes: 

݉	 ሷ݀ ൅ 	ܿ	 ሶ݀ ൅ ݇	݀ ൌ ݉	 ଵܺ߱௙
ଶ 			൯ݐ	൫߱௙݊݅ݏ [2.8]	

when equation [2.8] is solved, the steady-state solution is obtained as: 

݀ሺݐሻ ൌ 	 ଵܺ 	

೘	ഘ೑
మ

ೖ

ඨቆଵି	
ഘ೑
మ

ഘ೙
మቇ

మ

ାቀଶ	఍	
ഘ೑

ഘ೙
ቁ
మ
ݐ	൫߱௙݊݅ݏ	 െ 	߰൯		 [2.9]	

Equation [2.9] represents the mathematical formulation on which the technique 

for constructing the vibrometer is based [9]. Introducing equations [1.7] and 

[1.16], it can be rewritten in a more compact way as shown in equation [2.10]: 



 

 37  

݀ሺݐሻ ൌ 	 ଵܺ 	

ഘ೑
మ

ഘ೙
మ

ඨቆଵି	
ഘ೑
మ

ഘ೙
మቇ

మ

ାቀଶ	఍	
ഘ೑

ഘ೙
ቁ
మ
ݐ	൫߱௙݊݅ݏ	 െ 	߰൯		 	[2.10]	

where the symbols assume the meaning already explained in Chapter I.  

Furthermore, remembering the definition of magnification factor ߢ (equation 

[1.57]), equation [2.10] can be expressed as: 

݀ሺݐሻ ൌ 	 ଵܺ 	
ఠ೑
మ

ఠ೙
మ ߢ	 ݐ	൫߱௙݊݅ݏ െ 	߰൯		 	[2.11]	

in addition, introducing the frequency ratio r = ωf / ωn, equation [2.11] becomes: 

݀ሺݐሻ ൌ 	 ଵܺ	ݎ
ଶ	ߢ ݐ	൫߱௙݊݅ݏ െ 	߰൯		 	[2.12]	

Similarly to what is stated with equation [1.58], the phase angle - which is a 

measure of the phase displacement between the two systems - can be expressed 

as: 

߰ ൌ	 ଵି݊ܽݐ 	
ଶ	
അ	ഘ೑

ഘ೙

ଵି	ቀ
ഘ೑

ഘ೙
ቁ
మ ൌ 	 ݊ܽݐ

ିଵ 	
ଶ	఍	௥

ଵି	௥మ
			 	[2.13]	

and the maximum amplitude of the displacement D is: 

ܦ ൌ	 ଵܺ	ݎ
ଶ	ߢ		 	[2.14]	

Figure 2.2 plots a representation of the amplitude ratio D/X1 (steady-state 

response) for the system shown in Figure 2.1 in function of the frequency ratio r 

and the magnification factor ߢ. It is observed that a reduction in the value of 

amplitude D, is only possible for high values of the frequency ratio r, that is, 

when the forcing frequency ωf is bigger than the natural frequency of the system 

ωn. 

At resonance, when r is equal to the unit, it is noted that the amplitude is 

limited by the damping factor ζ only. In other words, the amplitude of vibration is 

limited by the presence or non-presence of damping in the system. Without 

damping (ζ = 0.0), the amplitude is theoretically infinite; but even for low values 

of the damping factor (ζ ≤ 0.4), amplification is still significant. A damping factor 

of nearly 0.7 is needed for reducing the amplitude of the oscillations. 
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Fig. 2.2 – Steady-state response of a vibrometer 

Since the excitation is given as a periodic input [X1 sin (ωf t)] and, as shown in 

equation [2.11], the steady state response is proportional to [sin (ωf t – ψ)], the 

excitation and the response do not attain their maximum values at the same time. 

Equation [2.13] gives a measure of this difference, while Figure 2.3 shows 

graphically the trend of the phase angle ψ in function of the frequency ration r for 

different values of the damping factor ζ.  

 
Fig. 2.3 – Phase displacement of a vibrometer 

Also in this case, the phase angle between the base of the device and the 

spring-mass section depends on the damping in the system. Without damping, the 

phase angle ψ is equal to zero for values of r smaller than one, and equal to π for r 

bigger than the unit. On the other hand, at resonance (r = 1), it is always equal to 

π/2 for each value of the damping factor ζ. 

As stated, equation [2.9] represents the mathematical formulation on which the 

technique for constructing shock-and-vibration measuring instrumentation is 
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based. Furthermore, if the product r2∙ ߢ is almost equal to one, which means that 

the ratio: 

ഘ೑
మ

ഘ೙
మ

ඨቆଵି	
ഘ೑
మ

ഘ೙
మቇ

మ

ାቀଶ	఍	
ഘ೑

ഘ೙
ቁ
మ
	ൎ 1		 	[2.15]	

equation [2.12], representing the relative displacement d(t), can be approximated 

to: 

݀ሺݐሻ ൎ 	 ଵܺ ݐ	൫߱௙݊݅ݏ	 െ 	߰൯		 	[2.16]	

A comparison between the equation describing the motion of the bases x1(t) 

[2.2] and that describing the relative displacement d(t) [2.16], shows that the 

relative displacement represents the motion of the vibrating structure beside the 

phase displacement ψ. The time delay τ, with which the instrument records the 

relative displacement d(t) compared to the displacement of the structure, can be 

evaluated as: 

߬ ൌ 	
ట

ఠ೑
		 	[2.17]	

In event of harmonic motion, the delay does not imply any consequence in the 

analyses of the phenomenon. Therefore, equation [2.14] and the relative 

displacement d(t) are valid representations of the motion of the structure. It is true, 

if the condition expressed in equation [2.15] is respected. This occurs for high 

values of the frequency ratio ωf / ωn, that is, when the natural angular frequency of 

the instrument ωn is smaller than the angular natural frequency of the vibration ωf 

which is to be measured [7]. The frequency ratio r is the only parameter that 

allows equation [2.15] to be easily satisfied. Indeed, as shown in Figure 2.2, 

values assumed by the damping coefficient ζ are not so significant. From equation 

[2.15], it can be observed that devices characterized by high values of the 

damping coefficient, obtain a value of the product r2∙ߢ that approaches the unit, 

only for high values of r (e.g. for ζ = 0.8 that condition is satisfied for values of 

the frequency ratio r equal or bigger than 3). Such a high value of the frequency 

ratio can be obtained for small values of the natural angular frequency ωn, that 
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means with mass-spring systems having a large mass m or a small value of the 

spring’s constant of stiffness k (equation [1.7]). Therefore, by acting in this way, 

the instrument may result as too big or heavy for many practical applications. For 

this reason, it is necessary to maintain these parameters within a specific range. 

Because ωn is a characteristic of the instrument, frequency range for which 

equation [2.15] is satisfied depends mainly on the frequency ωf of the forcing 

vibration. This means that there are no reasons for which it is not possible to use 

the instrument when a vibration having high amplitude excites the structure. The 

possibility of using this instrument in any situation is, of course, theoretical only. 

The limit depends on the sensitivity of the device itself, on the vibration 

amplitude, and on the level of energy. For these reasons, the upper frequency 

limit, for which the instrument can be used, has to be always indicated [5]. 

As stated, a vibrometer works for high values of the frequency ratio r. 

Referring to the example shown above  (ζ = 0.8; r ≥ 3) and considering Figure 2.3, 

it should be noted that the phase angle of the relative displacement d(t) is nearly 

π/2 rad out of phase with the motion of the base x1(t). This means that the 

movement of the mass inside the instrument is opposite to that of the structure on 

which it is fixed [9]. 

 

2.2 - Instruments for acceleration detection 

When the natural frequency of the instrument ωn, is higher than the frequency 

of the excitation ωf, the instrument is used to measure acceleration and is called an 

accelerometer [6]. Assuming that the excitation of the base x1(t) is harmonic, and 

the structure is excited by a force having angular frequency ߱௙, the equation of 

the motion is the same as that expressed in equation [2.2]. Therefore, the 

acceleration of the base is the same as that expressed by equation [2.7], here 

reported simply for the reader’s convenience as equation [2.18]: 

ሷଵݔ ൌ 	െ	 ଵܺ߱௙
ଶ 			൯ݐ	൫߱௙݊݅ݏ 	[2.18]	

furthermore, equation [2.10] can be rearranged in the following form: 



 

 41  
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	 ଵܺ ߱௙

ଶ	݊݅ݏ൫߱௙	ݐ െ 	߰൯		 	[2.19]	

where all the symbols represent the physical quantities already defined.  

If the ratio representing the amplification factor of the amplitude X1, is nearly 

equal to one 

ଵ

ඨቆଵି	
ഘ೑
మ

ഘ೙
మቇ

మ

ାቀଶ	఍	
ഘ೑

ഘ೙
ቁ
మ
	ൎ 1		 	[2.20]	

equation [2.19] can be rewritten as: 

െ	݀ሺݐሻ	߱௡
ଶ ൌ 	െ	 ଵܺ ߱௙

ଶ	݊݅ݏ൫߱௙	ݐ െ 	߰൯		 				[2.21]	

Comparing the last equation [2.21] with equation [2.18], which gives a 

measure of the acceleration of the base of the measuring devices, it is observed 

that the two relations are equivalent. Therefore, apart from the case in which the 

phase angle ψ assumes high values, the first member of equation [2.21] is a 

measure of the acceleration of the structure. Moreover, because the natural 

frequency of the device ωn is a constant for the used instrument, the first member 

of equation [2.21] is proportional to the displacement d(t) to which the 

measurement instrumentation is subjected. This means that the value of the 

acceleration can be directly evaluated from the displacement by means of 

opportune calibrations [6]. The delay with which the instrument records the 

accelerations is again equal to: 

߬ ൌ 	
ట

ఠ೑
		 	[2.22]	

The frequency ratio values that allow for satisfaction of the condition 

expressed in equation [2.20] are limited, independently of the value assumed by 

the damping factor ζ. Usually, the vibration to be measured consists of a number 

of harmonic motions with several frequencies; therefore, it may occur that if the 

acceleration of one of these harmonics is amplified more than the others, the 

measured signal is no more than the original one. 
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Fig. 2.4 – Instrument amplitude response for different values of r and ζ  

This phenomenon is called amplitude distortion. Figure 2.5 shows the trend of 

equation [2.20] for low values (≤ 1) of the frequency ratio r. If the transducer is 

undamped, the response curve of Figure 2.5 is substantially flat when the 

frequency ratio r is approximately less than 0.2. Consequently, an undamped 

accelerometer can be used for measuring acceleration when the vibration 

frequency ωf does not exceed, approximately, 20% of the natural frequency of the 

accelerometer ωn [5].  

It is observed that the measurable range of frequency increases as the damping 

of the accelerometer is increased. An accelerometer should be built with ζ 

between 0.60 and 0.70 to minimize the amplitude distortion [6]. In that range, a 

seismic instrument gives reasonably accurate results in the measurement of 

vibration at frequencies ωf as much greater as approximately 60% of the natural 

frequency ωn of the accelerometer. As indicated in Figure 2.4, the useful 

frequency range of an accelerometer increases as its natural frequency ωn 

increases. However, the deflection of the spring in an accelerometer is inversely 

proportional to the square of the natural frequency ωn. As a consequence, the 

signal from the transducing element may be very small; thereby, a large 

amplification is required to increase the signal to a level at which recording is 

feasible. For this reason, a compromise is made between high sensitivity and the 

highest attainable natural frequency, depending upon the desired application [5]. 
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Fig. 2.5 – Amplitude distortion in accelerometers  

To obtain an amplitude value close to the unit, the frequency ratio r must be 

small. This means that the angular frequency of the vibration that excites the 

system ωf is low. As an alternative, the angular frequency characteristic of the 

spring-mass system ωn has to be high. This can be achieved using a short spring 

(to have high values of the constant of stiffness k) and a small mass. By this 

means, an accelerometer can be fabricated quite small compared with a 

vibrometer [9]. 

The last issue regards the phase distortion that occurs if the relative phase of 

the recorded harmonics is different from that of the vibrations to be measured. For 

zero phase distortion, the phase shift ψ increases in a linear manner with the 

frequency of the harmonic motion. The phase shift at the resonance (r = 1) is 

always equal to π/2. For zero phase distortion, the phase shift for 0 < r < 1 should 

be (r = π/2). Again, it can be seen that an appropriate damping in the 

accelerometer is necessary to minimize the phase distortion. 
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3 – Characteristics of vibration measuring instruments 

One of the thorniest issues in selecting an accelerometer for a particular 

application is to understand and interpret the accelerometer’s specifications. In 

this paragraph, an overview and explanation of the main technical features of a 

shock-and-vibration measuring instrument will be given. These include: the 

instrument’s sensitivity, transverse sensitivity, resolution, amplitude linearity, and 

its frequency range. 

 
3.1 - Sensitivity 

The sensitivity of an accelerometer is defined as the scale factor of the device. 

Basically, it is the ratio of its electrical output to its mechanical input (since 

accelerometers convert mechanical acceleration into a proportional electrical 

signal) [19].  

Usually, the output is expressed in terms of voltage per unit of displacement, 

velocity, or acceleration (mV∙m-1∙s2 or pC∙m-1∙s2 for analog-output accelerometers, 

m∙s-2∙LSB-1 for digital-output accelerometers, where the acronym LSB stands for 

Less Significant Bit). This specification of sensitivity is enough for instruments 

that generate their own voltage (independently of an external voltage power 

source). On the other hand, the sensitivity of an instrument requiring an external 

voltage is specified in terms of output voltage per unit of displacement, velocity, 

or acceleration normalized to the unit of supplied voltage (e.g.: millivolts per 

supplied volt per g of acceleration) [20]. 

Sensitivity refers to a particular frequency, conventionally 100 Hz, whereas for 

other frequencies the sensitivity may change, but in a way that does not affect the  

reliability of the measurement. Furthermore, since accelerometers are influenced 

by temperature as well, the specified sensitivity is also valid only over a narrow 

temperature range, typically 25 ± 5°C. Therefore, the sensitivity is always 

specified with a tolerance, usually ± 5% or ± 10%, which supplies a deviation of 

the measure from the stated nominal value.  
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Because the sensitivity is used for programming a signal conditioner or a data 

acquisition system (DAQ), it is an extremely important technical feature of a 

shock-and-vibration measuring instrument. This value is used for processing and 

interpreting the signal coming from the transducer [21]. 

 

3.2 - Transverse sensitivity 

The transverse sensitivity (also referred to as cross-axis sensitivity) is the scale 

factor of the accelerometer in the orthogonal direction to the main sensitive axis 

of the sensor. It is expressed as a percentage of the sensitivity. Ideally, it would be 

null yet, due to manufacturing tolerances, it can be as much as 5% [23].  

 

3.3 - Resolution 

The resolution of a transducer is the smallest detectable change in mechanical 

input for which a change in the electrical output is discernible. The resolution of 

an accelerometer depends on the transducing element, the mechanical design, and 

it is limited by the other auxiliary equipment used with the accelerometer (i.e.: 

Analog to Digital Converters) [24]. It can be evaluated, using the following 

equation, as:  

ܴ ൌ 		ܹܤ	1.6√	ܰ	 	[2.23]	

where N is the power spectral density noise (in μms−2∙Hz−0.5) and BW the 

bandwidth of the sensor.  

Equation [2.23] shows that the accelerometer bandwidth will determine the 

measurement resolution, while the noise level in the instrument or in the system 

limits it. This is because any signal change, smaller than those noise levels, will 

be obscured by the noise itself, making it impossible to discern between the real 

signal and the disturbance. According to equation [2.23], the resolution can be 

improved in two ways: by decreasing the bandwidth of the instrument applying a 

low-pass filter on the output of the accelerometer’s sensing axis, or by filtering 

the output signal to lower the noise floor. 
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3.4 - Zero acceleration output 

It specifies the electrical output level indicated by an accelerometer when there 

is no acceleration (zero input). This parameter is commonly referred to as zero 

acceleration output (ZAO), zero-offset, or zero output bias [5].  

With an accelerometer whose output is electrically AC-coupled (Alternating 

Current–coupled), the zero acceleration reference is at ground potential or, 

alternatively, at some reference level called zero output bias.  

With an accelerometer that is capable of detecting static acceleration (DC-

coupled or Direct Current-coupled), the ZAO reference should ideally be at zero 

output units or at a specified DC level. Nevertheless, it is technically impractical 

due to the component’s tolerance; therefore, sensor manufacturers specify this 

parameter within a range [24]. 

 

3.5 - Amplitude linearity 

When one of the parameters of the measuring instrument remains constant 

within specified limits, the transducer is said to be linear within those limits. 

Therefore, amplitude linearity is a measure of how linear the output of an 

accelerometer is over a specified amplitude range. Sometimes, this is referred to 

as amplitude non-linearity, because it specifies the deviation from the perfect 

linearity [19].  

Any transducer is linear over a certain range of amplitude values only. The 

lower limit of that range is determined by the electrical noise of the device, while 

the upper limit may be imposed by the electrical characteristics, the size, and the 

fragility of the instrument [24].  

The amplitude linearity is an important parameter to be evaluated in the 

selection of a suitable accelerometer. A wrong estimation of this feature may 

cause signal distortions, particularly in high amplitude accelerations and in 

systems where multiple vibration frequencies occur. It results in intermodulation 
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distortion (IMD), a phenomenon that creates frequencies in the instrumentation 

that are not mechanically present at the accelerometer [25]. 

 

3.6 - Frequency range 

It is the frequency range over which the output of the accelerometer is within a 

specified deviation, typically ± 5% [6]. It is limited by electrical and mechanical 

characteristics of the transducer or by the auxiliary equipment associated with the 

device. Basically, it is possible to interpret the frequency range as transducer 

sensitivity over its entire bandwidth. Therefore, an upper and a lower limit can be 

indicated.  

The lower limit depends on the electrical characteristics of the transducer and 

the associated electronic equipment. For instance, a DC-coupled accelerometer 

(such as the piezoresistive and the variable capacitive accelerometers), which 

utilizes an external power source, is capable of sensing static acceleration and 

does not have low-frequency limit. On the contrary, self-generating transducer 

types, such as the piezoelectric accelerometers, are not operative at zero 

frequency. Thus, its low-frequency response is solely determined by the 

connecting charge amplifier [19]. 

On the other hand, the upper limit depends on mechanical characteristics of the 

devices such as its natural frequency and damping [5]. It is observed that the 

natural frequency of the spring-mass system ωn is higher compared with the 

natural frequency of vibration being measured ωf; thus, the accelerometer has an 

upper usable frequency limit because it responds to vibration whose frequency is 

less than the natural frequency of the transducer [24]. An attempt to use the 

accelerometer beyond the frequency limit may result in a distortion of the signal. 
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4 – Typologies of accelerometers 

There are several typologies of accelerometers on the market. The number of 

accelerometers results from different applications with various requirements of 

range, natural frequency, damping, sensing elements, and response.  In general, 

one of the basic differences consists of the coupling output type. Alternating 

Current (AC - coupled) and Direct Current (DC - coupled) accelerometers can be 

distinguished.   

In an AC - response accelerometer, as the name implies, the output is AC - 

coupled. This device cannot be used to measures static accelerations such as 

gravity and constant-centrifugal. AC - coupled accelerometers can be used to 

measure dynamic events only. On the other hand, a DC - response accelerometer 

is DC - coupled and can be used to measure static as well as dynamic 

accelerations.  

Nevertheless, the most common categorization in which accelerometers are 

distinguished is based on the sensing principle. Based on this classification, the 

following categories are usually indicated: 

 

1) Piezoresistive; 

2) Capacitive; 

3) Linear Variable Differential Transformer (LVDT); 

4) Fiber optic; 

5) Piezoelectric and Integral Electronics Piezoelectric (IEPE); 

6) Micro Electro-Mechanical System (MEMS). 

 

In the following sections, the main characteristics of the above-listed 

accelerometers are briefly described. 
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4.1 - Piezoresistive accelerometers 

Piezoresistivity is widely used as a sensing principle for sensors. Piezoresistive 

materials are capable of following deformations of the surface on which they are 

fixed and produce an equivalent electrical output. The piezoresistance effect is 

defined as the change in resistivity of a semiconductor or other materials as a 

function of the applied stress [26]. The stress may be a tension, a hydrostatic 

pressure, a shear, or a torque. Many metals produce this effect, but the change in 

the resistivity is not very elevated; thus, a semiconductor material, usually silicon, 

germanium, indium, or gallium, is added as a strain-sensing element because of its 

higher sensitivity [27], [28]. The sensing material changes its resistivity in 

proportion to an applied stress or strain, which modifies the dimension of the 

sensing element and, consequently, its electrical nature. A variable resistor 

represents the equivalent electric circuit of a piezoresistive transducing element.  

Piezoresistive elements are almost always arranged in pairs; thus, a given 

acceleration places one element in traction and the other one in compression. This 

causes the resistance of one element to increase and the resistance of the other to 

decrease [29]. In normal practice, two different configurations can be used: full-

bridge configuration and half-bridge configuration. In the first arrangement, two 

pairs of elements are used (and the four elements are connected electrically in a 

Wheatstone-bridge circuit [30]); instead, in the second only one pair is used. The 

use of transducing elements by pairs increases the sensitivity and it also cancels 

the zero-output errors, which occur in each resistive element due to temperature 

changes [31]. Figure 2.6 shows a schematic diagram of a piezoresistive 

accelerometer. 

To provide environmental shock resistance, over travel stops are added, 

whereas to extend the usable frequency range and enhance shock survivability, the 

damping coefficient of the devices is increased by surrounding the mechanism 

with silicon oil, gas, or fluid. 

 



 

 50  

 
Fig. 2.6 – Schematic diagram of a piezoresistive accelerometer  

The advantages of this design are high sensitivity, the broad frequency 

response (up to 5 kHz), and over-range protection for surviving ordinary shipping 

and handling. Furthermore, because the piezoresistive sensor output is differential 

and purely resistive, signal to noise performances are generally good. In addition, 

since the piezoresistive accelerometers require an external power supply to 

operate, they are capable of responding down to DC (0 Hz). On the other hand, 

construction complexity and a limited operative temperature range are among the 

main disadvantages of this design. Indeed, since the temperature influences the 

viscosity of the damping fluid, the damping coefficient changes significantly with 

this parameter [32]. 

Damping characteristics are an important factor in choosing an accelerometer. 

Indeed, in applications where the mechanical input may contain very high 

frequency inputs (or excite high frequency responses), a damped accelerometer 

can prevent resonance phenomena and preserve or improve the dynamic range.  

 

4.2 - Capacitive accelerometers 

Capacitive accelerometers are displacement-sensitive devices. Their output is 

proportional to the change in the capacitance between two plates (fixed 

capacitors) caused by the change of the relative position as a result of the motion 

of a center plate [33]. A schematic diagram of a capacitive accelerometer and its 

operational principle is shown in Figure 2.7. 
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Fig. 2.7 – Schematic diagram of a capacitive accelerometer 

Among the main advantages of the capacitive accelerometers there are the 

simplicity in installation, the negligible effect on the operation of the vibrating 

system (since they are proximity-type sensors, which add no mass or restraints), 

high sensitivity, a wide displacement range (due to their low background noise), 

and a wide frequency range (limited only by the electrical circuit used) [34].  

In recent years, advancements in technology have allowed for the production 

of silicon micro-machined capacitive accelerometers suitable for measuring low-

level accelerations (2 g to 100 g) and capable of withstanding to high-level shocks 

(5000 g to 20000 g) as well. Acceleration sensing is accomplished by using a half-

bridge variable-capacitance micro sensor. The capacitance of one circuit element 

increases with the applied acceleration, while that of the other one decreases. With 

the use of signal conditioning, the accelerometer provides a linearized high-level 

output [35].  

One of the most common configurations for this typology of sensors is shown 

in Figure 2.8. It is fabricated bonding together an array of three micro-machined 

single-crystal silicon wafers using an anodic bonding process [36]. The top and 

bottom wafers contain the fixed capacitor plates, which are electrically isolated 

from the middle wafer. The middle wafer contains the inertial mass, the 

suspension, and the supporting ring frame. The stiffness k of the flexure system is 

controlled by varying shape, cross-sectional dimensions, and number of 

suspension beams; the damping ζ is controlled by varying the dimensions of the 
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orifices on the parallel plates whereas, over range protection is extended by 

adding over travel stops [5]. 

 
Fig. 2.8 – Exploded view of a micro-machined capacitive accelerometer (source: Harris [5])  

The full-scale displacement of the seismic mass in the micro sensor element is 

extremely restrained; therefore, to detect minor capacitance changes, high-

precision supporting electronic circuits are required.  

 

4.3 - Linear Variable Differential Transformer (LVDT) accelerometers 

In Linear Variable Differential Transformer (LVDT) accelerometers, a mass 

(the ferromagnetic core of the sensor) moves inside another channel wrapped 

within coils used for detecting the position of the mass itself [37]. The device 

consists of a primary solenoidal coil and two secondary solenoidal coils 

symmetrically spaced on a cylindrical form, as shown in Figure 2.9. 

Therefore, LVDT accelerometers are electromechanical devices that produce 

an electrical output proportional to the displacement of the movable core. The 

transducer output depends on the mutual inductance between the primary and 

secondary coils. When the primary solenoidal coil is energized by an external 

power source, voltages are induced in the two secondary solenoidal coils. These 

two are connected in order to generate two opposite-polarity voltages. The net 

output of the transducer is given by the difference between these voltages, which 

is zero when the core is at the center or null position. On the other hand, when the 

core is moved from the null position, the induced voltage in the coil toward which 
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the core is moved increases, while the induced voltage in the opposite coil 

decreases. This action produces a differential voltage output that varies linearly 

with changes in core position [37]. 

 
Fig. 2.9 – Schematic diagram of a LVDT accelerometer 

LVDT accelerometers are used for low-frequency measurements. The 

sensitivity varies with the carrier frequency of the current in the primary coil, 

which should be at least 10 times the highest frequency of the motion to be 

measured. Modern LVDTs have a carrier frequency at 10 kHz; then the usable 

bandwidth is from 0 to 1 kHz [5]. 

 

4.4 - Fiber optic accelerometers 

A fiber-optic reflective displacement sensor measures the amount of light 

normal to, and vibrating along, the optical axis of the device. The measurement is 

based on comparing the transmitted light intensity against that of the reflected 

light. The comparison provides information on the displacement between the 

probe (the fiber-optic transmitting/receiving element) and the target (reflecting 

surface), which act as the mass of the device [38].  

The sensor is composed of two bundles of single optical fibers. One of these 

bundles transmits the light to the reflecting surface, whereas the other one traps 

the reflected light and transmits it to a detector. The intensity of the detected light 

depends on how far the reflecting surface is from the fiber optic 
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transmitting/receiving element. Light is transmitted from the bundle of fibers in a 

solid cone as shown in Figure 2.10.  

 
Fig. 2.10 – Schematic diagram of a fiber optic accelerometer 

Since the angle of reflection is equal to the angle of incidence, the size of the 

spot that strikes the fiber-optic transmitting/receiving element after reflection is 

twice that of the spot that hits the reflecting surface initially. When the distance 

from the reflecting surface increases, the spot size increases as well. Therefore, 

the intensity of the reflected light is inversely proportional to the spot’s size. 

Sensitivity of these devices can be varied using various optical configurations 

[39].  

These sensors are extremely accurate; they are so sensitive, that even a rotation 

of the reflecting surface may be detected (e.g. for rotations of ± 3° or less, the 

error is less than ± 3% and this value increases for bigger rotations). Therefore, 

they have to be carefully deployed to prevent errors in measurement [40]. 

 

4.5 - Piezoelectric and Integral Electronics Piezoelectric (IEPE) accelerometers 

Piezoelectric accelerometers are the most commonly used sensors typology for 

vibration detection. A piezoelectric accelerometer is a seismic transducer utilizing 

a piezoelectric element in such a way that relatively large electric charges, 

proportional to the applied acceleration, are produced when the sensor is excited 

with the oscillations [24].  
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These devices use the capacity of certain solid materials to generate an electric 

charge on their surface in response to an applied mechanical or physical stress. 

Piezoelectricity differs from the piezoresistance effect because piezoresistive 

materials experience a change in their electrical resistance rather than a change in 

their electrical charge or voltage [20].  

Normally used piezoelectric materials are: natural single crystals (quartz and 

tourmaline), synthetic crystalline materials (ammonium di-hydrogen phosphate), 

polarized ceramic materials (PZT), and engineering plastics (PVDF).  

The first ones are the most widely used since they offer a long life span in 

terms of sensitivity and their characteristics are very stable with temperature (up 

to nearly 800 °C). The disadvantage is that they are generally less sensitive than 

some piezoelectric ceramics [5]. The second type has a higher piezoelectric 

constant (sensitivity), a wider bandwidth than the natural crystals, and it is less 

expensive to produce. Nevertheless, it can resist temperature of up to nearly 300 

°C only and the sensitivity changes in time as a result of ageing [26]. On the other 

hand, polarized ceramic materials can be used to measure smaller stresses 

extended over a longer time due to their higher dielectric constant and high 

sensitivity [24]. The fourth type: polarized polyvinylidene fluoride (PVDF), is 

made of an inexpensive, highly resistant to shock, thin film. When a PVDF 

material is used in compression mode, it allows very high frequency 

measurements, but it is generally less stable with temperature (up to nearly 150 

°C) than ceramics or single-crystal materials [24].  

A seismic piezoelectric transducer can be represented by the elements plotted 

in Figure 2.11 where a mass is supported on a linear spring, fastened to the frame 

of the instrument. The piezoelectric crystal, which produces the charge, acts as the 

spring.  

The inertial force of the mass causes a mechanical strain in the piezoelectric 

element, which produces an electric charge proportional to the stress. If the 

dielectric constant of the piezoelectric material does not change with electric 

charge, the generated voltage is proportional to the acceleration. Metallic 
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electrodes are applied to the piezoelectric element, and electrical leads are 

connected to the electrodes for measurement of the electrical output of the 

piezoelectric element. 

 
Fig. 2.11 – Schematic diagram of a piezoelectric accelerometer 

From an operational point of view, piezoelectric accelerometers can be of two 

types: shear and compression [41]. In shear-type accelerometers, as the name 

implies, the stress is applied to the internal piezoelectric crystal in a shear manner. 

In this type of sensor design, the crystals-sensing elements are sandwiched 

between a center post and the mass (or masses). The piezoelectric crystals are held 

in place by a preload ring as shown in Figure 2.12. In particular, in one of the 

most common designs (called delta-shear type), three piezoelectric elements and 

three masses are deployed in a triangular shape close to each other. A ring 

maintains this disposition and ensures a preload action. The output signal is then 

obtained connecting the wires to the base of that ring.  

On the other hand, compression-type is a more simplistic design. In it, the 

crystal-sensing element sits between an isolating base and the inertial mass. A 

preload stud (not visible in Figure 2.13) is deployed through the center of the 

mass and the crystal to hold it in place. Early piezoelectric accelerometers were of 

compression-type design, mainly due to the relatively easy manufacturing 

process, and subsequent sensor assembly.  
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Fig. 2.12 – Shear-type piezoelectric accelerometer 

 
Fig. 2.13 – Compression-type piezoelectric accelerometer 

The compression design offers a higher stiffness than the shear one; this results 

in an accelerometer having a higher natural frequency, and a slightly higher 

frequency response (10 - 20%) [24]. Nevertheless, compression mode may 

generate errors in the output signal. In compression-type accelerometers even 

vibrations produced by solicitations different from those being analyzed (e.g.: 

changes in temperature, base bending, etc.) may excite the piezoelectric sensing 

element. This depends on the mounting of the stud-base system, which acts as a 

spring connected in parallel with the sensing element and capable of exciting it. 

Therefore, the produced output can be very significant in structures having a large 

amount of flexure or when the accelerometer is placed in a hot or cold 

environment. Instead, in shear mode designs, crystals and masses are essentially 

isolated mechanically from base bending and thermal stresses. Thus, they are 

much less sensitive to these errors, and provide readings that are more reflective 
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of the actual vibration to be measured [41]. For these reasons, although shear 

design is more complex than compression one, most modern accelerometers adopt 

this construction. 

Piezoelectric accelerometers can provide a voltage output instead of the 

electrical charge. These types of devices are accomplished by incorporating a 

charge amplifier inside the case of the accelerometer. Nowadays, piezoelectric 

accelerometers are available with simple electronic circuits internal to their cases 

to provide signal amplification and a low-impedance output. Indeed, piezoelectric 

accelerometers with integral electronics (IEPE) are relatively immune to cable-

induced noise and spurious response, they can be used with lower-cost cable, and 

they have a lower signal-conditioning cost [42]. Internal electronics provide an 

overall reduction in the noise levels because this minimizes the cable capacitance 

between the sensor itself and the signal-conditioning components [43].  

Voltage mode devices feature three-wires (Signal, Ground, Power) or two-

wires (Power/Signal, Ground) design. In particular, the latter is a class of 

piezoelectric accelerometer that incorporates an electronic amplifier and uses a 

single two-pole coaxial connector for both power input and signal output. Power 

is supplied to the accelerometer through the inner conductor of the coaxial cable 

from an external constant current, whereas the output signal from the device is 

also transmitted on the inner conductor, and it consists of an AC voltage. The 

shield of the cable serves as the ground return for the supply current and also 

protects the inner conductor from electromagnetic interference. Nevertheless, 

these advantages do not come without compromises. The impedance-matching 

circuitry is built into the transducer; thus, gain cannot be adjusted to utilize the 

wide dynamic range of the basic transducer. Furthermore, operational ambient 

temperature is limited to that which the circuit can withstand, and this value is 

considerably lower than that of the piezoelectric sensor itself. Figure 2.14 shows 

the scheme of an IEPE accelerometer with its main features. 
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Fig. 2.14 – Components of an IEPE accelerometer  

In the ideal seismic system shown in Figure 2.1, the mass and the case have 

infinite stiffness, the spring has zero mass, and viscous damping exists only 

between the mass and the frame. In real-world piezoelectric accelerometers, these 

assumptions cannot be fulfilled. In some accelerometers, the mass and the spring 

are inherently a single structure. Furthermore, in those practical designs where the 

case is used to hold the mass and the piezoelectric element, a case distortion may 

produce mechanical forces upon the seismic element as well. All these factors 

may change the accelerometer performances from those calculated using the 

equations based on the ideal system. In particular, the resonance frequency may 

be substantially lower than that indicated by theory [42]. 

The resonance frequency ωr of these devices is usually in the order of 101 kHz, 

but mounting type can have a significant effect on this value. If the accelerometer 

is properly mounted on the system being tested, the upper frequency limit is taken 

to be ωr/3 with a deviation of 12% (1 dB) from the mean value of the response 

and ωr/5 for a deviation of 6% (0.5 dB).  

On the other hand, the lower frequency limit depends primarily on the 

characteristics of the preamplifier that follows the accelerometer. Indeed, from an 

electrical point of view, the piezoelectric element looks like a source capacitor 

with a finite internal resistance, (typically in the order of 109 Ω). It forms the time 

constant of the RC circuit, which defines the high-pass characteristics of the 

device [44]. For this reason, a piezoelectric accelerometer cannot be used to 



 

 60  

measure static events because the DC-coupling component of the signal is lost. In 

general, it is possible to affirm that piezoelectric materials are useful for 

measuring stresses, which vary rapidly with time, whereas for static or quasi-static 

stresses, the dielectric constant of the material causes the produced charge to leak 

off [43]. 

It is observed that, to operate, seismic devices use a variation of electrical 

quantities produced on a sensitive element by an external stress (i.e.: 

acceleration). The accelerometer converts the electrical charges generated on the 

crystal in an electric potential difference. This is achieved by placing the sensing 

element into a suitable electrical circuit. 

If piezoelectric accelerometers are considered, that circuit is deployed outside 

the accelerometer within a pre-amplifier connected in series with the device’s 

output. This setup is called high-impedance. The pre-amplifier, to detect the 

electric potential difference before the crystal discharges, has to have an input 

impedance of the same order of magnitude as the crystal’s output impedance 

(nearly 109 Ω) [19]. If electrical charges leave the electrodes too fast, 

accelerometer sensitivity is reduced and significant errors in the measurement are 

committed. Figure 2.15 plots a simplified electrical scheme of the circuit, where Q 

is the electrical charge produced by the piezoelectric element, CQ and RQ are the 

capacitance and the resistance of the piezoelectric element, CW and RW those of 

the connection wire, and CA and RA the capacitance and the resistance of the 

amplifier. 

 
Fig. 2.15 – Electrical scheme of a piezoelectric accelerometer 
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Referring to the equivalent capacitance C and resistance R as: 
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it is possible to describe the equivalent RC circuit and evaluating the output 

tension V(t) of the accelerometer as: 
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where V0 is the tension at the time t = 0. 

If the product RC is not higher than the period of the signal being measured, 

the condenser will discharge before the measure is achieved. Because both the 

wire and its connectors have a finite capacitance C, small and depending on the 

length of the cable itself [45], it is necessary that the input impedance of the 

amplifier be as high as possible. This is a further explanation because 

piezoelectric accelerometers barely measure low-frequency signals (of the order 

of 10-1 Hz) and cannot measure static accelerations. 

The connection wires between the accelerometer and the charge amplifier are 

an extremely important element of the measurement chain. They have to be of 

low-noise and high-insulation type; furthermore, their length cannot exceed a few 

meters. Therefore, as has been noted, the main limitation to the use of 

piezoelectric accelerometers is that the pre-amplifier should be mounted close to 

the transducer, because the connection wire cannot exceed a certain length so as 

not reduce the input impedance too much. Also, in particular types of 

measurements, cables cannot be well fixed and their movements may influence 

the result of the measurement as shall be shown in the next paragraph.  

IEPE accelerometers partially overcome these problems. Since they have an 

integrated circuit within the transducer itself, they do not require any external pre-

amplifier but an AC-coupled power supply only. This type of measurement setup 

is referred to as low-impedance. The IEPE accelerometer is connected to the 

power source using a coaxial cable, which may be up to tens of meter long, and is 

used for acquiring data also.  
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Nevertheless, this type of accelerometer is not the final solution to the problem 

of signal quality. Indeed, in many practical applications, especially civil and 

mechanical engineering ones, acceleration is characterized by very low-amplitude, 

which means a very low electrical signal (usually in the order of millivolts). 

Because of cable lengths, this signal may be disturbed and corrupted, invalidating 

the measurement. Impedance decreases with length; therefore, because signal 

attenuation, an amplifier is always necessary after a certain distance, even in low-

impedance measurement chains. 

 

4.6 - Micro Electro-Mechanical Systems (MEMS) accelerometers 

Micro Electro-Mechanical Systems (MEMS) technology refers to a family of 

devices having characteristic dimensions in the range 10-3 - 10-6 meters, that 

combine electrical and mechanical components, and which are manufactured 

using integrated circuit batch-processing technologies [26].  

Current manufacturing techniques for MEMS include: surface silicon 

micromachining, bulk silicon micromachining, lithography, electro-deposition, 

plastic molding (LIGA), and electro-discharge machining (EDM) [46]. This 

technology has experienced an increasing growth during the last decade: sensors 

for pressure, temperature, mass flow, velocity, acceleration, sound, and chemical 

composition have been manufactured [36]. In MEMS-based accelerometers, the 

entire working mechanism (mass, spring, and support) is etched from a single 

crystal of silicon, a process known as micromachining [47]. An example of a 

MEMS-based accelerometer is shown in Figure 2.16. It is observed that electronic 

components are assembled together over a silicon wafer and they are extremely 

small in size. 

MEMS-based accelerometers are capacitive-type devices; therefore, they are 

made of moveable inertial masses with plates that are attached through a 

mechanical suspension system to a reference frame, as shown in Figure 2.17. The 

moveable plates and the fixed outer plates represent the capacitors of the system 

[34].  



 

 63  

 
Fig. 2.16 – MEMS-based accelerometer 

 
Fig. 2.17 – MEMS-based accelerometer structure 

The deflection x of the inertial masses is measured using the capacitance 

difference ΔC between the moveable plate (in black in Figure 2.17) and the 

stationary outer plates (highlighted in red and blue in the same picture). In 

general, the capacitance C0 can be evaluated as: 
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where ε0 is the permittivity of the material separating the two plates of the 

capacitor, S is the surface of the electrodes, and d their mutual distance. With 

reference to Figure 2.17, the capacitance between the two condensers C1 and C2 is 

equal to: 
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where x represents the displacement of the inertial mass. When the acceleration is 

null, the capacitance C1 and C2 are equal because x1 is equal to x2 and x is null. If 

this parameter is different from zero, the net capacitance is equal to: 
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which corresponds to the algebraic non-linear equation [2.30]: 

ଶݔܥ∆ ൅	ߝ஺	ݔ ൅	∆݀ܥ
ଶ ൌ 0		 [2.30]	

the first term at the first member of equation [2.30] is negligible; therefore, the 

solution of that equation can be evaluated as: 
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Equation [2.31] proves that the displacement x of the mass can be evaluated 

once the variation in capacitance is measured. To conclude, it has to be noted that 

each sensor has several capacitors set as shown in Figure 2.18. 

 
Fig. 2.18 – Capacitors set in a MEMS-based accelerometer (LIS331DLH by STMicroelectronics) 

Among the main advantages of a MEMS-based accelerometer there are: the 

integrated multiple functions, the reduced manufacturing cost and time, the 

portability, the ruggedness, the low-power consumption, the easy and massive 

deployment, the very small size of the device, and the very high resonance 

frequency. This type of accelerometer is used to measure a wide range of 

accelerations (from a few to over thousands of g) on a wide frequency domain 

(from DC to several kHz). 
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A more recent MEMS-based accelerometer design offers squeezed-film gas 

damping as an alternative to the silicone oil damping to improve the damping 

behaviors of the moving plate inside the two capacitors. Nevertheless, this class of 

low-price capacitive accelerometer typically suffers from poor signal to noise 

ratio and limited dynamic range [48]. 
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5 – Problems connected to the usage of wire-based accelerometers  

The previous paragraphs address two important problems regarding the usage 

of wire-based accelerometers. Wires impedance and how this parameter affects 

the quality of the transmitted signal increasing the produced noise.  

The first issue is connected to a technological limitation due to the cable 

length. Connection wires between the accelerometer and the acquisition section 

are extremely delicate elements of the measurement chain: well-isolated and low-

noise cables are required and preferred. In addition, their length cannot exceed a 

few meters of extension, because of signal impedance. Impedance decreases with 

length [45]; therefore, an amplifier is always necessary after a certain distance 

because of signal attenuation.  

The second reason is connected with noise introduced in the signal due to wire 

(triboelectric noise), which can create problems when signals having low 

amplitude – such as those characterizing the vibration of large civil structures – 

are analyzed. Triboelectric noise is produced because of mechanical movements 

of the wire itself and it is characterized by the generation of local currents which 

can interfere with the transmitted signal [49]. Thus, a charge may be generated 

when a cable is flexed, bent, struck, squeezed, or distorted. This friction takes 

place between the dielectric and the outer shield of the cable or between the 

dielectric and the center conductor. Fixing the cable on a stable support can 

significantly reduce the problems, but such an operation is not always feasible or 

easy to achieve.  

Another mechanism by which noise may be induced in the cable results from 

the change in capacitance of the cable when it is flexed. If the transducer produces 

a charge across the cable, the change in capacitance results in a voltage change 

across the output of the cable, appearing as noise at the input of a voltage 

amplifier.  Suppose that the dielectric surfaces within the cable are coated so that 

an electrical leakage path is provided along the dielectric surface. Then - if 

because of deformation - the cable shield is separated from the outer surface of the 
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dielectric, the charges flow along the surface to the nearest point of contact of the 

dielectric and shield; without this leakage path, the charges would flow to the 

terminating impedance, where they would give rise to a noise signal. Such 

coatings are provided in low-noise cables. 
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CHAPTER III 

DESIGN OF A NEW SENSOR BOARD EMBEDDING A MEMS-

BASED ACCELEROMETER 

 

1 – Introduction 

The fast growth of wireless-based technologies, such as Electro Mechanical 

Impedance (EMI) and Micro Electro-Mechanical Systems (MEMS), is changing 

the way civil structures and mechanical systems are monitored, controlled, and 

maintained. While EMI techniques result in high frequency signals  [50 – 55], 

MEMS-based techniques prove to be an attractive tool in the sampling of low 

frequency signals for Structural Health Monitoring (SHM) purposes [56 – 58]. 

From the early 1990’s onwards, there has been an increasing interest in the 

adoption of developing sensing technologies for instrumentation within a variety 

of structural systems. Wireless sensor networks (WSNs) are emerging as a 

sensing paradigm and they are considered to be suitable substitutes for traditional 

wired-based monitoring systems. Nevertheless, to date, low sensitivity and 

accuracy - especially at very low frequencies and low-amplitude - have imposed 

serious limitations for their application in monitoring the mechanical behavior of 

civil structures and machinery parts. The SHM applications require the MEMS-

based accelerometers to be accurate for measuring a wide range of structural 

vibration: from ambient vibration (in the order of 10−2 m∙s−2) to severe 

earthquakes (in the order of 101 m∙s−2). In addition, natural frequencies in large 

civil engineering structures - including bridges and buildings - are generally in the 

order of 10−1 to 101 Hz [59]. Therefore, sensor systems able to measure such low-

frequency signals accurately are required; otherwise, the recorded signal might be 

confused with a noise.  
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In this chapter, a summary review regarding the state-of-the-art of the WSNs 

for SHM is first given. Then, a prototype wireless system, which embeds a 

MEMS-based accelerometer, is presented. Design choices, hardware 

characteristics, and operational properties of the prototype are detailed are 

described to highlight how the proposed system may overcome the difficulties 

met by previous systems as they were used for SHM purposes. 
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2 – Summary review of MEMS-based accelerometer systems 

In 1986, researchers from the Center for Engineering Design at the University 

of Utah, in a proposal submitted to the Defense Advanced Research Projects 

Agency (DARPA), introduced for the first time the term MEMS. In the mid-

1990s, the potential military applications of this technology became clear and 

another proposal, called the Smartdust project, was submitted to the same agency 

by researchers at the University of California, Berkeley [60]. Smartdust refers to a 

system of several small MEMS-based sensors, robots, and other transducers, 

which can detect physical quantities such as light, temperature, vibration, 

magnetism, or chemicals. Usually, these devices are operated wirelessly on a 

computer network and are distributed over an area to perform tasks (e.g.: sensing 

through radio-frequency identification). Since the expiration of the military 

patent, this technology has been applied in several engineering fields. Numerous 

academia-built and commercial prototypes have been designed and built. In the 

following paragraphs, a short overview of the most significant of these is given. 

 

2.1 - Academia-built platforms for WSN 

One of the first efforts in designing a low-cost, wireless sensing unit for 

application to civil engineering structures was made by Straser and Kiremidjian in 

1998, when they built a wireless, modular, monitoring, smart sensor (WiMMS) 

[61]. The design included the integration of an eight-channel 16-bit Analog to 

Digital Converter (ADC), which allows the accommodation of sensors for 

recording the physical data, a microcontroller core for on-board computational 

tasks, and a 900 MHz ISM (Industrial Scientific and Medical) wireless radio 

modem for the communication. The microcontroller, a Motorola 68HC11, 

features an 8-bit counter, a 16-bit timer, one asynchronous RS-232 serial port, and 

64 kB for data and programs storage. Furthermore, additional 32 kB of Random 

Access Memory (RAM) and 16 kB of Read Only Memory (ROM) are included in 

the design to store embedded firmware for local data processing. Most of the time, 
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the sensing unit is maintained in a sleep mode to save battery life. Therefore, it is 

also equipped with an acceleration-based trigger circuit to awake the system in 

case of significant seismic motions. Even though WiMMS was characterized by 

low computational power and low accuracy, it paved the way for the development 

of several other wireless sensing units.  

Several researchers started proposing their own systems for sensing diverse 

physical parameters.  Bennett, in 1999, designed a wireless sensing unit mounting 

two thermometers and two thin-film strain gages embedded in flexible asphalt 

highway surfaces [62]. The design includes a four-channel 8-bit ADC, a Hitachi 

H8/329 8-bit microcontroller, and a narrow-band 418 MHz wireless radio capable 

of communicating in a 300-meters range. To provide ample memory for the 

storage of embedded software that operates the sensor, 32 kB of external ROM is 

included in the computational core design. For power, four AA alkaline batteries 

offering a total voltage of 6 V are included. 

In 2001, Lynch [63 - 64] designed a wireless sensing unit embedding a Texas 

Instrument one-channel 16-bit ADC, an 8-bit Atmel AVR8515 microcontroller 

core, and a 900 MHz ISM band wireless radio modem. The system incorporates 8 

kB of programmable flash memory, 512 bytes of Static Random Access Memory 

(SRAM), and 512 bytes of Electronically Erasable Programmable Read Only 

Memory (EEPROM) to perform local processing and data storage tasks. The 

system was one of the first to be equipped with a two-axis MEMS-based 

accelerometer: an ADXL2010 by Analog Device [65]. Figure 3.1 shows the 

wireless sensing unit built by Lynch where there are clearly identifiable an RS-

232 Serial Port, the ADC, the microcontroller, the two-axis accelerometer, and the 

radio modem with the antenna. 

In the same year, Wang and Liao [67] presented a wireless signal retrieval 

system. This system is extremely important because it is the first to use a 

frequency modulation (FM) technology before transmitting. In particular, the 

wireless transmitter subsystem is composed of the following units: the sensor 

signal processor, the Voltage to Frequency (V/F) converter, and the transmitter.  
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On the other hand, the wireless receiver subsystem is mainly composed of the 

opposite units: the receiver, the signal processor, the Frequency to Voltage (F/V) 

converter, and the low pass filter. In Wang and Liao’s study, an example of 

transmission of a sinusoidal wave is presented. And it shows that the system is far 

below the threshold of accuracy to be usable for SHM purposes. Indeed, the 

received signal yielded the same frequency content, but the amplitude is 

increased. Additionally, when the power spectral density of a random with noise 

is studied, the reception of the signal below 5 Hz suffers a sharp decrease. 

 
Fig. 3.1 – Prototype of the wireless sensing unit proposed by Lynch (source: Lynch [63]) 

Mitchell, in 2002, [68] proposed a SHM architecture using wireless sensors. 

Based upon three generations of hardware and software designs, the designed 

wireless monitoring system emphasizes the partitioning of the monitoring system 

functionality between wireless sensors and wireless data servers (called wireless 

cluster nodes). In this system, a Cygnal 8051F006 microcontroller is used for data 

collection whereas an Ericsson Bluetooth wireless transceiver, operating on the 

2.4 GHz radio band, is integrated for communication. Data from sensors are sent 

to the cluster node using a short-range radio. Each cluster node is equipped with 

both a short-range radio (for communication with the wireless sensors in its 

cluster) as well as a long-range radio (for communication with other remote 

cluster nodes). The central cluster server is designed both to store and process the 

data collected from the cluster’s wireless sensors. The cluster node is designed 

using a single board computer (SBC) running the Microsoft Windows operative 
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system. A key element of the proposed SHM system is its interface to the Internet, 

which allows professionals to access the structural response data remotely. 

In 2003, Kottapalli [69] presented a wireless sensor network architecture that 

was intended to overcome the major challenges associated with time 

synchronization and limited power availability in wireless SHM systems powered 

by batteries. The system is made of several sensing units, whose goal is to simply 

collect measurement data and wirelessly transmit to the designed base station. The 

microcontroller embedded on the system is an 8-bit Atmel AVR. For data 

collection, an 8-bit ADC is also included in the unit design whereas 

communication is achieved through a 915 MHz radio transceiver. The study 

demonstrated that due to the low-power consumption of the embedded devices, 

the system can work for 18 months using six AA alkaline batteries. 

After that, studies have started mainly to focus on enriching the computational 

power of the sensing units, omitting the part regarding the sensitivity and the 

accuracy of the embedded instrumentation and sensors. In 2004, Lynch [70 - 71] 

proposed a dual-processor computational core design. Based on his earlier 

wireless sensing unit design [63 - 64], a low-power 8-bit Atmel AVR AT90S8515 

microcontroller is utilized for overall unit operation and real-time data acquisition. 

When data are ready for local processing, the unit turns on the second 

microcontroller, a 32-bit Motorola MPC555 PowerPC. Here, intensive data 

processing algorithms stored in the ROM (e.g.: damage detection routines) are 

executed. For data collection, a 16-bit, single-channel ADC ADS7821 by Texas 

Instruments is used, whereas for wireless communication a 2.4 GHz radio modem 

is employed. To supply power to the wireless sensor, a Li/FeS2 7.5 V battery pack 

is chosen. This study demonstrated that the selected power unit allowed the 

system to work for nearly one year. 

In the same year, Ou [72] – based on previous experiences with commercial 

wireless sensor platforms - presented his wireless sensor prototype for structural 

monitoring. The core of the system is the low-power Atmel AVR ATmega8L 

microcontroller. This 8-bit microcontroller has 8 kB of flash memory for storing 
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embedded programs and 1 kB of SRAM for storing measurement data. In total, 

eight sensing channels are provided for the interface of sensors. Six of the 

channels supported the conversion from analog sensor outputs into digital formats 

with resolutions of 8 and 10 bits, whereas the last two channels are for measuring 

the output of digital sensors such as the Analog Devices ADXL202E MEMS-

based accelerometers. Wireless communication between sensors is provided by a 

433 MHz Chipcon CC1000 wireless transceiver. 

Nowadays, another problem addressed in WSN is that connected to power 

consumption. In recent years, a new wireless communication standard, 

IEEE802.15.4 [73], has been developed explicitly for wireless sensor networks. 

This wireless standard is intended for use in energy-constrained WSNs because of 

its extreme power efficiency. Sazonov [74] was one of the first to propose the 

design of a low-power wireless system based on this communication protocol. 

The proposed unit employed the IEEE802.15.4 – compliant, 2.4 GHz wireless 

transceiver. To reduce power consumption a 16-bit microcontroller is selected as 

computational core, while the MSP430 provided the unit with a six-channel 12-bit 

ADC and a two-channel 12-bit DAC. With 2 MB of non-volatile EEPROM, the 

MSP430 is capable of storing sophisticated data interrogation algorithms. Studies 

by Lynch [56], [75] and Spencer [76], among the others, supply a complete list of 

academia-built WSN systems for SHM purposes. 

To conclude, it can be observed that the presented systems are all characterized 

by the presence of more or less powerful computational devices (microcontrollers) 

installed on-board. Indeed, one of the main ideas at the base of SHM technologies 

is that data stream has to be as simple as possible, and only the essential 

information must be sent to the collecting Data Acquisition (DAQ) System. 

Furthermore, analog signals sampled with sensors are converted into digital 

signals through a suitable ADC. For power-consumption reasons, the resolution of 

the used ADCs varies in the range 8 – 16 bit. It may be a limitation for the 

accuracy of the measurement when low-amplitude and low frequency signals are 

analyzed. 
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2.2 - Commercial platforms for WSN 

A number of commercial wireless sensor platforms have emerged in recent 

years that are well suited for use in SHM applications. Many academic and 

industrial research teams have begun to explore these generic wireless sensors for 

use within SHM systems. The first prototype ever commercialized was the mote 

wireless sensor platform initially developed at the University of California, 

Berkeley and subsequently sold by Crossbow [77 - 78]. Mote is an open source 

wireless sensor platform with both its hardware and software (TinyOS) design 

available to the public. 

The Berkeley platform has been under development since the late 1990’s. In 

1999, the WeC mote, commercialized by Crossbow as Rene, was released [79]. It 

is a small low-power electronic device integrated with wireless communication 

capabilities and sensors having dimension comparable with an American quarter 

($0.25 coin). The design included the integration of an eight-channel, 10-bit ADC, 

and an 8-bit Atmel AT90LS8535 AVR microcontroller. Since only 8 kB of ROM 

and 512 Bytes of RAM were included in the microcontroller, an additional 32 kB 

of external RAM was included within the platform. Wireless communication was 

ensured using a 916 MHz, amplitude modulated (AM), single channel transceiver. 

Two years later, the WeC platform was substituted by the Rene2 mote platform. It 

had an identical design to the WeC except for the microcontroller, which was 

replaced with a more powerful Atmel ATmega163L having larger internal 

memory banks [80]. Figure 3.2 shows the Rene and Rene2 mote platforms. The 

successors to these two were the Mica [81] and the Mica2 [82] mote platforms. 

They have continued the modular design but upgrade the system to a more 

powerful microcontroller: the Atmel ATmega 103 at 4 MHz and ATmega 128l at 

7.37 MHz respectively. Again, the internal eight-channel, 10-bit ADC of the 

microcontroller is utilized as the primary sensing interface for the Mica Mote with 

sample rates up to 1 kHz. On the other hand, for communication purposes the 

Mica motes use the same single-channel amplitude modulation wireless 

transceiver embedded in the previous models. The Mica2 mote platform was 
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released to overcome radio interference and data loss, which characterized the 

Mica platform. A frequency modulation (FM) wireless transceiver operating on 

the 900 MHz radio band was installed showing excellent noise immunity.  

 

 
Fig. 3.2 – Crossbow Rene (a) and Rene2 (b) mote platforms 

 
Fig. 3.3 – Crossbow Mica2 (a), Mica2DOT (b), and IRIS (c) mote platforms 

In 2004, the Mica2 was upgraded with a 2.4 GHz IEEE802.15.4-compliant 

wireless transceiver and renamed as MicaZ [75] and then with another module 

used for enabling low-power, wireless sensor networks platform called IRIS [79]. 

One of the main features of the Mica2 and its derivate (Mica2DOT, MicaZ) is that 

they are designed without a battery voltage up conversion (step-up or boost 

converter). For this reason, they operate on unregulated battery voltage [80]. 

Therefore, as the battery depletes, the voltage drops affecting components such as 

the radio and the sensors as demonstrated in other studies [83]. The above-

described platforms are shown in Figure 3.3. 
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The collaborations between the University of California, Berkeley and the Intel 

Research Berkeley Laboratory resulted in another generation of Mote platform 

called Imote. The core of the Imote is the 32-bit ARM7TDMI microcontroller 

operating at 12 MHz. This processor selection provides four times greater 

computational power than the previously mentioned Mica family. On the wireless 

communication end, a 2.4 GHz Bluetooth radio is integrated with the 

microcontroller on a single circuit chip. Selection of Bluetooth for wireless 

communication is motivated by its high data rate and high reliability [84]. The 

hardware design of the Imote is different from those of the Mica, Mica2, and 

MicaZ motes. The Imote was designed with only a computational core board and 

a wireless transceiver, but it employs a highly modular construction, which allows 

sensing interfaces - fabricated as separate boards - to be snapped onto the circuit 

board. Figure 3.4 shows a model of the Imote2 platform owned by the Smart 

Infrastructure Management Laboratory SIMLab at the University of Florida, FL. 

 
Fig. 3.4 – Intel Imote2 platform (source: SIMLab – University of Florida) 

Aside from the open-source platforms presented in the first part of this 

paragraph, other commercially available wireless sensor platforms were designed 

for SHM. For instance, researchers at the Rockwell Science Center designed 

AWAIRS: a wireless sensing unit for military applications, which could 

potentially include structural monitoring. Its defining feature is the ability to self-

organize when deployed in the field [85]. The prototype mounted a 32-bit Intel 

StrongARM 1110 microcontroller as computational core. The platform has been 
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designed to embed a variety of sensors such as geophones, acoustic sensors, 

magnetometers, and accelerometers using a 20-bit ADC. To render the network 

self-organizing, a 900 MHz wireless cordless telephone radio with encrypted 

spectrum is installed. Many other platforms, such as Shimmer [86], Telos-B [87], 

and Sun SPOT [88], are now available on the market and they can all be adopted 

for SHM purposes. 

 

2.3 - MEMS-based accelerometer systems used for SHM 

The platforms introduced in the previous paragraphs are the communication 

modules only. They do not have any sensing capability if not implemented with a 

sensor board well suited for vibration detection. Therefore, an overview of the 

most important systems embedding MEMS-based accelerometers is reported to 

conclude this section. 

In 2003, Kurata [89] presented a study in which the Mica mote was used as a 

risk-monitoring tool. In this analysis, a two-story metallic structure was deployed 

on a shaking table and subjected to the Kobe earthquake’s ground motion. A Mica 

mote and a reference accelerometer were deployed at the top of the structure and a 

comparative measure between the data sampled with the two systems was carried 

out in the time domain. The Mica mote was equipped with the commercially 

available MTS310 sensor board manufactured by Crossbow Technology, Inc. 

This sensor board, shown in Figure 3.5, has acceleration, magnetic, light, 

temperature, and acoustic sensors, as well as a sounder. In particular, the 

accelerometer embedded in the system is an ADXL202E manufactured by Analog 

Device. It is a low-cost, low-power, two-axis MEMS-based accelerometer with a 

measurement range of ±19.61 m∙s-2, a sensitivity of 0.02 V∙m−1∙s2, a bandwidth in 

the range DC - 50Hz, and a noise-density of 1960 μm∙s−2∙Hz−0.5 [90]. Its 

resolution, evaluated using equation [2.23], is equal to 1.75∙10-2 m∙s-2. 
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Fig. 3.5 – Crossbow MTS310 sensor board 

The study has demonstrated that the Mica mote and the associated sensor board 

are able to detect high amplitude excitations (damages of the structure). 

Nevertheless, due to its low resolution, low amplitude signals are confused with 

noise and lost. In addition, the study has highlighted data losses during the 

transmission of the signal to the receiver. From this experience, it is clear that the 

second generation of motes proposed is not well suited for SHM purposes. 

Additional studies regarding the performance of the ADXL202E accelerometer 

embedded on the MTS310 sensor board were carried out by Ruiz-Sandoval [91]. 

In this study, the Mica mote was deployed on a shaking table along with a 

reference sensor and excited with two random accelerations. The sensor used as 

reference is a model 393B04 by PCB Piezotronics Inc. It is a high-sensitivity, 

IEPE, seismic, shear-type accelerometer with a sensitivity of 0.10 V∙m−1∙s2, a 

bandwidth in the range 0.06 – 450 Hz, and a noise-density of 0.39 μm∙s−2∙Hz−0.5 

[92]. Its resolution, evaluated using equation [2.23], is equal to 2.22∙10-5 m∙s-2. 

The study has showed that, when the sensors are subjected to relatively high 

amplitude random acceleration (4.10∙10-1 m∙s-2), the response in time domain of 

the ADXL202E accelerometer with respect to the 393B04 is reasonably good. On 

the other hand, in the frequency domain the responses between the two 

accelerometers are in good agreement above 2 Hz only. When low-amplitude 

random acceleration (4.80∙10-2 m∙s-2) is supplied, it is observed that the response 

in the time domain of the ADXL202E accelerometer compared with the reference 
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accelerometer is quite poor. Besides, in the frequency domain, the responses 

between the two accelerometers did not correlate at all. To address these 

limitations, a new sensor board (Tadeo, shown in Figure 3.6) was proposed to 

replace the MTS310. The new sensor board was designed using the high 

sensitivity accelerometer SD1221 manufactured by Silicon Designs, Inc. It is a 

low noise, MEMS-based accelerometer with a measurement range of ± 19.61 m∙s-

2, a sensitivity of 0.10 V∙m−1∙s2, a bandwidth in the range DC – 400 Hz, and a 

noise-density of 49.03 μm∙s−2∙Hz−0.5 [93]. Its resolution – evaluated using 

equation [2.23] – is equal to 1.24∙10-3 m∙s-2. When the two systems were subjected 

to a random acceleration (2.55∙10-2 m∙s-2), the response in time and frequency 

domains between the two accelerometers was reasonably good, even below 2 Hz. 

The study concluded stating that small differences still present below 2 Hz were 

due to the limitations of the 10-bit ADC of the Mica. 

 
Fig. 3.6 – Tadeo sensor board (source: Ruiz-Sandoval [94]) 

In 2004, Glaser evaluated the hardware reliability of the Crossbow Rene2 mote 

with field experiments in the Tokachi Port, Japan. Rene2 mote is equipped with a 

MTS310 sensor board embedding an ADXL202E accelerometer. The study 

consisted of measuring the ground acceleration caused by large controlled 

underground explosions that caused the ground to liquefy and compare data 

obtained from the ADXL202E with those recorded with reference sensors [95], 

[96]. Results show that due to the high intensity of the ground motion, the time 

histories recorded using the Rene mote are comparable with those recorded from 
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the reference sensors. Little differences are observed when results in the 

frequency domain are considered. On the other hand, the study reports several 

problems with the reliability of the single-channel wireless radio. During testing, 

it experienced significant communication interferences and lock-up phenomena, 

resulting in the loss of transmitted data. The reliability of the transmission is 

further reduced in the presence of other electronic equipment including cameras, 

cell phones, and radios as well. 

Between 2005 and 2007, researchers at the University of California, Berkeley 

implemented a new accelerometer sensor board integrated within a Mica2 mote. 

With the standard Mote sensor boards (e.g.: MTS310) poorly suited for structural 

monitoring ([89], [91], [95]), the newly proposed sensor board was strictly 

intended for SHM purposes. It was conceived for detecting range of vibrations of 

a civil infrastructure from low-amplitude ambient to earthquake strong motions 

[97], [98]. The range ± 19.61 m∙s-2, characteristic of the original sensor board, is 

divided between two types of accelerometers to provide both the required range 

for an earthquake’s strong motion (in the order of 101 m∙s−2) and accuracy for 

ambient vibrations (in the order of 10-2 m∙s−2). The first sensing capability is 

ensured using the default accelerometer of the MTS310 sensor board: the 

ADXL202E accelerometer. On the other hand, low-amplitude ambient vibrations 

due to wind loading and traffic are resolved by a Silicon Designs SD1221 

accelerometer. A picture of this prototype is shown in Figure 3.7. 

 
Fig. 3.7 – Sensor board prototype proposed by the UC Berkeley research group (source: Pakzad 

[99]) 
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To increase its resolution, the dynamic range of the SD1221 accelerometer is 

artificially reduced from ± 19.61 m∙s-2 to ± 0.98 m∙s-2, whereas the bandwidth is 

cut from 400 Hz to 25 Hz using a low-pass filter. Therefore, with the modification 

made, the new resolution of the SD1221 accelerometer becomes equal to 3.10∙10-4 

m∙s-2. In this study, to overcome limitations due to the presence of a 10-bit 

resolution ADC, the filtered analog signal is fed to a 16-bit ADC for each of the 

four channels. The system was successfully validated through its deployment over 

a pedestrian bridge over passing I-80 at Berkeley, CA [97], and over the Golden 

Gate Bridge at San Francisco, CA [98], [100]. In the Golden Gate Bridge 

deployment, 64 nodes were distributed over the main span and the tower, 

collecting ambient vibrations synchronously at 1 kHz rate, with less than 10∙10-6 s 

jitter, and with the highest accuracy ever measured by previous systems (nearly 

3.00∙10-4 m∙s-2). The collected data allowed dynamic and modal analyses, which 

agreed with theoretical models and previous studies of the bridge. 

In 2008, Cho proposed an application of smart wireless sensors for the 

monitoring of civil structures [101]. In particular, he tried to extract modal 

information (i.e.: modal frequency and modal shape) using the WiMMS unit 

modified by Wang in 2005 [102], as shown in Figure 3.8. 

 
Fig. 3.8 – WiMMS unit modified by Wang (source: Wang et al. [102]) 

 The unit mounts an accelerometer PCB3801 by PCB Piezotronics Inc. It is a 

single axis, low-cost capacitive accelerometer with a sensitivity of 0.10 V∙m−1∙s2, 

a bandwidth in the range DC - 80 Hz, and a resolution equal to 1.18∙10-3 m∙s-2 
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[103]. In the first stages of the test, the PCB3801 accelerometers were connected 

directly to the sensing interface of each wireless sensing unit without signal 

conditioning. During the validation tests carried out, the system showed a good 

agreement with data recorded using a reference sensor (393393B04 by PCB 

Piezotronics Inc.), but a more detailed analysis of the frequency domain responses 

showed that the proposed sensor board did not match very well the response of 

the reference accelerometer for frequencies below 3 Hz. The low sensitivity of the 

sensor embedded on the WiMMS sensor board is a clear deficit for the proposed 

system. Therefore, the use of a signal conditioning section is necessary. Before 

feeding the 16-bit ADC of the wireless sensing unit, the signal is filtered. The 

filtering circuit includes one high-pass filter and one low-pass filter. The high-

pass filter is an RC filter with a cut-off frequency of 0.02 Hz, and the low-pass 

filter is a 4th order Bessel filter with a cut-off frequency of 25 Hz. Validation tests 

have demonstrated that the sensor data with signal conditioning are smoother than 

the data without signal conditioning. In his study, Cho was more focused on the 

embedded decentralized algorithm than on the hardware structure of the sensor 

board, leaving to previous studies the task of validating the built system. 

Whelan, in 2009, presented a wireless sensing solution (WSS) designed for 

concurrent measurement of both static and dynamic structural response through 

strain transducers, accelerometers, and temperature sensors [104] (Figure 3.9).   

 
Fig. 3.9 – Wireless Sensing Solution proposed by Whelan (source: Whelan and Janoyan [102]) 

The network protocol supports real-time, high-rate data acquisition from large 
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wireless sensor arrays with essentially no data loss. It enables high-rate 

acquisition of up to 40 channels across 20 wireless units on a single peer-to-peer 

network. The developed wireless sensor node incorporates a Tmote Sky wireless 

sensor network platform integrating an ultra-low power microcontroller and chip 

transceiver on a single printed circuit board with a USB interface to the host 

computer for microcontroller programming and communication [105]. 

Communication among nodes of the network is ensured by a 2.4 GHz transceiver. 

The WSS hardware features a low-power signal conditioning board that improves 

the quality of the analog sensor signals relative to the ADC range and sampling 

parameters prior to digital conversion. The conditioning interfaces are designed to 

be optimized for measurement of vibrations resulting from both ambient and 

forced excitation as well as acquisition of strain transducer outputs during typical 

load ratings. The sensing system is instrumented with a LIS2L02AL MEMS-

based accelerometer manufactured by STMicroelectronics and positioned in an 

external sensor housing for direct placement on the structure. The accelerometer is 

a two-axis, ultra-compact linear accelerometer with a measurement range of ± 

19.61 m∙s-2, a sensitivity of 0.07 V∙m−1∙s2, a bandwidth in the range DC - 100Hz, 

and a noise-density of 295 μm∙s−2∙Hz−0.5 [106]. Its resolution, evaluated using 

equation [2.23], is equal to 3.72∙10-3 m∙s-2. The study does not show any 

comparison with reference sensors, but shows the capacity of the system to detect 

acceleration having amplitude of 2.94∙10-2 m∙s-2 and frequency around 10 Hz, 

values not significant for SHM purposes. 

To conclude this short overview, the prototypes of two high-sensitivity sensor 

boards (SHM-A and SHM-H) are presented and shown in Figure 3.10. They were 

built in 2010 by Professor Spencer’s research group for the Imote2 platform 

[107], [108]. In Professor Spencer’s study, the performance of the designed sensor 

boards is compared with those of the commercially available ITS400 sensor board 

and validated through extensive static and dynamic testing. Because the Imote2 

has no sensing capabilities, a separate sensor board is required for collecting data. 

The ITS400 basic sensor board developed by Intel [109] employs a three-axis 
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digital accelerometer LIS3L02DQ manufactured by STMicroelectronics [110], a 

temperature/humidity sensor, a light sensor, and a four-channel 12-bit ADC. 

 
Fig. 3.10 – ITS400 (a), SHM-H (b), and SHM-H (c) sensor boards (source: Jo et al. [108]) 

During the study, it is noted that the resolution of the accelerometer with the 

built-in ADC was only 9.81∙10-3 m∙s-2, definitely coarse for SHM of low 

amplitude vibration. For this reason, a new accelerometer sensor board (SHM-A) 

has been built to overcome the limitations highlighted in the previous version 

[111]. The SHM-A sensor board has a digital accelerometer LIS344ALH 

manufactured by STMicroelectronics. It is a three-axis, ultra-compact linear 

accelerometer with a measurement range of ± 19.61 m∙s-2, a sensitivity of 0.07 

V∙m−1∙s2, a bandwidth in the range DC - 1.8kHz (reduced to 20 Hz with a low-

pass filter), and a noise-density of 490.30 μm∙s−2∙Hz−0.5 [112]. Its resolution,  

evaluated using equation [2.23], is equal to 2.77∙10-3 m∙s-2. Nevertheless, the key 

component of the SHM-A sensor board is its programmable four-channel 16-bit 

ADC and signal conditional [113]. In addition, a new high-sensitivity sensor 

board (SHM-H) has been developed for measuring low-level ambient vibrations 

of structures. The SHM-H board is the extension version of the SHM-A board 

(general purpose acceleration board) and it has embedded a low-noise and high-

sensitivity accelerometer. The Silicon Designs SD1221 [93] is used for the 

purpose. To improve the resolution of the accelerometer up to 4.22∙10-4 m∙s-2, the 

accelerometer’s sensing range is reduced by nearly one order of magnitude. 

Intensive tests have proved that the designed board could be effectively used for 
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measuring the low-level ambient vibration of the structure [108], [114]. 

The following table summarizes the most important features of the proposed 

systems. 

 

Table 3.1 – Summary of the proposed MEMS-based accelerometer sensor boards 

Study Sensor Sensitivity BW Noise Resol.  Platform ADC BW 2 Resol. 2  

(-) (-) (V∙m−1∙s2) (Hz) (μms−2Hz−0.5) (10-3 m∙s-2) (-) (bit) (Hz) (10-3 m∙s-2) 

Kurata ADXL202E 0.02 DC - 50 1961 17.50 Mica 10 - - 

Tadeo SD1221L 0.20 DC - 400 49.03 1.24 Mica 10 - - 

UCB SD1221L 0.20 DC - 400 49.03 1.24 Mica2 16 DC - 25  0.31 

Wang  PCB3801 0.10 DC - 80 104.69 1.18 WiMMS 16 0.02 - 25 0.66 

Whelan LIS2L02AL 0.07 DC - 100 294.18 3.72 WSS 16 - - 

Jo et al. LIS3L02DQ 0.10 DC - 56 105.65 9.81 Imote2 12 - - 

Jo et al. LIS344ALH 0.07 DC-1800 490.30 26.30 SHM - A 16 DC - 20 2.77 

Jo et al. SD1221L 0.20 DC - 400 49.03 1.24 SHM - H 16 DC - 45 0.41 

 

From data summarized in Table 3.1, it is observed that the first released 

platforms are characterized both by low resolution of the accelerometer and low 

resolution of the ADC. Consider, for instance, the prototype proposed by Kurata 

[89]. The resolution of the accelerometer is equal to 17.50∙10-3 m∙s-2. The system 

uses a voltage of 3V for working; therefore, when a 10-bit ADC is used, the 

maximum resolution reached is equal to 143.64∙10-3 m∙s-2. It is, basically, one 

order of magnitude bigger than the resolution of the accelerometer. The precision 

of the sensing element is made even worse because of the precision of the ADC. 

This point is more evident when the prototype designed by Ruiz-Sandoval [91] 

(Tadeo) is analyzed. The accelerometer would allow measuring acceleration 

having amplitude as low as 1.24∙10-3 m∙s-2, but this precision is nullified by the 

low accuracy of the ADC (23.94∙10-3 m∙s-2 at 5V). On the other hand, it is of 

interest to analyze the case in which the UCB’s platform [97], [98], [99], [100] is 

considered. The default resolution of the accelerometer is equal to 1.24∙10-3 m∙s-2, 

but when it is matched with a 16-bit ADC - capable of measuring signal as low as 

0.38∙10-3 m∙s-2 - the sensor becomes the limiting factor of the system. For this 

reason, it is necessary to reduce the bandwidth and the sensing range of the 



 

 87  

accelerometer to improve its resolution artificially to a value (0.31∙10-3 m∙s-2) 

comparable with the resolution of the ADC. In all prototypes further developed 

[102], [107], [108], where the sensor board embeds a high-resolution 16-bit ADC, 

the dynamic range of the accelerometer has been artificially reduced to prevent 

nullifying the decision to use such an accurate ADC. 
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3 – Reasons for the realization of a new MEMS accelerometer system prototype 

The MEMS accelerometer system presented in this study addresses two main 

problems of data acquisition in the field of vibration monitoring: 

 

- Importance of going wireless; 

- Signal quality when low-frequency and low-amplitude vibrations are 

considered. 

 

Firstly, it is important to focus on the role a wireless transmission can play 

when a physical response is sampled compared to its wired counterpart. This for 

at least three reasons: a) wires impedance and quality of the signal, b) noise 

produced and c) mounting facility. The first point is connected to technological 

limitations due to cable length. Connection wires between the accelerometer and 

the acquisition section are extremely delicate elements of the measurement chain: 

well-isolated and low-noise cables are required and preferred. In addition, their 

length cannot exceed a few meters of extension because of signal impedance [45]. 

Impedance decreases with length; therefore, after a certain distance, an amplifier 

is always necessary because of signal attenuation. The second reason is connected 

with the noise introduced in the signal due to wire (triboelectric noise), which can 

create problems when signals having low amplitude, such as those characterizing 

the vibration of large civil structures, are analyzed. Triboelectric noise is produced 

because of mechanical movements of the wire itself and this causes the generation 

of local currents, which can interfere with the transmitted signals. Fixing the cable 

on a stable support can significantly reduce this, but this operation is not always 

feasible or easy to achieve. The last consideration introduces the third problem, 

which is connected to wire deployment as well. In many operational conditions, it 

is extremely difficult to manage several cables. Consider, for instance, 

measurements on a bridge: wires have to be deployed and run on the whole length 

of the span, from measurement points to the acquisition system, and this operation 
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is often challenging because of the geometry of the structure or because they can 

interfere with the structure’s functionality. Furthermore, in-situ wires can easily 

be damaged during the different phases of work and for these reasons particular 

care must be taken during their positioning (e.g.: protection shells, wire passages, 

etc.). Installation time and efforts are significantly reduced when a wireless 

system is used compared to its wired counterpart. It is easy to understand why 

signals retrieval using wireless transmissions have their advantages, especially 

where wiring connections are difficult or impossible. In addition to these labor-

intensive installations, it is worth noting that the cost of a wired system is 

extremely high. For example, in conventional structural health monitoring 

methods, wired systems are a great obstruction because prices may range from 

$3,000 [95] up to $5,000 [115] per channel, and costs grow much faster than a 

linear rate with the complexity of the system [116]. In addition, maintenance costs 

have to be considered.   

Wireless technology is not entirely new and many applications using wireless 

sensors and networks have already been successfully tested. For instance, habitat 

monitoring [117 - 119], detection of environmental parameters (e.g.: temperature, 

humidity [120], and solar irradiation [121]), healthcare [122], and supply chain 

management [123] are among the first and well-known applications of this 

technology. Due to the speed at which investigated quantities change in time, the 

above-mentioned examples are easy to achieve. They require a very low duty-

cycle, a low data rate, and small data size.  

This consideration marks a turning point for engineering applications and for 

vibration measurement in particular. It requires a high sampling rate, a large data 

volume and, especially, a high fidelity sensing. Furthermore, it may happen that 

unsymmetrical loading inputs cause different outputs in symmetrical structures 

[95]. This is a clear example, which proves that a dense array of sensors is 

desirable to efficiently investigate local and global damage in large structures or 

systems [124]. 
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It is observed that the focus of the currently developed researches in the field 

of sensors for SHM, have moved from the design of an accurate and reliable 

sensor board to the construction of scalable WSNs [100], to the analysis of the 

performances of the network itself [125], and on creating embedded 

computational algorithms for reducing transmitted data volume [63], [102], [126]. 

Basically, research has forgotten about sampled signal quality and improvements 

for making it equivalent to the signal sampled with wired accelerometers. 

In this study, a MEMS accelerometer system, named Acceleration Evaluator 

(ALE), is designed and developed. It will be shown that, because of its 

performances and electronic characteristics, this device can be a perfect substitute 

for traditional wired sensors in carrying out analyses of low amplitude and low 

frequency vibration. 
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4 – Design of the Acceleration Evaluator (ALE)  

From the block diagram in Figure 3.11, it can be observed that traditional 

WSNs sensor boards are made of three different parts: a sensing (or more than 

one) element, a computational core unit (microcontroller, ADC, flash memory, 

etc.), and a wireless radio modem for the communication. The most important part 

of the sensor board is the computational core. This part contains algorithms, 

programs, and codes, which enable the system pre-processing data and 

transmission of only a small part of them to the receiving board. In addition, the 

computational core contains the ADC, which determines the measured data 

resolution. A high sensitivity (16-bit or higher) ADC is preferable for obtaining 

high-resolution measurements; nevertheless, for energetic and power consumption 

reasons this operation is not always feasible.  

 
 Fig. 3.11 – Traditional WSN sensor board block diagram 

The proposed Acceleration Evaluator (ALE) consists of a transmitter board and 

a receiver board. The transmitter board is equipped with a MEMS accelerometer, 

a Voltage to Frequency (V/F) converter and a wireless radio-frequency (RF) 

transmitter, whereas the receiver board contains an RF receiver and a Frequency 

to Voltage (F/V) converter for demodulating the signal. It should be observed that 

the Acceleration Evaluator system embeds only one sensor. Several traditional 

WSN sensor boards install more than one sensing unit for more than one physical 

quantity (e. g.: acceleration, light intensity, humidity, temperature, EM fields, 

etc.) [89], [91], and [98]. Since all these physical parameters are characterized by 

different optimal sampling times, mounting more than one typology of sensor 
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may affect the quality of the measurement [77]. Furthermore, another difference 

between ALE and other systems is that no computational operations are carried 

out on-board. In the proposed system, raw data are downloaded to an external 

laptop or computer to be post-processed. Even though one of the basic ideas of 

SHM is to transmit essential information only, the ALE moves in the opposite 

direction. Many other engineering sectors need several data elements to determine 

the occurrence of possible critical scenarios; therefore, limiting the quantity of 

data transmitted may reduce their utility. Transmitting a large amount of data is 

definitely more power-expensive, but may result in more accurate analyses since 

these tasks may be carried out using more powerful microprocessors. 

Moreover, another difference between the proposed system and the others is 

introduced in the typology of signal conversion used. Conventionally, the MEMS 

sensor’s analog signals are converted to digital signals before RF transmission. 

The conversion can cause a loss in the resolution, especially to the important low 

frequency and low-amplitude signals. To overcome this difficulty, ALE converts 

the sensor output voltage to a frequency-modulated (FM) signal before RF 

transmission. This is achieved by operating a V/F conversion instead of the 

conventional ADC conversion. In the following paragraphs, a detailed description 

of the transmitter and receiver boards’ components is given. 

 

4.1 - ALE transmitter board architecture 

The transmitter board is made of the three sections shown in Figure 3.12. The 

first is the sensing unit, which embeds a high sensitivity, low-noise, MEMS-based 

accelerometer. Only one typology of sensor is installed on-board. This because 

the sensor board’s goal is to measure vibrations with accuracy comparable to that 

of the IEPE, high sensitivity, wired accelerometers. The second section, the signal 

conditioning, is equipped with a V/F converter, a signal amplifier, a trimmer for 

adjusting the offset of the accelerometer coupled to gravity, and a tension 

stabilizer to guarantee a constant supplied tension. To conclude, the third section 
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consists of a wireless RF transmitter with antenna for communicating the sampled 

data. 

 
Fig. 3.12 – The ALE transmitter board block diagram  

It can be observed that the designed system is extremely simple and easy to 

use. The accelerometer is deployed on the structure for which vibrations are to be 

recorded and it produces an electrical output proportional to the sensed 

acceleration. The sensor output voltage (in the form of a tension value) moves to 

the next section where it is converted to a frequency signal proportional to the 

output voltage by means of the V/F converter.  It then continues toward the last 

section, the RF radio antenna, to be transmitted wirelessly to the receiver.  

Several tests were carried out and different dispositions of circuit design were 

experimentally tried to find the right equipment, which maximized the efficiency 

of the selected accelerometer. For the sake of brevity, one of the latest designs 

studied on the solderless breadboard is shown in Figure 3.13.  

 
Fig. 3.13 – Prototype transmitter circuit tested on the solderless breadboard  

Once the optimum circuit has been designed (Figure 3.14), it was reproduced 

on a copper Printed Circuit Board (PCB) and assembled. The following Figures 
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(3.14 through to 3.16) show the designed electric diagram of the sensor board, the 

PCB layout, and the finite prototype with all the components plugged in. 

 
Fig. 3.14 – Circuit diagram of the ALE transmitter board 

 
Fig. 3.15 – PCB layout of the ALE transmitter board 

 
Fig. 3.16 – Prototype of the ALE transmitter board 

It should be noted that the system shown in Figure 3.16 is the first prototype 

ever built - dimensions are provisional and no miniaturization has been carried out 
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yet. It is made for testing purposes only. At this stage, it would be easier to 

produce modifications to the sensor board if microelectronic components were not 

used. Adjustments can be effected changing components on-board, with no need 

to build a new small-sized board every time. Miniaturization using 

microelectronic components and space optimization will be carried out once the 

very final version of the prototype is designed. MEMS accelerometer system 

dimension will be reduced from that of the current one to a few square 

centimeters.  

 

4.1.1 - Transmitter board sensing unit 

The first challenge met is the choice of an appropriate accelerometer. Several 

types exist on the market, but very few of them are capable of sensing low 

amplitude and low frequency vibrations with an accuracy suitable for SHM 

purposes. Table 3.2 shows a list of accelerometers investigated as a possible 

sensing unit for the designed sensor board. 

 

Table 3.2 – Summary of the investigate MEMS-based accelerometers 

Type Producer Axes Range Sensitivity BW Noise Resolution  

(-) (-) (-) (m∙s-2) (V∙m−1∙s2) (Hz) (μm∙s−2∙Hz−0.5) (10-3 m∙s-2) 

MMA7361LC Freescale X, Y, Z ± 58.84 0.08 400 3431.10 86.83 

MMA6361L Freescale X, Y ± 58.84 0.08 400 3431.10 86.83 

MMA2260 Freescale X ± 14.71 0.12 50 3431.10 30.70 

ADXL103 Analog Device X ± 16.67 0.10 500 1078.66 30.51 

ADXL 202 Analog Device X, Y ± 16.67 0.10 500 1078.66 30.51 

VS9002 Colibrys X ± 19.61 0.10 800 245.15 8.77 

SCA610 Murata X or Y ± 9.81 0.20 80 294.18 3.33 

SCA620 Murata X or Y ± 16.67 0.12 80 196.12 2.22 

1221L Silicon Design X ± 19.61 0.20 400 49.03 1.24 

SF2600 Colibrys X ± 49.03 0.08 1000 8.82 0.35 

SF1600 Colibrys X ± 29.42 0.12 1500 2.94 0.14 

 
 A SiFlex 1600SN.A (SF1600) accelerometer, manufactured by the Swiss 

Colibrys Ltd., has been selected as sensor for the transmitter board. It is a single-

axis MEMS-based accelerometer, with low noise-density (2.94 μm∙s−2∙Hz−0.5), a 
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wide linear output range (± 29.42 m∙s-2) and frequency response (DC - 1500 Hz), 

and a sensitivity of 0.12 V∙m−1∙s2. Therefore, its full band resolution - evaluated 

using equation [2.23] – is equal to 0.14∙10-3 m∙s-2, one order of magnitude smaller 

than the default resolution of the most sensitive accelerometer shown in Table 3.1 

(1.24∙10-3 m∙s-2). This characteristic made the accelerometer suitable for inertial, 

tilt, and vibration, as well as seismic analyses. The SF1600 operates with a power 

supply voltage that can range from ± 6 V to ± 15 V with a typical current 

consumption of 11 mA at ± 6 V. Table 3.3 summarizes the main features of the 

accelerometer determined at + 20 °C and 15 V DC power supply [127]. 

 

Table 3.3 – SiFlex 1600SN. A specifications 

Quantity Unit Typical Value 

Linear output range m∙s−2 ± 29.42 

DC bias m∙s−2 ± 1.96 

Sensitivity V∙m−1∙s2 0.12 ± 0.01 

Dynamic range (0.1/100 Hz) dB 117.00 

Output noise (10/1000 Hz) μ m∙s−2 Hz−0.5 2.94 

Frequency response  Hz DC - 1500 

 
The accelerometer consists of the multi-chip module (MCM) of the MEMS 

capacitive element assembled in a custom ceramic package (golden part of Figure 

3.17 (c)). The MCM is attached through an interconnect board (withe part of 

Figure 3.17 (c)) to a customized Application Specific Integrated Circuit (ASIC) 

[128] and to a printed circuit board. The ASCI enables analog closed-loop force-

feedback operations of the accelerometer, whereas the PCB consists of power 

conditioning electronics employing linear regulators, output amplifiers, 10 

connection pins and mounting holes, and other support electronics. The precise 

sensor dimensions are given in Figure 3.17 (a) and (b), whereas Figure 3.18 

depicts a block diagram of the SF1600 accelerometer. 

The core of the accelerometer is the capacitive bulk micro-machined silicon 

sensor made of three silicon wafers. The center wafer supports the proof mass 

through a spring. This inertial mass is also the center electrode of the capacitive 
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sensor. Upper and lower wafers constitute the external fixed electrodes of the 

sensor. The three wafers are bounded together with Silicon Fusion Bonding (SFB) 

techniques. This bonding process insures a perfect balance between the three 

wafers of the system, but also allows the building of a hermetic sealed cavity for 

the mass - spring system. The bonding process is carried out at high temperature 

and at low pressure to ensure an optimal gas damping and bandwidth control [48]. 

 
Fig. 3.17 – SF1600 dimensions and picture (source www.colibrys.ch [127]) 

 
Fig. 3.18 – SF1600 block diagram 

Applied acceleration or tilt to the sensitive axis changes the inertia, causing the 

mass to move between the upper and lower electrodes, which results in a change 

to the values of the capacitors. This differential variation of the sensing capacitors 

is measured by the ASIC. As changes in capacitance are sensed, a restoring 

electrostatic force is applied to maintain the mass in a central (neutral) position. 

The output signal of the sensor is derived directly from the correction signal used 

to keep the center-mass in the neutral position. This correction signal is linearly 



 

 98  

proportional to the acceleration applied to the sensor. This type of closed-loop 

design generally provides better output linearity than open-loop designs [129 - 

130].  

To finish, the chosen version of the accelerometer (SN. A)  is not supplied with 

an internal oscillator. This is because, in the event that a synchronization of 

signals coming from different devices is required, this will be externally installed 

on demand. This is a precaution that considers the possibility of installing, in the 

near future, several accelerometers with different axial orientations on the same 

sensor board. 

 

4.1.2 - Transmitter board signal conditioning 

The signal conditioning section allows processing of the signal sensed by the 

accelerometer before transmitting it via RF wireless. This section is equipped with 

a trimmer for adjusting the offset of the accelerometer coupled to gravity, a V/F 

converter, a signal amplifier, and a tension stabilizer to guarantee a constant 

power supply to the transmitter board.  

One of the main characteristics of MEMS-based accelerometers is that they can 

be used for measuring static accelerations and tilt angles. Practically, the output 

tension supplied by the sensor at rest (i.e.: offset), will assume different values 

depending on the device’s inclination. For this reason, a unit for removing DC 

coupled to gravity is designed and embedded on-board. The section is made of 

two 10 kΩ resistors and a 5 kΩ multi-turn trimmer potentiometer deployed in 

series and connected to pin number five of the SF1600. The section is a very 

important feature of ALE when dynamic measures are carried out. It permits 

correction of the sensor’s output tension value to remove the DC signals 

associated with the sensor orientation directly on the board with no need to correct 

data later. By means of this feature, it is possible to deploy the sensor 

horizontally, vertically or equivalently in any other position and correct the 

tension value in order to be sure that the given one corresponds to a null 

acceleration, by simply turning a screw. 
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It should be pointed out that ALE does not embed any ADC. Considering the 

accelerometer resolution (0.14∙10-3 m∙s-2), if a traditionally used 16-bit ADC were 

installed, the resolution of the system would be lowered to 1.50∙10-3 m∙s-2, one 

order of magnitude higher than the sensor’s resolution. Installing that ADC would 

nullify the decision to use such a sensitive accelerometer. The SF1600 should be 

matched with a 24-bit ADC to achieve the designed performance and maintain the 

resolution of the conversion equal to 5.84∙10-6 m∙s-2. It is clear that such an ADC 

is extremely power-demanding and not well suited for low-power applications. To 

overcome this difficulty, ALE converts the sensor output voltage to a FM signal 

using a V/F converter instead of the conventional ADCs. The AD650 

manufactured by Analog Devices, Inc. is selected to convert the sensor output to a 

sequence of pulses. The AD650 V/F/V (voltage-to-frequency or frequency-to-

voltage converter) is a monolithic converter that can operate up to 1 MHz [131]. 

V/F converters are electronic circuits that supply as an output signal a square 

wave whose frequency is proportional to the input voltage value. It is important to 

point out that neither analyses nor computations are made on the amplitude of the 

input signal. In the proposed MEMS accelerometer system, the AD650 has been 

installed to receive the analogic signal coming from the SF1600 and convert it 

into FM pulses in the range 0 – 100 kHz. The 0 V sensor output is converted to 50 

kHz. This technique is quite slow, but operating with high-sampling rate devices 

(order of MHz) and a narrow sensor bandwidth (0 to 1.5 kHz), it is possible to 

overcome this limitation [132]. Furthermore, because the converter does not 

consider the amplitude of the signal (which degrades with transmission distance) 

but its frequency only, the decision to use this device allows for a signal more 

immune to noise [133], [134]. To conclude, since the output of the accelerometer 

is an extremely low frequency DC, converting this signal in an AM one, is 

difficult and it may cause signal distortions. To obtain more accurate data, it is 

preferable to convert the signal into a frequency value before transmitting it. 

The output of the AD650 is connected to a voltage buffer amplifier circuit. 

Typically, a voltage buffer amplifier is used to transfer a current from a first 
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circuit, having a high output impedance level, to a second circuit with a low input 

impedance level. The interposed buffer amplifier prevents the second circuit from 

loading the first unacceptably and interfering with its desired operation [132], 

[135]. In the ALE prototype, the voltage buffer circuit connects the V/F to the 

wireless RF transmitter. If the buffer were not installed, the transmitter would 

demand the V/F converter for the necessary current, altering and damaging the 

signal sampled by the SF1600. The model TL082, a high speed, Junction Gate 

Field-Effect transistor (JFET) input, dual operational amplifier, manufactured by 

STMicroelectronics is selected for the transmitter board [136]. 

To finish, to provide a stable ± 12 V power supply to compensate for the 

gradual decrease in the battery power output over time, a DC-to-DC converter 

(DC/DC) is used. A DC/DC converter is an electronic circuit, which converts a 

source of direct current from one voltage level to another. Since the battery 

voltage declines as its stored energy is drained, DC/DC converters offer a method 

to increase voltage from a partially lowered battery voltage thereby saving space 

instead of using multiple batteries to accomplish the same thing.  

 
Fig. 3.19 – Electrical scheme of the TMR3-1222HI DC/DC converter 

For the MEMS accelerometer sensor board presented in this study, the TMR3-

1222HI model, manufactured by Traco Power, is installed on board and shown in 

Figure 3.19. It is a 3W DC/DC converter module, which converts an input voltage 

in the range 9 - 18 V to a constant voltage of ± 12V, with an output maximum 

current of ± 125 mA, and an efficiency of nearly 80% [137]. It can be observed 
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that power consumption is elevated (if compared to other parts of the sensor 

board), but the importance of a stable input tension is easily understandable, and 

this will be analyzed in detail in the following chapter and validated through 

laboratory tests and experiments. 

 

4.1.3 - Transmitter board wireless RF antenna 

Once signal is sampled and converted to frequency pulses proportional to the 

input voltage values, it is ready to be transmitted to a receiver board. The ALE’s 

last section consists of a low-cost, four-channel, 2.4 GHz ISM, audio-video, 

omnidirectional antenna having a bandwidth of 7 MHz. Its theoretical 

transmission range is approximately 150 m in free field conditions. The reasons 

for this RF system depend on the bandwidth of the V/F output signal (100 kHz). 

A bandwidth of 7MHz can easily cover that range without signal distortions; an 

operation that an audio antenna cannot do (audio bandwidth is nearly 20 kHz). 

Since the signal is FM transmitted and the frequency of the acceleration for SHM 

purpose is small, it would be possible to use a commercially available audio 

antenna, which automatically transforms the signal in a frequency pulse. 

Nevertheless, the lower limit of these systems is around 20 Hz, higher than the 

frequency of considered vibrations. Transmitting a signal with an audio FM 

antenna would produce a distorted and lower-limited signal as well. 

 
Fig. 3.20 – Wireless RF antenna top view (a) and bottom view (b) 

The RF transmitter works with a power supply of ± 12 V; therefore, this 
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characteristic determines the operation voltage of the whole transmitter board and 

the need to use a DC/DC converter from ± 9 - 18 V to ± 12 V. Nevertheless, in 

real-world engineering practices, the dimensions of this type of batteries could be 

a serious issue for the MEMS accelerometer system deployment [98], [114]. As 

shown in the following chapter, the authors consider this wireless RF antenna as 

temporary. Indeed, once a different transmitter-receiver apparatus is selected, it 

will be possible to use a different and smaller cell to power the device. For 

instance, the use may be considered of a 9 V battery (which traditionally has 

dimension of 6.5 x 17.5 x 48.5 mm) or a set of AA alkaline batteries, both smaller 

than the currently used cell (54.5 x 97.0 x 48.0 mm). 

 

4.2 - ALE receiver board architecture 

The receiver board is made of three sections as well. These are shown in Figure 

3.21. The first is the receiving unit, which consists of a wireless RF antenna tuned 

on the same frequency of the transmitter. The second, the signal conditioning 

section, is equipped with a F/V converter, a signal amplifier, and a tension 

stabilizer. Finally, the third section consists of an external Data Acquisition 

(DAQ) board. 

 
Fig. 3.21 – The ALE receiver board block diagram 

Again, it can be observed that the designed system is extremely simple and 

easy to use. The signal sent from the transmitter board is received by means of the 

wireless RF antenna and passed through the F/V converter. Here it is demodulated 

from a frequency value into a voltage value equal to that recorded as sensor 

output. It is then amplified and transmitted to the DAQ board to be downloaded 
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onto a laptop or a computer. Analogously to what was done for the transmitter 

board, to find the right equipment and maximize the efficiency of the selected 

wireless RF transmitter, different dispositions of circuit design were 

experimentally tried on the solderless breadboard as shown in Figure 3.22. 

 
Fig. 3.22 – Prototype receiver circuit tested on the solderless breadboard  

 
Fig. 3.23 – Circuit diagram of the ALE receiver board 

 
Fig. 3.24 – PCB layout of the ALE receiver board 
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Once the optimum circuit was designed (Figure 3.23), it was reproduced on a 

copper PCB and assembled. Figures 3.23 through to 3.25 show the designed 

electric diagram of the ALE receiver board, the PCB layout, and the finite 

prototype with all the components plugged in. 

 
Fig. 3.25 – Prototype of the ALE receiver board 

In particular, Figure 3.25 shows a detail of the PCB transmitter board with all 

components installed. The main task of the receiver board is to collect the 

wirelessly-transmitted data and demodulate the signal. A detailed description of 

equipment installed on the ALE receiver board is given in the following sections 

of this paragraph. 

 

4.2.1 - Receiver board wireless RF antenna 

Analogously to the transmitter board, the receiver board is equipped with a 

low-cost, four-channel, 2.4 GHz ISM, audio-video, omnidirectional antenna 

having a bandwidth of 7 MHz, and tuned to the same frequency as the transmitter 

board. The radio signal is not encrypted. In addition, a low-threshold 

discriminator is embedded in the board. The wireless RF transmitter works with a 

power supply of ± 12 V; therefore, another DC/DC converter is installed on-

board. The model selected is an RD-0512D manufactured by Recom Power. The 

installed DC/DC has been selected because it can convert an input voltage of ±5V 

to ± 12 V with a power consumption of 2 W and an efficiency of nearly 80% 

[138]. This equipment, allows powering of the receiver board using the Universal 
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Serial Bus (USB) port of any laptop or computer, which is convenient for in-field 

measurements. The USB port supplies a voltage of ± 5 V, which by means of the 

DC/DC converter, is transformed in ± 12 V suitable for the antenna to work. 

 

4.2.2 - Receiver board signal conditioning 

This section is composed of two components: a F/V converter and a signal 

amplifier. In the receiver board, the pulses received by the antenna are processed 

through the F/V converter to be reconverted to the original sensor signal analog 

voltage. The obtained signal is then passed through an amplification section and 

normalized in the range 0 – 10 V. The amplifier, made of two resistors and a 

multi-turn trimmer potentiometer, can be manually set for adjusting the gain. This 

section also embeds a DC/DC converter  

 

4.2.3 - Receiver board Data Acquisition 

The last section of the ALE receiver board consists of a Data Acquisition 

(DAQ). It can be observed that no computational operations are carried out on-

board; therefore, data have to be downloaded onto a laptop or a computer to be 

post-analyzed (time and frequency domains analyses, filtering, averaging, etc.). 

These operations are achieved using customized software for remote control and 

data download. For this study, an external DAQ is used. It is an NI-USB 6009 

with eight analog input channels, able to sample up to 48 kilo Samples per second 

(kS/s) [139]. The output signal from the amplifier is sent to it directly via 

electrical wires and then downloaded using the USB port of a laptop. 

Figure 3.26 shows the assembled transmitter prototype put into a protective 

plastic box having dimensions of 120.0 x 80.0 x 50.0 mm and the 12 V 

rechargeable battery used for powering ALE, while Figure 3.27 summarize the 

ALE whole functionality, from vibration sensing to data download, through a 

block diagram. 
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Fig. 3.26 – The ALE assembled prototype and battery package 

 
Fig. 3.27 – The ALE transmitter functional diagram 

 
Fig. 3.28 – The ALE receiver functional diagram 
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5 – Cost analysis 

To conclude the designed prototype description, a short overview of the 

production costs is carried out to prove that the ALE is definitely cheaper than 

previously proposed SHM systems, and its cost is comparable to that of an 

equivalent-accuracy wired, seismic, IEPE accelerometers, traditionally used in 

measurement activities. Table 3.4 summarizes the ALE components cost.  

 

Table 3.4 – The ALE components cost 

Component Price 

(-) (USD) 

Electric 175.00 

Sensor 670.00 

Antenna 25.00 

DAQ (16-Ch.) 600.00 

TOTAL 907.50 

 
 The final cost of the assembled system is nearly $ 900. It is important to point 

out that since the ALE is in a prototypical stage, this price has to be considered 

temporary and if an industrial production would be developed, it will become 

lower. Nevertheless, the ALE price-per-channel is definitely lower than those 

indicated for previously developed SHM systems, which range between $ 3,000 

and $ 5,000 [115, 116]. 

In addition, the ALE price is competitive even if it is compared with that of a 

traditional, wired, IEPE, accelerometer having resolution equivalent to that of the 

MEMS-based one. Usually, this typology of accelerometers cost nearly $ 800, 

while the cost-per-meter of the wire is nearly $30. Furthermore, if a low-cost 

signal conditioning section and the DAQ system are considered, the final price of 

the measurement chain rises up to nearly $ 1,200. It proves that the designed 

MEMS-accelerometer system is even cheaper than a commercially available 

sensor for SHM. 
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CHAPTER IV 

EVALUATION TESTS FOR THE ACCELERATION 

EVALUATOR (ALE) SYSTEM 

 

1 – Introduction 

It can be observed that sensor boards’ low sensitivity and accuracy have 

imposed serious limitations for their application in monitoring large-sized 

structures. For this reason, when a dynamic system has had to be monitored to 

date, traditional wired accelerometer systems were mainly used despite their high 

installation and management costs. The MEMS accelerometer system introduced 

in the previous chapter has been specifically designed to overcome the accuracy 

limitations, which characterize other MEMS-based sensor boards, when low 

amplitude and low frequency vibration are investigated. The main idea at the base 

of the ALE design is to realize a system that can replace the traditionally used 

wired accelerometers when vibration analyses have to be carried out. The ALE 

would be an instrument that ensures the same reliability and accuracy guaranteed 

by wired, IEPE accelerometers, when measures of low amplitude and frequency 

vibration are effectuated, but at the same time a device that can be free from 

limitations and restrictions due to cables and wired connections.  

The design choices made for the ALE need, in order to be validated, to 

demonstrate whether or not they are useful in achieving the resolution necessary 

for SHM purposes. The ALE’s efficacy in measuring low frequency and low 

amplitude dynamic responses is demonstrated through extensive laboratory tests 

and experiments on real-world engineering structures. The first allows 

characterization of the system’s performances in a controlled environment, to 
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effectively validate the design choices. The latter are useful in demonstrating the 

system’s behavior when traditional vibration measurements are carried out. 

 
  



 

 110  

2 – Laboratory tests for the characterization of ALE’s performances 

To evaluate the capabilities of the prototype wireless MEMS accelerometer 

system, several laboratory tests were carried out. These include: 

 

1) Static calibration test; 

2) Effects of battery residual charge; 

3) Maximum transmission distance; 

4) Comparative dynamic tests. 

 

The first test is carried out for calibration purposes using an angle meter 

machine; the second allows evaluation of the ALE behavior under diminishing 

battery power. The third test consists of experiments to determine the performance 

of the wireless transmission distance in two different conditions (indoor and 

outdoor), whereas the fourth was carried out to explore the prototype dynamic 

response using electromagnetic shakers. It should be pointed out that in the latter 

set of investigations, the wirelessly acquired ALE signals are compared with those 

given by a traditional wired sensor used as reference. 

 

2.1 - Static calibration test 

Despite the fact that companies supply customers with calibration charts, the 

SF1600 needs to be individually calibrated because of the elements placed on the 

transmitter board (i.e.: V/F converter, signal amplifier, offset trimmer, etc.), which 

can affect the accelerometer’s normal behavior.  

As is known, MEMS-based accelerometers can be used for tilt angles 

evaluation and are capable also of detecting static accelerations. Therefore, 

deploying the SF1600 accelerometer with different inclinations, it is possible to 

subject its inertial mass (i.e.: accelerometer’s center wafer) to diverse values of 

static acceleration. Once that angle is noted, and so also are the two orthogonal 

components of the gravitational acceleration vector g, it is possible to correlate 
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these values with the correspondent tensions provided by the sensor itself. The 

transmitter board is naturally subjected to the gravitational acceleration g. The 

sensing axis of the SF1600 is deployed vertical (α = 0 rad) to the silicon wafer; 

therefore, when the sensor board is placed in vertical, the ALE is subjected to a 

static acceleration equal to the gravitational acceleration g (9.806 m∙s-2). Once the 

sensor board is turned by an angle equal to α, the gravitational acceleration vector 

will be composed of two orthogonal components: ݃ୄ perpendicular to the SF1600 

sensing axes and ݃//  parallel to it, as explained in Figure 4.1. Since the 

accelerometer can only detect accelerations perpendicular to its sensing axes, the 

value of static acceleration sensed by the SF1600 will decrease from the 

maximum value 9.806 m∙s-2 to zero when the accelerometer is deployed in 

horizontal (α = π/2 rad). Therefore, the static acceleration to which the SF1600 is 

subjected is equal to: 

݃ୄ ൌ 	 ݏ݋ܿ  [4.1] 		ߙ

 
Fig. 4.1 – Determination of gravitational acceleration components acting on the SF1600 sensing 

element 

The aim of this test is to subject the sensor to different values of static 

acceleration and record the output tension value coming from the sensor. This 

operation enables plotting of a calibration curve, which correlates these output 

values with the corresponding acceleration value in physical and engineering units 

(m∙s-2 or g). To do this, the SF1600 was fixed on an angle meter machine, and 

rotated to 0 through 2π rad at intervals of π/36 ± π/18∙103 rad (5° ± 0.01°). The 
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receiver board, connected to a laptop for DAQ, was placed one meter away to 

measure the wirelessly transmitted sensor output signal. Figure 4.2 shows a detail 

of the setup used for the static calibration tests. In particular, it is possible to 

observe that, for a more accurate and easy deployment, the SF1600 was removed 

from the transmitter board and connected to it by means of a 10-pin insulation 

displacement connector (IDC), whereas the receiver board and the DAQ apparatus 

are not visible in the image. 

 
Fig. 4.2 – Setup for the static calibration test 

For each inclination, a 10-minute measurement was made and the wirelessly 

transmitted accelerometer output signals (in Volt) were acquired with a 3 kHz 

sampling rate using the external DAQ device connected to the receiver board. 

This large amount of data was analyzed using statistical descriptors; in particular, 

the mean and the standard deviation σ values of each set of sampled data were 

evaluated. Analyses of the standard deviation may be used for estimating the 

signal quality. Low values of σ mean that the signal is stable and there are no, or 

very few, fluctuations around a mean and expected value, whereas for higher 

values the signal is not stable at all and that several interferences occur. The 

complete set of measured values, their mean and standard deviation are given in 

Table A.1, attached in the Appendix at the end of this dissertation. Here it is 

observed that, in all tests carried out, the standard deviation was always smaller 

than 8.71∙10-3mV, demonstrating the stability of the wirelessly transmitted sensor 

output data over the 10-minute measurement period. 
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In Figure 4.3, for each inclination, the component of the gravitational 

acceleration ݃ୄ  - orthogonal to the accelerometer’s sensing axes - is plotted 

against the mean value of the measured accelerometer output voltage. 

 
Fig. 4.3 – Results of static calibration test made on the ALE 

Experimental results permit evaluation of the ALE system’s calibration 

equation, which is equal to: 

ܽ	ሺ݉ ∙ ଶሻିݏ ൌ 	8.0857 ∙ ௢ܸ௨௧ ൅ 12.5827		 [4.2] 

where the value Vout is the output tension recorded using the DAQ at the exit 

section of the receiver board. The calibration test data shown in Figure 4.3 

confirm the linear relation between the acceleration and the sensor output voltage 

with a high correlation of R2 = 0.99. The ALE calibration equation (dotted blue 

line) is similar to that provided by the manufacturing company (continuous red 

line). The experimental data equation slope (accelerometer scale factor, K1 [127]) 

is 8.09 m∙s-2∙V-1, a value close to the sensor-maker supplied 8.06 m∙s-2∙V-1. 

Therefore, no modifications occur due to the electronic elements placed on the 

transmitter board. The only difference consists of the equation’s constant term 

(12.58 m∙s-2). Nevertheless, adjusting the offset trimmer on the transmitter board 

this value can be easily modified - by simply turning the multi-turn potentiometer 

screw - without affecting the slope of the line. This means that the calibration 

chart can be moved left and right to modify the offset value without changing the 

equation’s slope, but only its Y-intercept. In particular, in the example plotted in 

Figure 4.3, a random offset value of 12.58 m∙s-2 is used. 
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2.2 - Effects of battery residual charge 

This test was necessary because the MEMS accelerometer system works using 

a ± 12 V battery, which powers both the SF1600 and the wireless RF transmitter. 

Previous studies [83], [95] suggest that an unstable battery power supply voltage 

would affect the performance of a wireless sensor system. In particular, we 

observed that offset values (i.e.: accelerometer output value as it is in rest) are 

influenced by battery residual charge and that these values decrease in time with 

power level. Furthermore, when battery charge decreases, the number of data-

packets sent to the receiver decreases as well, and it becomes smaller than the 

originally fixed sampling rate. 

To overcome this problem, as described in the previous chapter, the TMR3-

1222HI DC/DC converter has been incorporated in the transmitter board. It 

ensures a stable ± 12 V power supply even when the battery power starts to run 

out. To investigate the effectiveness of the DC/DC converter, tests were carried 

out to measure the SF1600 accelerometer outputs under power supply voltages 

less than ± 12 V. In the test designed for determining the effect of battery residual 

charge on the SF1600 offset, the ALE transmitter board was powered using a 

programmable DC power supply PWS4602 [140] as shown in Figure 4.4 (a). The 

transmitter board is placed horizontally at rest (i.e., 0° inclination) and the 

supplied voltage was dropped from 12.5 V to 6.5 V at the 0.1 V interval to 

simulate the progressive battery exhaustion. The receiver board, connected to a 

laptop for data acquisition, was deployed one meter away from the transmitter 

board in the setup shown in Figure 4.4 (b). For each battery tension value, a 10-

minute measurement was carried out with a sampling rate of 3 kHz. As usual, data 

were analyzed using statistical descriptors such as the mean value and the 

standard deviation to double-check the stability of the recorded data. Since the 

ALE is at rest, it is subjected to the gravitational acceleration only; therefore, it 

should supply as output reading a constant value of 9.806 m∙s-2, or, as an 

alternative, an output tension value, evaluated inverting equation [4.2], equal to -

0.3434 V. Figure 4.5 plots the means of the measured sensor outputs (in Volt), 
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recorded from the receiver board, corresponding to the different power supply 

voltage. In the range 12.5 – 7V, the output values are constant and remain stable. 

 
Fig. 4.4 – Test setup for the evaluation of the battery residual charge effects 

Decreasing battery voltage does not influence the sensor output as in the 

previous sensor board. This means that the DC/DC converter neutralizes the effect 

of battery residual charge. This feature is quite expensive in terms of board 

energy-consumption (125 mA), but it allows more stable data and then more 

accurate measures. When the battery power is below 7 V, however, the sensor 

output data become unstable and no longer reliable. Despite this, tension values 

below 7 V are theoretical only and can be reached because of the programmable 

DC power supply. Realistically speaking, a 12 V cell will quickly run almost 

completely out of power and will stop working when its residual charge drops to 

nearly 8 V (a tension for which tests show that output response is still stationary). 

In addition, it is interesting to notice that the SF1600 output stays constant and 

then suddenly drops. This means that the system is able to operate up to a specific 

voltage and then it suddenly turns off. Unlike what occurs in the Mica2 family 

motes - designed without a battery voltage up converter - there are no transition 

phases [77], [83]. Furthermore, since no microprocessor is embedded, the signal 

conditioning section cannot be influenced by battery depletion and no data loss 

occurs. Once the transmitter is not powerful enough to transmitting data, the 

communication is stopped instead of being only partially achieved. To be 

rigorous, analyzing the measurements in Figure 4.5, the maximum difference in 
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the output values in the range 12.5 - 7V is equal to 0.197∙10-3 V (Output valuemax 

= -0.343399 V, at 10.4 V and Output valuemin = -0.343596 V, at 11.2 V). Plugging 

these values into equation [4.2] the corresponding values of acceleration are 

calculated. These are equal to 9.806 m∙s-2 for the maximum value and equal to 

9.805 m∙s-2, which is a fluctuation in the order of 10-3 m∙s-2, a value comparable to 

SF1600 resolution. 

 
Fig. 4.5 – Effect of battery residual charge on sensor output 

A list of the complete results for this test is reported in Table A.2 attached in 

the Appendix. Analyzing these data, it is observed that when the maximum output 

value and its standard deviation are considered (- 0.343399 V and 0.15∙10-3 V), 

the interval in which results may be is [- 0.343249; - 0.343549] V, while when the 

minimum output is considered the results may be in the range [- 0.343356; - 

0.343640] V. Since, there is an intersection between the two intervals, the 

measure is consistent and the errors are contained in the physiologic variation 

range of the instrument. This result further validates ALE quality. Indeed, it 

implies that the fluctuation in acceleration values is due to physiological 

measurement errors and not to problems connected to the assembled sensor board. 

 

2.3 - Maximum transmission distance 

One of the main strengths of the MEMS accelerometer system is that signal 

can be transmitted wirelessly. This peculiarity frees it from limitation due to cable 

connections. As described in Chapter 3, the ALE transmitter board is connected to 
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a low-cost, 2.4 GHz ISM, wireless RF transmission system, which sends the 

sampled data to the correspondent receiver board, connected to an external DAQ. 

It should be pointed out that the antenna’s nominal transmission range in free-

field conditions is equal to 150 meters, and its bandwidth equal to 7 MHz, 

whereas the bandwidth of the transmitted pulses changes in the range 0 – 100 

kHz.  

In order to evaluate the wireless signal transmission capability of the prototype 

sensor system, the calibration tests (as shown in Figure 4.2) were repeated by 

placing the receiver board at increasing distances from the transmitter board 

placed in the angle meter machine. Distance was increased to 5 through to 30 

meters. This time, at each of the inclinations (0 ≤ α ≤ π rad), and for each of the 

distances (5, 10, 15, 20, 25, and 30 m) the sensor output signal was recorded at the 

exit of the transmitter board and at the entrance of the receiver board placed away. 

Again, data were acquired for 10 minutes at 3 kHz through the external DAQ 

device. Figures 4.6 to 4.8 plot the SF1600 output signals sampled at the output 

section of the transmitter board (continuous red line) versus those sampled at the 

receiver board (blue dots) placed 5, 15, and 30 m away from the transmitter board 

(figures related to the distances of 10, 20, and 25 m are not shown here for the 

sake of brevity; they are reported in Figures A.1 through to A.3 in the Appendix). 

 
Fig. 4.6 – Calibration chart when receiver is 5 m away from transmitter 

It can be observed that the equations interpolating the data measured when the 

receiver board is deployed up to 25 meters away from the transmitter board are 
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similar to the equation interpolating the data measured at the output section of the 

transmitter board. Therefore, there is an excellent agreement between the data 

directly measured at the accelerometer output and those obtained at the receiver 

board. In addition, data confirm the linear relation between the acceleration and 

the sensor output voltage with a correlation coefficient R2 nearly equal to one. 

 
Fig. 4.7 – Calibration chart when receiver is 15 m away from transmitter 

 
Fig. 4.8 – Calibration chart when receiver is 30 m away from transmitter 

On the other hand, when the two boards are distanced 30 meters apart, the 

wirelessly transmitted signals become less accurate. Analyzing the measurements 

in Figure 4.8, it can be observed that the signal degraded extremely and the 

relation between the two output values is no longer perfectly linear (R2 = 0.97). 

Data appear to be randomly arranged around the line representing the signals 

sampled at the output section of the transmitter board. This behavior could be due 

to several interferences occurring and to decreases in signal strength. Basically, 
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the receiving wireless RF antenna cannot recognize the signal sent by the 

transmitter board and thus it collects signals coming from different sources as 

well. 

To evaluate the quality of the transmitted signal, a relative error εr (%) was 

computed using the following equation: 

ሺ%ሻ	௥ߝ ൌ 	
ଵ

ே
	∑ ቀቚ

௔೅ೃሺఈሻି	௔ೃಶሺఈሻ

௔೅ೃሺఈሻ
ቚቁ
௜
∙ 100ே

௜ 	 [4.3] 

where aTR(α) is the acceleration value measured at the output section of the 

transmitter board for the generic inclination α, aRE(α) is the acceleration value 

recorded at the receiver board, and N is the total number of data points measured 

(equal to nearly 2 millions in the reported examples). Table 4.1 tabulates the 

relative error with the distance evaluated over the 0 - π static calibration procedure 

interval.  

 

Table 4.1 – Relative error of wirelessly transmitted signal (Static calibration tests) 

Distance εr 

(m) (%) 

5 0.12 

10 0.15 

15 0.15 

20 0.16 

25 0.17 

30 20.29 

 

It is observed that the quality of the wirelessly transmitted signal decreases as 

the distance between the transmitter and receiver increases. The signal remains 

stable for distances between the two boards of less than 25 m, whereas the signal 

is distorted when the distance is 30 m, as confirmed by the relative error soaring 

from 0.12% to 20.29%. A possible explanation for this behavior is that over a 

short-medium range the signal is powerful enough to cover possible interferences; 

while over certain distances the transmitter sends a weak signal and the receiver 

board may also listen in to other RF sources. The theoretical transmission range of 
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the antenna is nearly 150 m in free-field conditions, but the tests show that the 

effective distance drops by nearly 80%. 

This problem is even more evident when a dynamic test is carried out. The 

MEMS accelerometer was excited with a 100Hz sinusoidal wave with constant 

amplitude of 1.00 m∙s-2, while the receiver board was placed at different distances 

away from the transmitter board to measure the wirelessly transmitted sensor 

output signal. The test was carried out in two different conditions:  

 

- Indoor; 

- Outdoor. 

 

In the first case, the ALE was deployed in a controlled environment in the 

basement of a laboratory with no, or a few, wireless and RF sources different from 

the MEMS based system (as shown in Figure 4.9). On the other hand, in the latter 

case the MEMS accelerometer system was placed in a noisy urban University 

campus in the center of Manhattan, NY, an environment characterized by a 

widespread use of RF systems, radio-communications, Wi-Fi networks, mobiles, 

etc.  

 
Fig. 4.9 – Setup for the maximum transmission distance dynamic test (Indoor) 

For each of the distances, a 10-minute measurement was made. The wirelessly 

transmitted sensor output signals were acquired with a 3 kHz sampling rate using 

the external DAQ device connected to the receiver board and compared with the 
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signal measured at the exit of the transmitter board. To evaluate the quality of the 

transmitted sinusoidal signal, a relative error εr (%) was computed using the 

following equation: 

ሺ%ሻ	௥ߝ ൌ 	
ଵ

ே
	∑ ቀቚ

௔೅ೃሺ௧ሻି	௔ೃಶሺ௧ሻ

௔೅ೃሺ௧ሻ
ቚቁ
௜
∙ 100ே

௜ 	 [4.4] 

where aTR(t) is the acceleration value measured at the output section of the 

transmitter board for at time t α, aRE(t) is value recorded at the receiver board, and 

N is the total number of data points measured during the 10-minute period. Tables 

4.2 and 4.3 tabulate the relative error with the distance evaluated over the 10-

minute measurement period, whereas Figures 4.10 and 4.11 plot a segment of the 

time histories of the wirelessly transmitted sensor output signals measured at the 

receiver placed at the different distances, indoor and outdoor. 

 

Table 4.2 – Relative error of wirelessly transmitted signal (Dynamic calibration tests - Indoor) 

Distance εr 

(m) (%) 

5 0.41 

15 0.42 

30 7.26 

 

Table 4.3 – Relative error of wirelessly transmitted signal (Dynamic calibration tests – Outdoor) 
Distance εr  

(m) (%) 

5 1.08 

15 9.17 

30 18.67 

 

Analyses on sinusoidal wave time histories confirm that in indoor conditions, the 

signal remains stable for distances between the two boards of less than 30 m. 

Observing the waveforms plotted in Figure 4.10, the signal recorded at distances 

of 5 and 15 m (green and blue dotted lines) match that recorded at the output 

section of the ALE transmitter board (continuous red line). Instead, when the 

distance overcomes 30 m, the signal is distorted as confirmed by the relative error 
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soaring from 0.42% to 7.26%. The performance further deteriorates in the outdoor 

environment, as shown in Table 4.3 and Figure 4.11. 

 
Fig. 4.10 – Time-histories of wirelessly transmitted signal (Indoor) 

 
Fig. 4.11 – Time-histories of wirelessly transmitted signal (Outdoor) 

Relative errors soar from 1.08% at the 5-meter distance to 9.17% and 18.67%, 

respectively, at the 15-meter and 30-meter distances from the receiver board. 

When the outdoor test is carried out, it can be observed that the maximum 

distance, for which signal is still consistent with the transmitted one, is halved. 

For mutual distances between transmitter and receiver of 15 m, the quality of the 

signal is comparable with the quality of the signal recorded when the mutual 

distance is 30 m and the test is carried out indoors. Increases in the relative error 

depend on interferences, which destroy the original waveform as shown in Figure 

4.12, where a detail of the time-history recorded when the receiver is outdoors and 

30 m away from the transmitter is plotted. The wireless RF antenna captures 

signals different from those sent by the transmitter, then the F/V converter 
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demodulates them into voltage values before downloading to the DAQ. When the 

signal is recomposed, the DAQ considers the external values as a portion of the 

original signal; therefore the waveform is corrupted as plotted in the following 

figure, where several small saw-teeth around the 30 Hz waveform and other main 

peaks can be observed. 

 
Fig. 4.12 – Detail of the time-history of wirelessly transmitted signal (30 m - Outdoor) 

This interpretation is confirmed when an analysis in the frequency is carried 

out. Since the SF1600 is excited with a 30 Hz sinusoidal wave with constant 

amplitude of 1.00 m∙s-2, when a Power Spectral Density (PSD) of the signal is 

plotted, it is reasonable to expect a single-mode frequency response peaked 

around the excited frequency. Figure 4.13 plots the PSD of the signal received 

from the ALE. 

 
Fig. 4.13 – PSD of the signal received from the ALE 

It is observed that the dominant frequency is 30 Hz, but several, less-intense 

frequencies are highlighted (e.g.: 8, 14, 18 Hz, etc.). They have smaller intensity 
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than the dominant frequency (0.05 m∙s-2∙s compared to 0.64 m∙s-2∙s) because their 

temporal persistence is smaller, but they still affect the accuracy of the signal. 

None of these components are present in the transmitted signal and they appear in 

the received one because of interfering signals that are transformed into voltage 

value by means of the F/V converter. Since transmitted signal is not encoded, the 

receiver detects RF signals coming from the ALE transmitter board as well as 

signals coming from other sources. The result is a recorded signal no longer 

consistent with that originally sampled. It would be reasonable to think that the 

quality of the signal may be improved through post processing analyses (e.g.: 

filtering, averaging, etc.). On the other hand, when the received signal is 

processed using a low-pass filter having bandwidth equal to SF1600’s bandwidth 

(i.e.: 1500 Hz), no differences are observed between the unfiltered signal and the 

filtered one. To obtain a smoother waveform, it is necessary to apply a narrower 

filter (i.e.: 300 Hz), but by doing so the original signal shape is distorted. This test 

proves the necessity of installing an anti-aliasing filter in the receiver board. 

Indeed, at the present, when signals having frequency higher than the Nyquist 

frequency are collected with the receiver, they are not excluded, but recorded. 

This results in several frequencies flipped around the cutting frequency of the 

instrument that are not, however, originally present in the signal. 

These tests have demonstrated that, to date, ALE maximum transmission 

distance depends on the surrounding environment. Interference with the 

surrounding RF noise leads to significant concerns about the quality of signals. 

The massive presence of several Wi-Fi networks and RFs is a clear problem for 

the selected antenna. The receiver cannot recognize the signal sent by the sensor 

board and thus it collects signals coming from different sources. In addition, the 

low-threshold discriminator embedded in the receiver board appears to be more a 

flaw than a merit. At the present, experiments demonstrate that the MEMS 

accelerometer system cannot be used for carrying out measurements on areas of 

wide extension. It is reasonable to think that a more effective wireless RF 

transmitter-receiver apparatus may solve problems related to signal deterioration 
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over distance. Further developments of this study will involve the selection of a 

wireless RF antenna more suitable for SHM purpose over a wider area. 

 

2.4 - Comparative dynamic tests 

To achieve a complete characterization of the MEMS accelerometer system, 

comparisons with wired accelerometers - traditionally used in vibration 

monitoring - were carried out. By means of these tests, it is possible to verify 

whether or not the ALE is sensitive enough to measure low amplitude and low 

frequency vibrations. To do so, shaking table tests were carried out using a wired 

IEPE accelerometer (model 393B04 by PCB Piezotronics Inc. [92]) as a reference 

sensor. The sensors were excited by: 

 

1) sinusoidal wave input (pure tone); 

2) periodic wave input;  

 

and the wirelessly transmitted sensor output signals were compared, in time and 

frequency domains, with those recorded by the reference sensor. 

 

2.4.1 - Sinusoidal wave input 

This test consisted of deploying the ALE transmitter board, together with a 

traditional wired IEPE reference accelerometer, over a shaking table and 

positioning the receiver board five meters away from the transmitter. To allow for 

easier deployment on the shaking table support, the SF1600 was removed from 

the transmitter board and connected to it by means of a 10-pin IDC.  

According to recommendations provided by [141], both sensors were attached 

to the moving support using mounting threaded pin screw to guarantee a better 

connection with the object being tested as shown in the experiment setup shown 

in Figure 4.14. The table was excited with 5, 2, 1, 0.5, and 0.2 Hz sinusoidal 

waves. For each frequency, a 5-minutes measurement was made and the 

wirelessly transmitted sensor output signals were acquired with a 100 Hz 
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sampling rate using the external DAQ device connected to the receiver board and 

the reference sensor. In other words, data from both of the sensors were acquired 

by the same DAQ system. The goal of this test is to study the behavior of the 

board in a very simple context: analyzing the sampled data when the sensor 

detects acceleration, which remains constant and stable in time. In particular, the 

test aims to demonstrate that the ALE behaves as a wired accelerometer even at 

very low frequencies (far below 1 Hz) as well. 

 
Fig. 4.14 – Setup for the shaking table test (sinusoidal waves input)  

In addition, the test seeks to prove that features adopted in its design allow to 

overcome problems highlighted in previous studies. Figures 4.15 to 4.24 plot the 

recorded time-histories and (PSDs). 

 
Fig. 4.15 – Comparison of measurements by the two sensors in time domain (5 Hz) 

A good agreement is observed between the data measured by the reference sensor 

and those by the MEMS sensor and obtained at the receiver board. The ALE 

shows a capacity to measure low amplitude vibration (in the order of 10-2 m∙s-2) 
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with accuracy comparable with that of accelerometers nowadays used in vibration 

measurements and SHM. Furthermore, it is possible to observe a good match, 

even when frequency domain responses are analyzed. The MEMS accelerometer 

system permits identificatin of the fundamental frequency of the vibration. 

 
Fig. 4.16 – Comparison of measurements by the two sensors in frequency domain (5 Hz) 

 
Fig. 4.17 – Comparison of measurements by the two sensors in time domain (2 Hz) 

 
Fig. 4.18 – Comparison of measurements by the two sensors in frequency domain (2 Hz) 
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Fig. 4.19 – Comparison of measurements by the two sensors in time domain (1 Hz) 

 
Fig. 4.20 – Comparison of measurements by the two sensors in frequency domain (1 Hz) 

 
Fig. 4.21 – Comparison of measurements by the two sensors in time domain (0.5 Hz) 
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Fig. 4.22 – Comparison of measurements by the two sensors in frequency domain (0.5 Hz) 

 
Fig. 4.23 – Comparison of measurements by the two sensors in time domain (0.2 Hz) 

 
Fig. 4. 24 – Comparison of measurements by the two sensors in frequency domain (0.2 Hz) 

The only remark that can be made is that at very low frequencies (below 1 

Hz), the ALE tends to overestimate the magnitude of the dominant frequency 

component. To evaluate the correlation between the signals sampled with the two 
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sensors analytically, an estimation of the relative error εr was computed using the 

following equation: 
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where aref (t) is the acceleration value measured with the reference sensor at time 

t, aMEMS (t) is the value recorded with the wireless MEMS accelerometer, and N is 

the total number of data points measured.  

In addition, an evaluation of the equivalent acceleration aeq was computed 

[142]. The equivalent acceleration is considered to be the average acceleration to 

which the system is subjected during a period of time T. It is the acceleration 

value, maintained constant over time, that exhibits the same energy of the real 

fluctuating signal [143], and it is defined using the equation:  
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଴
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where T is the length of the sampled signal, a(t) is the acceleration at the generic 

time t, and dt is the sampling rate. For each of the frequencies tested, the relative 

error and the equivalent accelerations - computed using the acceleration values 

recorded with the two sensors - are listed in Table 4.4. 

It can be observed that the measurement error increases as the vibration 

frequency decreases. This decrease is not linear. Nevertheless, the relative error is 

less than 1%, and, thus, the MEMS accelerometer system achieved performance 

comparable to that of the reference sensor, demonstrating its capability in 

measuring low-frequency vibration, with frequency as low as 0.2 Hz with a 

suitable accuracy for normal engineering practices. 

It is of interest to notice that the equivalent accelerations supplied with the 

reference sensor are slightly higher than those supplied with the MEMS one. 

However, this difference is always smaller than 0.40% (0.20Hz case). On the 

contrary, signal magnitudes evaluated from data recorded with the MEMS 

accelerometer system result slightly higher than those computed from data 
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sampled with the reference sensor. As observed from data listed in Table 4.4, this 

difference is still negligible.  

 

Table 4.4 – ALE relative error and signals’ equivalent acceleration (Sinusoidal wave input) 

Frequency εr aeq, ref aeq, MEMS PSD ref PSD, MEMS 

(Hz) (%) (10-2 m∙s-2) (10-2 m∙s-2) (10-3 m∙s-2 ∙ s) (10-3 m∙s-2 ∙ s) 

5.00 0.29 3.293 3.289 3.760 3.760 

2.00 0.53 3.436 3.438 5.872 6.260 

1.00 0.53 2.472 2.466 4.107 4.230 

0.50 0.84 3.671 3.663 4.563 4.700 

0.20 0.99 3.245 3.232 4.444 4.768 

 

To validate the accuracy of the measures carried out, a statistical analysis of 

the data sampled with the reference and the MEMS accelerometer is done. This 

consists of an evaluation of the expected values ݔ	ഥ (average) and of the variance ± 

σ (standard deviation) of a set of data. As is well known, when a measurement is 

carried out, mistakes in the evaluation of the measured parameter are made. 

Therefore, to be accurate, the results should be expressed as the interval [̅ݔ െ

	;ߪ	 ݔ̅ ൅  .[ߪ	

In the examples reported below, a statistical evaluation of the acceleration’s 

expected values measured with the two devices is carried out, along with an 

evaluation of the accuracy of that measurement. Since the shaking table supplies 

the two sensors with the same input in time, each oscillation can be considered as 

a population of data. Therefore, when a signal having frequency fs, period T, and 

time length L is considered, if it is divided in many sub-signals each having length 

T a total number of L/T similar signals is generated. These signals represent the 

population on which the statistical analysis is carried out. With reference to the 

5Hz sinusoidal waveform, recorded with a sampling rate of 100 Hz, a portion of 

the signal having length 0.2 seconds contains 20 data. If 30 sets of 5 Hz sinusoidal 

waveforms are considered, for each of the 20 points composing the signal it will 

be possible to evaluate their mean value and their standard deviation. If these 

results are plotted in a chart (as shown in Figure 4.25), it is observed that the 



 

 132  

continuous red line (expected value, calculated as the average of the homologous 

point recorded with the reference sensor) is between two dotted red lines ([̅ݔ െ

;ோ௘௙ߪ	 	 ݔ̅ ൅  .ோ௘௙]), which represent the fluctuations the expected value may haveߪ	

To be more specific, the values in that range have all the same likelihood of being 

considered expected values. A similar operation can be carried out with data 

recorded with the MEMS accelerometer, the expected values of which are 

between two dotted blue lines representing the uncertainty of the measurement. 

This procedure allows for a graphical evaluation of the quality of the 

measurements. 

 

Fig. 4.25 – Comparison of measurement uncertainties (5 Hz) 

Results obtained for the two accelerometers are reported in Table A.6 in the 

Appendix and normalized to the values recorded with the reference sensor for 

easier understanding (Figure 4.26). 

 

Fig. 4.26 – Comparison of measurement uncertainties normalized to the reference sensor (5 Hz) 
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Figure 4.26 plots the interval in which values recorded with the reference 

sensor are supposed to be (continuous line and vertical error interval valuated as 

average standard deviation), the values given by the difference of records from the 

MEMS and reference accelerometers (blue dots), and the interval in which values 

recorded with the MEMS sensor are supposed to be (dotted blue lines MEMS ± σ). 

If any intersection between the two intervals (Reference ± σ) and (MEMS ± σ) 

exists, it means that data recorded with the two systems are equivalent despite the 

errors committed in the measurement. Analyzing results plotted in Figures 4. 25 

and 4.26 a substantial correspondence is observed between data recorded with the 

two devices.  

 

Fig. 4.27 – Comparison of measurement uncertainties (2 Hz) 

 

Fig. 4.28 – Comparison of measurement uncertainties normalized to the reference sensor (2 Hz) 

The values measured with the MEMS-based accelerometer are constantly 

within the reference sensor’s interval of tolerance, showing that the measurements 
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carried out with the ALE can be considered as equivalent to those carried out with 

a traditional wired accelerometer. The same considerations can be made when 

data related to the 2 Hz sinusoidal wave are analyzed as shown in Figures 4.27 

and 4.28 and for the other frequencies sinusoidal waves plotted in Figure 4.29 

through 4.31. 

 

Fig. 4.29 – Comparison of measurement uncertainties normalized to the reference sensor (1 Hz) 

 

Fig. 4.30 – Comparison of measurement uncertainties normalized to the reference sensor (0.5 Hz) 

 

Fig. 4.31 – Comparison of measurement uncertainties normalized to the reference sensor (0.2 Hz) 
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Analyzing the results, a substantial correspondence is observed between data 

recorded with the two devices (see Appendix A.6 through A.10). The values 

measured with the MEMS accelerometer are constantly within the reference 

sensor interval of tolerance for frequencies up to 1 Hz, whereas for lower 

frequencies several data point are external to that interval. It shows that 

measurement error increases as the frequency of the vibration decreases. 

Nevertheless, when the MEMS sensor interval of tolerance is considered, the 

intersection of the two ranges is always verified. 

 

2.4.2 - Periodic wave input 

The second test consisted of positioning the MEMS accelerometer system, 

together with the same IEPE accelerometer of the previous test, over a vertical 

electromagnetic shaker and deploying the receiver board five meters away from 

the transmitter board. The system was then solicited with periodic vibrations of 5, 

2, 1, and 0.5 Hz. For each frequency, a 5-minutes measurement was made and the 

transmitted sensor output signals were acquired with a 100 Hz sampling rate using 

the external DAQ device connected to the receiver board (deployed 5 m away 

from the transmitter board) and the reference sensor. The setup of the experiment 

is shown in Figure 4.32. 

 
Fig. 4.32 – Setup for the shaking table test (Periodic wave input) 

The goal of this test is to evaluate the MEMS accelerometer system when more 

complex waves excite the structure on which the sensor is mounted. Figures 4.33 
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to 4.40 plot a detail of the recorded time-histories and the corresponding 

frequency domain analyses calculated using a PSD analysis. Again, a good 

agreement between the data measured with the two sensors is observed. Even for 

vibration having frequency lower than 1 Hz (the value suggested by Directive as 

lower limit for detecting acceleration instead of displacement [143]). 

 
Fig. 4.33 – Comparison of measurements by the two sensors in time domain (5 Hz) 

 
Fig. 4.34 – Comparison of measurements by the two sensors in frequency domain (5 Hz) 

 
Fig. 4.35 – Comparison of measurements by the two sensors in time domain (2 Hz) 
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Fig. 4.36 – Comparison of measurements by the two sensors in frequency domain (2 Hz) 

 
Fig. 4.37 – Comparison of measurements by the two sensors in time domain (1 Hz) 

 
Fig. 4.38 – Comparison of measurements by the two sensors in frequency domain (1 Hz) 
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Fig. 4.39 – Comparison of measurements by the two sensors in time domain (0.5 Hz) 

 
Fig. 4.40 – Comparison of measurements by the two sensors in frequency domain (0.5 Hz) 

Overall the measurements by the two sensors agree well with each other. 

Furthermore, from the PSD analyses, it can be observed that the MEMS 

accelerometer system can identify the first frequency of the vibration and its high 

frequency harmonics as well. The relative error εr of the MEMS accelerometer in 

comparison with the reference sensor is calculated using Equation [4.5], while the 

evaluation of the equivalent acceleration aeq is done using Equation [4.6]. The 

results are shown in Table 4.5. It is observed that similar to the sinusoidal 

excitations, the measurement error increases as the frequency of the periodic 

vibration decreases. To be accurate, the only difference that can be observed 

between the two signals is that data coming from the MEMS accelerometer 

underestimate the peak value of accelerations having amplitude far below 0.01 

m∙s-2. 
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Table 4.5 – ALE relative error and signals’ equivalent acceleration (Periodic wave input) 

Frequency εr aeq, ref aeq, MEMS PSD, ref PSD, MEMS 

(Hz) (%) (10-2 m∙s-2) (10-2 m∙s-2) (10-3 m∙s-2 ∙ s) (10-3 m∙s-2 ∙ s) 

5.00 0.32 2.117 2.125 1.317 1.319 

2.00 0.53 1.685 1.671 4.109 4.188 

1.00 1.56 1.154 1.005 6.100 5.795 

0.50 1.99 1.130 1.154 0.437 0.547 

 

Nevertheless, this contribution is clearly negligible in the study of the vibratory 

phenomenon as confirmed with data presented in this study. Further 

demonstration of data quality is given when a statistical analysis of errors and 

uncertainties is carried out, as shown in the previous paragraph 2.4.1. The 

following Figures 4.41 through to 4.44 plot the data trend normalized to the 

values recorded with the reference sensor, while calculated mean values and 

standard deviations are reported in Tables A.11 through to A.14 in the Appendix, 

along with the comparison of the recorded signals (Figures A.4 through to A.7).   

 

Fig. 4.41 – Comparison of measurement uncertainties normalized to the reference sensor (5 Hz) 

 
Fig. 4.42 – Comparison of measurement uncertainties normalized to the reference sensor (2 Hz) 
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Fig. 4.43 – Comparison of measurement uncertainties normalized to the reference sensor (1 Hz) 

 

Fig. 4.44 – Comparison of measurement uncertainties normalized to the reference sensor (0.5 Hz) 

A substantial correspondence can be observed; in particular, when the 5 and 2 

Hz periodic signals are considered, all values measured using the MEMS 

accelerometer are within the uncertainty interval of the reference sensor. The 

accuracy decreases when frequency decreases as observed when the 1Hz periodic 

signal case is studied. Here several data elements are external to the uncertainty 

interval, but an overall agreement still exists. 
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3 – Engineering structure experiments for the characterization of ALE’s 

performances 

Finally, the wireless MEMS accelerometer system was used to carry out 

measurement on civil structures to demonstrate ALE efficacy in monitoring 

vibration of real engineering structures. In particular, vibrational analyses on three 

different structures have been executed: 

 

1) Flow-loop pipeline; 

2) Pinnacle; 

3) Pedestrian bridge. 

 

In the first experiment, the MEMS accelerometer system was used to measure 

the oil flow-induced vibration of a black-steel flow-loop pipeline. This activity 

was executed as part of an ongoing project at Columbia University in the City of 

New York – New York City, NY and the aim of the study was to investigate 

experimentally the correlation between the dynamic behavior of the oil well 

production tubing and changes in its external pressure. The second consists of a 

study of the earthquake-induced vibration on a special lab-scale model of one of 

the stone pinnacles of the Cathedral Church of St. Peter and St. Paul in 

Washington, DC. To conclude, the third experiment was carried out deploying the 

sensor on the Streicker Bridge, a pedestrian bridge which spans the Southern edge 

of Princeton University campus – Princeton, NJ. These tests aimed to demonstrate 

that the prototype is extremely versatile. It can be used for detecting vibration 

arising from moving part in industrial fields, for carrying out seismic analyses, 

eventually being used as alert devices, and for executing typical SHM analyses 

such as ambient vibration detection and modal identification on large civil 

structures. 
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3.1 - Comparative tests on a flow-loop pipeline 

This project, founded by a private client at Columbia University, NY, aims to 

investigate experimentally the dynamic behavior of a scaled loop model of an oil 

drilling extraction pipe under external changes in pressure. As shown in Figure 

4.45, the model is composed of a 3 m black steel pipe (rated to 862 kPa) with a 

5.3∙10-2 m inside diameter. The pipe was filled with heavy hydraulic oil compliant 

with DIN 51524-2: 2006-09 [144] and it was moved through the loop using a 

reciprocating pneumatic diaphragm pump. 

 
Fig. 4.45 – Oil drilling pipeline layout 

The studied environment was vastly instrumented using wired, single axes, oil 

proof, W352C67, accelerometers manufactured by PCB Piezotronics Inc [145]. 

The sensitivity is 0.01 V∙m−1∙s2, the bandwidth in the range 0.5 - 6000 Hz, and a 

noise-density equal to 144.14 μ m∙s−2∙Hz−0.5 [90]. Its resolution - evaluated using 

equation [2.23] - is 1.41∙10-2 m∙s-2. The MEMS accelerometer was placed close to 

one of these sensors, used as a reference sensor for a back-to-back comparison. 

Figure 4.46 shows the deployment of the two sensors on the flow-loop. It is 

important to note that the MEMS sensor was secured to the tube using a magnet. 

This method minimizes attenuation and the effects of resonant interference, while 
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the wired sensor - because of its small dimension - was attached using epoxy, 

according to the recommendation provided by the ISO Directive [141]. 

 
Fig. 4.46 – Setup for flow-loop pipeline test 

The tests were run with different flow rates: 8.00∙10−4, 1.35∙10−3, and 2.00∙10−3 

m3∙s−1 and for each of them a 10-minute measurement was made. The wirelessly 

transmitted sensor output signals were acquired with a 1 kHz sampling rate using 

the external DAQ device connected to the receiver board and the reference sensor. 

The receiver board (not visible in Figure 4.46) was deployed 5 m away from the 

transmitter board. Instrumenting an oil drilling pipeline is extremely challenging 

because of wires which can be damaged due to the extraction operations. Having 

the chance to operate with a wireless sensor may be helpful. Indeed, the only 

problem would be the deployment of the sensor on the extraction pipe, while the 

receiver board and the DAQ system may be placed in a safe place away from the 

danger area. Data was sampled in compliance with ISO 4866:2010 [146] and ISO 

21289:2008 [147]. The resultant data were analyzed and processed pursuant to 

ISO 18431-1:2005 [148] and ISO 1683:2008 [149]. The equivalent acceleration 

aeq - as defined in the previous paragraph with equation [4.6] - and the 

acceleration continuous equivalent level Leq of the signals sampled with the two 

sensors were calculated. In particular it is defined as: 
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where the terms have the meaning already explained and the reference value a0 is 

equal to 10-6 m∙s-2 [149]. Figures 4.47 to 4.55 plot a segment of the time history 

measured by the two sensors under each of the three flow rates, its correspondent 

frequency response by PSD, and a zoomed frequency response around the first 

mode frequency. 

 
Fig. 4.47 – Comparison of measurements by the two sensors in time domain (8.00∙10−4 m3∙s−1) 

 
Fig. 4.48 – Comparison of measurements by the two sensors in frequency domain (8.00∙10−4 m3∙s−1) 

 
Fig. 4.49 – Detail of the comparison of measurements by the two sensors in frequency domain (8.00∙10−4 m3∙s−1) 
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Fig. 4.50 – Comparison of measurements by the two sensors in time domain (1.35∙10−3 m3∙s−1) 

 
Fig. 4.51 – Comparison of measurements by the two sensors in frequency domain (1.35∙10−3 

m3∙s−1) 

 
Fig. 4.52 – Detail of the comparison of measurements by the two sensors in frequency domain 

(1.35∙10−3 m3∙s−1) 
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Fig. 4.53 – Comparison of measurements by the two sensors in time domain (2.00∙10−3 m3∙s−1) 

 
Fig. 4.54 – Comparison of measurements by the two sensors in frequency domain (2.00∙10−3 

m3∙s−1) 

 
Fig. 4.55 – Detail of the comparison of measurements by the two sensors in frequency domain 

(2.00∙10−3 m3∙s−1) 

For all of the three flow rates there is good agreement, in both time and 

frequency domains, between the measurements by the MEMS accelerometer 

system and the reference sensor. Again, the relative error εr of the MEMS 
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accelerometer in comparison with the reference sensor is calculated using 

equation [4.5] and the results are shown in Table 4.6. The small errors are 

comparable with those computed in the shaking table tests. Consistent with the 

observations made in the shaking table tests, the measurement error increases as 

the first mode frequency decreases from 11.379 Hz (under the 2.00∙10−3 m3∙s−1 

flow rate) to 8.730 Hz (under the 1.35∙10−3 m3∙s−1 flow rate).  

 
Table 4.6 – Summary results for the flow-loop pipeline test 

Flow rate εr aeq, ref aeq, MEMS Leq, ref Leq, MEMS Peakref PeakMEMS fref fMEMS PSDref PSDMEMS 

(m3∙s−1) (%) (m∙s-2) (m∙s-2) (dB) (dB) (m∙s-2) (m∙s-2) (Hz) (Hz) (m∙s-2 ∙ s) (m∙s-2 ∙ s) 

8.00∙10−4 0.26 0.037 0.039 105.724 105.961 0.485 0.573 11.214 11.214 4.321∙ 10-2 4.424∙ 10-2 

1.35∙10−3 0.38 0.155 0.170 111.916 112.312 1.284 1.293 8.730 8.730 5.745∙ 10-2 5.745∙ 10-2 

2.00∙10−3 0.21 0.272 0.290 114.359 114.621 1.516 1.559 11.379 11.379 6.129∙ 10-2 7.223∙ 10-2 

 
To be rigorous, the only difference can be observed when very high-amplitude 

peaks are analyzed. In those cases, signals sampled using the reference sensor 

have, usually, smaller amplitude if compared to the same value measured by the 

MEMS sensor. The reason for this behavior could be due to differences in 

sensitivity. Indeed, MEMS accelerometer sensitivity is one order of magnitude 

higher than the sensitivity of the wired accelerometers used for instrumenting the 

pipeline (0.12 V∙m-1∙s2 compared to 0.01 V∙m-1∙s2). Nevertheless, when an 

evaluation of the continuous vibration equivalent level Leq and of the equivalent 

acceleration aeq is carried out, an excellent agreement is observed. Thus, it is 

possible to conclude by stating that no relevant differences exist when measures 

are carried out with one or the other of the systems. The same conclusion can be 

made when a critical analysis of the frequency response is performed. The data 

supplied by the wireless sensor board match very well with those given by the 

traditional wired accelerometer used as a reference sensor. The equivalency can 

be observed regarding the value of the solicited frequencies and their magnitude 

as well. Furthermore, the frequency response plots show the capability of the 

wireless MEMS accelerometer in measuring the closely coupled modes of 

vibration. It is observed that the MEMS accelerometer system can detect changes 
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in the pipeline’s dynamic behavior under changing operational conditions (i.e.: 

flow rate). Therefore, it is possible to conclude by stating that the prototype has 

the right characteristics for being used as a detection device during industrial 

activities. Since the signal is wireless transmitted, it would be possible to achieve 

a remote control system to constantly check the operational conditions of the 

structure being tested.  

 

3.2 - Comparative tests on a stone pinnacle  

The second test consists of another comparison with two sensors, a wired IEPE 

accelerometer and a laser displacement sensor, made during a seismic test carried 

out in Carleton Laboratory at Columbia University, NY. The test aimed to 

simulate an earthquake to see if a 2500 Kg, 3 m high pinnacle model from the 

Cathedral Church of St. Peter and St. Paul (Washington National Cathedral) could 

withstand the vibrations similar to the 5.8-magnitude tremor that struck the 

District of Columbia area in August 2011 [150]. The church, a neo-gothic style 

building whose construction was begun in 1907 and finished in 1990, sustained 

damage to its structure during the earthquake: several pinnacles twisted out of 

alignment or collapsed entirely; many of the pinnacles’ finial stones broke off; 

carvings were damaged; and falling masonry punched holes through the metal-

clad roof. A newly designed pinnacle, reinforced with a steel rod, was tested to 

check if the applied structural modification could resist seismic motions. Figure 

4.56 shows the model of the pinnacle tested on the Carleton Laboratory’s shaking 

table. The pinnacle was instrumented with several sensors, as can be observed 

from Figure 4.57. It is observed that both sensors are connected to an L-shaped 

piece of metal attached to the top of the pinnacle using a thick layer of double-

sided tape compliant with recommendations provided by the ISO Directive [141]. 

The MEMS sensor is connected to the metal support by means of a metal stud, 

whereas the reference sensor is mounted using a magnet.  
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Fig. 4.56 – Pinnacle model from Washington National Cathedral 

 
Fig. 4.57 – Pinnacle top view showing sensors location 

The system was subjected to uniaxial acceleration time history input created 

from readings taken from the Corbin, VA seismograph station. In particular, the 

example shown in this study refers to a simulated earthquake having peak ground 

acceleration (PGA) equal to 1.562 m∙s-2 (50% of Corbin’s record), whose main 

features are listed in Table 4.7. Earthquake time-history and frequency response 

(recorded by the accelerometer embedded in the shaking table) are plotted in 

Figure A.8 and A.9 in the Appendix. 
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Table 4.7 – Earthquake input features 

Duration PGA IA f1 f2 f3 

(s) (m ∙ s-2) (m ∙ s-1) (Hz) (Hz) (Hz) 

23.000 1.562 0.206 0.759 1.027 1.612 

 
The quantity IA that appears in the table is the Arias Intensity, a measure of the 

strength of a ground motion, which can be evaluated as: 
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During the test, the wirelessly transmitted sensor output signals were acquired 

with a 100 Hz sampling rate using the external DAQ device connected to the 

receiver board and the reference sensor. The wired accelerometer, used as 

reference, was again the model 393B04, manufactured by PCB Piezotronics Inc. 

[92]. In addition, a displacement reading of the pinnacle’s top portion was taken 

using a high accuracy laser variable displacement transducer (LVDT) 

manufactured by Keyence and deployed at 0.3 m away from the pinnacle and 

visible in the top left corner of Figure 4.56. The recorded displacement time-

history (shown in the Appendix as Figure A.10) was derived twice to obtain an 

acceleration time-history whose characteristics are listed in Table 4.8 and plotted 

in Figures A.11 and A.12. Figures A.13 through to A.16, (in the Appendix) plot 

the whole time and frequency domains responses recorded with the two sensors, 

while the following Figures 4.58 and 4.59 show a zoomed time-history before the 

beginning of the earthquake (low-amplitude) and at its end (high-amplitude). In 

particular, Figure 4.58 refers to vibrations produced by the shaking table 

supporting machineries (e.g.: pump, oil circuit, etc.). These can be considered as 

ambient vibrations characterized by low-amplitude (10-2 - 10-1 m∙s-2) and can be 

used for evaluating the natural frequency of the pinnacle (f4). On the other hand, 

Figure 4.59 refers to the earthquake and to high-amplitude vibrations (100 m∙s-2). 

In particular, correspondence in the frequency domain can be observed in the 

earthquake characteristic frequencies (f1, f2, f3), as well as in the natural frequency 

of the pinnacle (f4). 
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Table 4.8 – Summary results for the pinnacle comparative test 

Sensor PGA IA f1 PSD1 f2 PSD2 f3 PSD3 f4 PSD3 

(-) (m ∙ s-2) (m ∙ s-1) (Hz) (m∙s-2 ∙ s) (Hz) (m∙s-2 ∙ s) (Hz) (m∙s-2 ∙ s) (Hz) (m∙s-2 ∙ s) 

LVDT 4.960 4.287 0.745 4.15 ∙ 10-1 1.031 3.55 ∙ 10-2 1.602 9.65 ∙ 10-2 17.930 1.015∙10-2 

Reference 4.517 4.990 0.746 5.87 ∙ 10-1 1.031 0.67 ∙ 10-1 1.603 1.06 ∙ 10-1 17.932 1.126∙10-2 

MEMS 4.518 4.886 0.746 5.63 ∙ 10-1 1.031 0.70 ∙ 10-1 1.603 1.04 ∙ 10-1 17.932 1.130∙10-2 

 

 
Fig. 4.58 – Detail of the time-history comparison (low-amplitude) 

 
Fig. 4.59 – Detail of the time-history comparison (high-amplitude) 

When data obtained from the MEMS accelerometer system are compared with 

those obtained from the laser displacement sensor, it can be observed that results 

only partially match. Despite an overall good agreement, the PGA evaluated from 

MEMS readings is smaller than that evaluated from the LVDT. On the contrary, 

the Arias Intensity IA results higher. The relative errors committed are equal to      

-9.78% and 12.26% respectively. Analogously, when frequency responses are 

considered, a slight difference can be observed. In particular, the first three 
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frequencies match with good accuracy, while their magnitude does not. 

Magnitudes evaluated from data recorded with the ALE are higher than those 

evaluated deriving the displacement signal twice (on average 27.59%). These 

differences may be due to the fact that the acceleration time-history from the 

LVDT sensor has been analytically derived from the displacement records. The 

acceleration time history is not experimentally evaluated; therefore, errors may 

arise during the derivative process.  

Indeed, when data evaluated using the MEMS accelerometer system are 

compared with data recorded with an IEPE accelerometer (Reference), an 

excellent match is observed. The PGA ant the Arias Intensity IA values are 

basically the same (relative errors equal to 0.02% and -2.08% respectively). This 

means that the prototype can detect the peak acceleration acting on the system and 

the incident energy as well, with accuracy comparable to that of a high sensitivity, 

wired, seismic accelerometer. When analyses in frequency domain are carried out, 

the same conclusions can be made. The signal detected using the ALE has the 

exact same frequencies as those detected using the reference sensor. Even the 

calculated magnitude values are close to each other (average relative error equal 

to 0.49%). Once more, it is observed that the MEMS accelerometer system can 

detect vibration with frequency around 1Hz with the same accuracy as a 

traditional accelerometer. It is a further demonstration of the qualities of the built 

prototype.  

To conclude, this test shows that the ALE can be used for seismic monitoring 

of civil structures as well. This may lead to the development of a network made of 

several sensors for controlling the real time dynamic response of art works and 

monuments. It is clear how a wireless, non-invasive, monitoring system is 

preferable to a wired one. This system, if further developed, may allow for 

controlled maintenance of the state of aging structures (e.g.: churches, 

monuments, sculptures, etc.) without interfering with their functionalities and 

architectural characteristics. 
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3.3 - Vibration analyses of a pedestrian bridge  

In the last test presented, the ALE was used to carry out a vibrational analysis 

on a pedestrian bridge. Test aims were to control whether or not the MEMS 

accelerometer system can be used for achieving traditional SHM analyses for 

ambient vibration detection and modal identification. The structure tested was the 

Streicker Bridge, a 104 m deck-stiffened arch bridge, located on the Princeton 

University campus in Princeton, NJ. It has a main span and four approach legs. 

The legs are horizontally curved and supported by steel columns. The shape of the 

main span follows this curvature, resulting in a varying cross-section, while the 

leg cross-section is nearly constant. The arch and columns are weathering steel 

while the decks are reinforced post-tensioned concrete [151]. A picture of the 

bridge is shown in Figure 4.60. 

 
Fig. 4.60 – Streicker bridge at Princeton University campus – Princeton, NJ 

 
Fig. 4.61 – Test setup and the ALE deployment  
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The ALE transmitter was deployed in the middle of the southeast leg, while the 

receiver along with the DAQ board were placed under the deck at road level. 

Figure 4.61 shows the mutual position of the transmitter and receiver board and a 

detail of the ALE deployment on the bridge deck. Three different tests were 

carried out: the first consisted of a quasi-static test using a truck as moving static 

load  as shown in Figure 4.62.  

 
Fig. 4.62 – Quasi-static test setup 

The truck, with a total load of nearly 40 kN, was positioned sequentially at 

different locations along the southeast approach leg and measurements were taken 

continuously during the vehicle’s moving phases and the stops. The second test 

consisted of a group of eight people jumping, in correspondence of one quarter of 

the bridge’s southeast approach ramp total length, at approximately 3 Hz for 30 s 

and then stopping, whereas the last test consisted in a group of eight people 

running at different random frequencies on the same approach leg. This study is 

based on the principle that the natural frequencies of a bridge can be determined 

with classic tests such as a shaker test or an impact test that introduce free 

vibrations in the structure. Nevertheless, by exciting the structure with ambient 

vibrations, the frequencies found would be approximately equal to the natural 

frequencies of the bridge with the advantage of the simplicity of the tests. During 

the test, the wirelessly transmitted sensor output signals were acquired with a 30 

Hz sampling rate using the external DAQ device connected to the receiver board. 
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The following Figures 4.63 and 4.64 plot a detail of the time and frequency 

domains analyses of the solicitations evaluated during the quasi-static test (the 

complete time history record is plotted in the Appendix in Figure A.17). It is 

observed that the PGA has extremely low-amplitude and, in general, it is smaller 

than 0.02 m∙s-2 (Root Mean Square, RMS equal to 1.21∙10-2 m∙s-2). Despite the 

fact that these amplitudes are low, the MEMS accelerometer system can clearly 

identify them. Furthermore, the frequency domain analysis clearly highlights the 

value of 3.079 and 3.753 Hz as the first two natural frequencies of the bridge. 

 
Fig. 4.63 – Detail of the time-history recorded during the quasi-static test 

 
Fig. 4.64 – Detail of the frequency domain analysis recorded during the quasi-static test 

In the second test, a group of eight people was left jumping, in correspondence 

of one quarter of the bridge’s southeast approach ramp total length, with a 

frequency of approximately 3 Hz. The people kept jumping for nearly 30 s and 

then suddenly stopped. When the people stop moving, the input simulates a 

damped free vibration system, which, according to equation [1.28] has to oscillate 
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at its natural frequency ωn before motion will die out. This test can be used for 

evaluating the damping factor of the system through equation [1.37]. The 

following Figures 4.65 and 4.66 plot the time and frequency domains responses 

recorded with the ALE for the above-described test. In Figure 4.65, the first part 

of the signal is clearly intelligible (0 through 30 s) when people jump on the 

bridge, and a second part (34 s on) when the motion starts to decrease until it dies 

out. On the other hand, from the frequency domain response, two frequency 

values are observed. 2.999 Hz is the frequency of the input solicitations (jump), 

while 3.069 Hz is the natural frequency of the bridge. 

 
Fig. 4.65 – Detail of the time-history recorded during the 3 Hz-input solicitation test 

 
Fig. 4.66 – Detail of the frequency domain analysis recorded during the 3Hz-input solicitation test 

To make sure that the measured frequencies are indeed the natural frequencies 

of the bridge and not the imposed frequencies, random running was also 

performed. During this experiment, the same group of eight people of the 

previous test was left running between the main span-ramp connection point and 
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half of the leg total length for nearly 3 minute. The results presented in Figures 

4.67 and 4.68 show that the first two modes are the ones detected by the first two 

tests. 

Since the tests were carried out only once, and the experiment conditions are 

unique and hardly repeatable, no statistical analyses can be carried out at this 

time. Data obtained are compared with results obtained from a literature review of 

previous studies carried out on the Streicker bridge [152 – 153]. 

 
Fig. 4.67 – Detail of the time-history recorded during the random run-input sollicitation test 

 
Fig. 4.68 – Detail of the frequency domain analysis recorded during the random run-input 

sollicitation test 

Frequencies measured with the ALE (3.080 and 3.753 Hz) are close to those 

evaluated in previous studies of the bridge, both experimentally (3.11 and 3.72 

Hz) and analytically through a Finite Element Model (3.22 and 3.92 Hz). Table 

4.9 lists a summary of the results obtained during the carried out tests together 

with results coming from a literature review of the Streicker Bridge. 
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Table 4.9 – Summary results of the pedestrian bridge test 

Test f1 f2 

(-) (Hz) (Hz) 

Literature [153] 3.11 3.72 

FEM [153] 3.22 3.92 

Quasi-static 3.08 3.75 

3 Hz-Input 3.07 - 

Random-Input 3.08 3.75 

 
It can be observed that the frequencies evaluated from the record made using 

the ALE are close to those evaluated in previous studies of the bridge, both 

experimentally (3.11 ± 0.06 and 3.72 ± 0.06 Hz) and analytically through a Finite 

Element Model (3.22 and 3.92 Hz). The relative errors committed, equal to -

0.97% and 0.80% respectively, are negligible in traditional engineering practices 

and similar to the other relative errors evaluated in this study for the prototype. 

Indeed, they could be due to the fact tests were carried out in different periods 

(i.e.: seasons, years); therefore, change in dynamic response may be due to 

different boundary conditions (e.g.: temperature, concrete assessment, concrete 

aging, etc.). Nevertheless, if the standard deviation (σ = ± 0.06 Hz) associated to 

results obtained from the literature review was considered [153], the measurement 

interval of tolerance for the two frequencies would become [3.05 - 3.17 Hz] and 

[3.69 - 3.81 Hz] respectively. The results found with the ALE are within those 

intervals; therefore, a perfect match can be observed. Since data obtained with the 

ALE are the same of those obtained in other studies when different typologies of 

sensor were used, it demonstrates that the ALE can be used as wireless alternative 

to traditionally used sensors for carrying out vibration monitoring of large-sized 

structures without accuracy loss.  
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SUMMARY AND DISCUSSION 

 

Wireless MEMS sensors suffer from low measurement accuracy when applied 

to monitor low-amplitude ambient vibration of large-sized civil engineering 

structures that often have low natural frequencies. To overcome this problem, this 

study presents the Acceleration Evaluator (ALE), a prototype of a new high-

sensitivity, low-noise, wireless, MEMS-based accelerometer sensor board using 

low-cost, frequency-modulated analog RF transmission. The main goal of this 

prototype is to enable the measurement of accelerations with a precision 

comparable to that supplied by wired IEPE accelerometers even at very low-

frequencies and low-amplitude, where other MEMS-based systems have shown 

their limitations. Analysis of vibration is one of the thorniest issues in the field of 

SHM. Indeed, natural frequencies in large civil structures are generally in the 

order of 10-1 to 101 Hz, amplitude is in the order of 101 to 10-2 m∙s−2, and currently 

used MEMS-based systems cannot accurately detect vibrations having 

characteristics below a certain threshold. This is because of technical limitation 

embedded in the system (e.g.: low-resolution ADCs, high-noise sensors, etc.). It is 

demonstrated that the built MEMS accelerometer system can detect vibration 

having very low-frequency (below 1 Hz) and low-amplitude (in the order of 10-2 

m∙s−2). 

The study begins with the description of the prototype. The ALE consists of a 

transmitter board and a receiver board. The transmitter board is equipped with a 

MEMS accelerometer, a V/F converter and a wireless RF transmitter, whereas the 

receiver board contains an RF receiver and a F/V converter for demodulating the 

signal. It should be observed that the Acceleration Evaluator system embeds one 

sensor only. A SiFlex 1600SN.A accelerometer has been selected as transducer 

for the transmitter board. It is a single-axis MEMS-based accelerometer, with low 
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noise-density, a wide linear output range and frequency response suitable for 

inertial, tilt, vibration, as well as seismic analyses. 

One of the main characteristics of MEMS-based accelerometers is that they can 

be used for measuring static accelerations and tilt angles. For this reason, a unit 

for removing DC coupled to gravity is designed and embedded on-board. It 

permits correction of the sensor’s output tension value to remove the DC signals 

associated with the sensor orientation. By means of this feature, it is possible to 

deploy the sensor horizontally, vertically or equivalently in any other position and 

correct the tension value in order to be sure that the given one corresponds to a 

null acceleration by simply turning a screw. 

Furthermore, another difference between the ALE and other systems is that no 

computational operations are carried out on-board. In the proposed system, raw 

data are downloaded to an external laptop or computer to be post-processed. Even 

though one of the basic ideas of SHM is to transmit essential information only, the 

ALE moves in the opposite direction. Many other engineering sectors need 

copious data to determine the occurrence of possible critical scenarios; therefore, 

limiting the quantity of data transmitted may reduce their utility. Transmitting a 

large amount of data is definitely more power-expensive, but may result in more 

accurate analyses since these tasks could be carried out using more powerful 

microprocessors.  

Nevertheless, the main difference introduced on the built Acceleration 

Evaluator compared with the previous systems, is the used signal conversion. The 

ALE does not embed any ADC. Considering the accelerometer resolution, 

installing an ADC with a resolution lower than 24-bit would nullify the decision 

to use such a sensitive accelerometer. Yet such an accurate ADS is extremely 

power-demanding and it is not well suited for low-power applications. To 

overcome this difficulty, the ALE converts the sensor output voltage to a FM 

signal using an AD650 V/F converter instead of conventional ADCs. Since the 

selected converter does not consider the amplitude of the signal (which degrades 

with transmission distance) but rather its frequency only, the decision to use this 
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device allows for signal which is more immune to noise. In addition, to provide a 

stable power supply to compensate for the gradual decrease in the battery power 

output over time, a DC/DC is embedded onboard. Furthermore, to conclude, a 

low-cost, four-channel, 2.4 GHz ISM, audio-video, omnidirectional antenna is 

connected to the sensor board. The insertion of an RF transmitter allows wireless 

data transmission, a feature that frees technicians from cable limitation and allows 

for an easier deployment of the system. 

Once the prototype had been built, intensive laboratory tests and experiments 

on real-world engineering structures were carried out to demonstrate whether or 

not it is useful to achieve resolution necessary for vibrational analysis purposes. 

Laboratory tests consisted of static calibration testing, study regarding the effects 

of battery residual charge on ALE behavior, evaluation of the maximum RF 

transmission distance, and comparative dynamic tests with wired, high-sensitivity, 

IEPE accelerometers.  

The first of these carried out using an angle meter machine, used the property 

of the MEMS-based accelerometers to be used as tilt angle detector. This test 

allowed evaluation of the transmitter board’s calibration equation, which 

correlates the sensor’s output tension values to well-known acceleration values. 

Data analyses confirm the linear relation between the acceleration and the sensor 

output voltage with a high correlation; furthermore, the ALE calibration equation 

is similar to that provided by the manufacturing company, a demonstration that no 

modifications occur due to the electronic elements placed on the transmitter 

board. 

Tests to evaluate the transmitter board behavior when the battery runs out of 

power are required in order to check the utility of the embedded DC/DC 

converter. Many other systems, designed without a battery voltage up converter, 

have shown that an unstable battery power supply voltage would affect their 

performances. Instead, the Acceleration Evaluator’s output values are constant 

and remain stable despite the battery level. Decreasing battery voltage does not 

influence the sensor output as with previous sensor boards. This means that the 



 

 162  

DC/DC converter neutralizes the effect of battery residual charge. This feature is 

quite expensive in terms of board energy-consumption (125 mA), but it allows 

more stable data and then more accurate measurements. Furthermore, it is 

observed that the SF1600 output stays constant and then suddenly drops (below 7 

V). This means that the system is able to operate up to a specific voltage and then 

it suddenly turns off. Tests have proved that the maximum fluctuation due to 

battery charge decrease is in the order of 10-3 m∙s-2, a value comparable to SF1600 

resolution. 

One of the main strengths of the MEMS accelerometer system is that signal 

can be transmitted wirelessly. In order to evaluate the wireless signal transmission 

capability of the prototype sensor system, the above calibration tests were 

repeated by placing the receiver board at different distances (5, 10, 15, 20, 25, and 

30 m) away from the transmitter board. It is observed that the quality of the 

wirelessly transmitted signal decreases, as the distance between the transmitter 

and the receiver increases. When the distance is equal to 5 m, an excellent 

agreement is observed between the data directly measured at the accelerometer 

output and those obtained at the receiver board. On the other hand, when the two 

boards are distanced 30 m apart, the wirelessly transmitted signals become less 

accurate. This problem can be observed when a dynamic test, exciting the 

accelerometer with a 100 Hz sinusoidal wave, is carried out. The test, carried out 

in two different operational conditions (indoor and outdoor), showed that the 

signal remains stable for distances between the two boards of less than 25 m, 

whereas the signal is distorted when the distance is 30 m, as confirmed by the 

relative error soaring from 0.42% to 7.26%. The performance further deteriorates 

in the outdoor environment, where relative errors soar from 1.08% at the 5-meter 

distance to 9.17% and 18.67%, respectively, at the 15-meter and 30-meter 

distances from the receiver board. These tests have demonstrated that, to date, the 

ALE maximum transmission distance depends on the surrounding environment. 

Interference with the surrounding RF noise causes significant concerns about the 

quality of signals. The massive presence of several Wi-Fi networks and RFs is a 
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clear problem for the selected antenna. The receiver cannot recognize the signal 

sent by the sensor board and thus it collects signals coming from different 

sources. 

To conclude the protocol of laboratory tests, a comparison with a reference 

wired accelerometer was carried out. This consists of measuring low-frequency, 

well-known acceleration inputs (sinusoidal and periodic waves), with both the 

MEMS accelerometer system and the wired IEPE sensor. This test aims to 

demonstrate that the ALE behaves as a wired accelerometer even at very low 

frequencies (far below 1 Hz), overcoming the limitations highlighted by other 

commercial and academia-built systems. Tests showed a good agreement, both in 

time and frequency domains, between the data measured by the reference sensor 

and those by the MEMS sensor and obtained from the receiver board. To be 

accurate, it is observed that the measurement error increases as the vibration 

frequency decreases. Overall the relative error is less than 1% (sinusoidal wave 

input) and 2% (periodic wave input), and, thus, the MEMS sensor achieved 

performance comparable to that of the reference sensor, demonstrating its 

capability in measuring low-frequency vibration, with frequency as low as 0.2 Hz 

with a suitable accuracy for normal engineering practices. Furthermore, it is of 

interest to notice that the equivalent accelerations supplied with the reference 

sensor are slightly higher than those supplied with the MEMS one. However, this 

difference is always smaller than 0.40% (0.20 Hz case). On the contrary, signal 

magnitudes evaluated from data recorded with the MEMS accelerometer system 

result slightly higher than those computed from data sampled with the reference 

sensor. However, these differences can be considered as negligible for normal 

engineering practices. 

After these tests, a number of experiments were carried out to demonstrate 

ALE efficacy in monitoring vibration of real engineering structures and practical 

cases of study. In the first experiment the MEMS accelerometer system was used 

to measure oil flow-induced vibration of a flow-loop pipeline. The second 

consisted of a study on the earthquake-induced vibration on a special lab-scale 
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model of one of the stone pinnacles of the Cathedral Church of St. Peter and St. 

Paul in Washington, DC. To conclude, the third experiment was carried out 

deploying the sensor on the Streicker Bridge, a pedestrian bridge which spans at 

the Southern edge of Princeton University campus, Princeton, NJ. These tests 

aimed to demonstrate that the prototype is extremely versatile. It can be used for 

detecting vibration arising from moving parts in industrial fields, for carrying out 

seismic analyses and eventually as alert devices, and for executing typical SHM 

analyses such as ambient vibration detection and modal identification on large 

civil structures. 

The flow-loop pipeline test – independently of the flow rate passing in the oil 

tubing, showed a good agreement, in both time and frequency domains, between 

the measurements by the MEMS accelerometer system and the reference sensor. 

The small errors committed were comparable with those computed in the previous 

tests. In addition, consistent with the observations made in the shaking table tests, 

the measurement error increases as the first mode frequency decreases. 

Furthermore, this test proved the capability of the wireless MEMS accelerometer 

in measuring the closely coupled modes of vibration. 

During the second test, seismic analyses were carried out from data sampled by 

the MEMS-based accelerometer and the sensors used as reference. The 

information regarding the PGA and the Arias Intensity computed with the 

different measuring systems showed errors smaller than 2%, demonstrating, once 

more, the reliability of the built prototype in achieving high standards for the 

seismic monitoring of structures. In particular, the ALE demonstrated the 

possibility of detecting vibrations with frequency below 1 Hz (i.e.: 0.746 Hz) with 

the same accuracy as sensors built for seismic monitoring purposes only. 

To conclude, the test carried out on the Streicker Bridge confirmed the quality 

of the Acceleration Evaluator to be used as a device for ambient vibration 

detection and modal identification of large civil structures. Despite the different 

load and input conditions applied to the bridge (quasi-static load, sinusoidal input, 

and random input), the MEMS accelerometer system detected the amplitude of 
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very small vibration (in the order of 10-2 m∙s-2), which led to modal identification 

of the natural frequencies of the bridge equivalent to those evaluated in previous 

studies and using FEM models. 

The Acceleration Evaluator demonstrated its accuracy in measuring vibration 

relevant to civil and mechanical engineering structures, including those of low 

frequency (up to 0.2 Hz) and low amplitude (in the order of 10-2 m∙s-2). The 

system showed reliability under draining battery power supply too. The only 

weakness highlighted in the study consists of the wireless RF antenna 

performance. Tests conducted revealed the necessity of reducing RF interferences 

over long-distance wireless transmission, which may reduce the accuracy of the 

measurement. One of the future ALE developments will be the identification of a 

more cost-effective transmission system, more immune to noise and interference 

especially in open and large areas. Several solutions have already been researched 

(e.g.: Zigbee, Arduino, AdeniusRF, etc.) to improve transmission range and 

accuracy. In addition, a different wireless RF antenna would allow powering of 

the transmitter board with a power supply different from ± 12 V. This may permit 

use of a different battery package, smaller than the one already used, which means 

a more compact and easy to deploy transmitter board.  Another development 

would be the possibility of using more than one transmitter board with the same 

receiver board. Codifying the transmitted signal would make it possible to 

transmit data coming from different sensor boards to one central receiver and 

acquisition board. 

Once all these problems are optimized and solved, it will be possible to 

miniaturize the transmitter board from its present dimensions to a few square 

centimeters and made it more suitable for deployment on civil structures and parts 

of machinery. Results provided by this analysis are extremely encouraging and 

lead one to presume a bright future for this device, if it can be developed further. 
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Table A.1 – Calibration test data 

α  α a Output σ  

(rad) (°) (m∙s-2) (V) (10-3 mV) 

0 0 9.806 -0.362 8.262 

1/36π 5 9.769 -0.368 8.266 

1/18π 10 9.657 -0.374 8.271 

1/12π 15 9.472 -0.399 8.193 

1/9π 20 9.215 -0.424 8.225 

5/36π 25 8.887 -0.468 8.175 

1/6π 30 8.492 -0.512 8.125 

7/36π 35 8.033 -0.569 8.225 

2/9π 40 7.512 -0.626 8.175 

1/4π 45 6.934 -0.698 8.366 

5/18π 50 6.303 -0.771 8.556 

11/36π 55 5.624 -0.855 8.284 

1/3π 60 4.903 -0.938 8.012 

13/36π 65 4.144 -1.034 7.554 

7/18π 70 3.354 -1.129 7.964 

15/36π 75 2.538 -1.232 7.860 

2/9π 80 1.703 -1.335 7.756 

17/36π 85 0.855 -1.437 7.797 

1/2π 90 0.000 -1.540 7.838 

19/36π 95 -0.855 -1.647 7.913 

5/9π 100 -1.703 -1.755 7.987 

7/12π 105 -2.538 -1.860 8.225 

11/18π 110 -3.354 -1.966 8.714 

23/36π 115 -4.144 -2.058 8.174 

2/3π 120 -4.903 -2.151 7.633 

25/36π 125 -5.624 -2.239 7.594 

13/18π 130 -6.303 -2.327 7.554 

3/4π 135 -6.934 -2.405 8.225 

14/18π 140 -7.512 -2.483 7.379 

29/36π 145 -8.033 -2.546 7.374 

5/6π 150 -8.492 -2.610 7.370 

31/36π 155 -8.887 -2.661 8.225 

8/9π 160 -9.215 -2.712 7.471 

11/12π 165 -9.472 -2.741 7.364 

17/18π 170 -9.657 -2.770 7.257 

35/36π 175 -9.769 -2.783 7.319 

π 180 -9.806 -2.796 7.380 
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Table A.2 – Effect of battery residual charge test data 

Battery voltage Sensor output σ  Battery voltage Sensor output σ 

(V) (V) (10-3 mV)  (V) (V) (10-3 mV) 

12.5 -0.343568 0.84  9.4 -0.343487 1.40 

12.4 -0.343535 0.76  9.3 -0.343545 1.53 

12.3 -0.343586 0.78  9.2 -0.343568 1.40 

12.2 -0.343589 1.37  9.1 -0.343596 1.41 

12.1 -0.343509 1.41  9.0 -0.343567 1.37 

12.0 -0.343486 1.38  8.9 -0.343576 1.37 

11.9 -0.343539 1.43  8.8 -0.343535 1.34 

11.8 -0.343568 1.36  8.7 -0.343562 1.43 

11.7 -0.343545 1.44  8.6 -0.343511 1.40 

11.6 -0.343524 1.43  8.5 -0.343596 1.39 

11.5 -0.343422 1.40  8.4 -0.343586 1.36 

11.4 -0.343526 1.41  8.3 -0.343499 1.35 

11.3 -0.343568 1.42  8.2 -0.343585 1.36 

11.2 -0.343498 1.42  8.1 -0.343569 1.36 

11.1 -0.343528 1.37  8.0 -0.343566 1.40 

11.0 -0.343565 1.38  7.9 -0.343524 1.37 

10.9 -0.343593 1.39  7.8 -0.343472 1.39 

10.8 -0.343510 1.40  7.7 -0.343503 1.38 

10.7 -0.343505 1.39  7.6 -0.343530 1.36 

10.6 -0.343556 1.34  7.5 -0.343566 1.43 

10.5 -0.343428 1.47  7.4 -0.343510 1.41 

10.4 -0.343399 1.50  7.3 -0.343504 1.40 

10.3 -0.343517 1.37  7.2 -0.343463 1.38 

10.2 -0.343499 1.37  7.1 -0.343530 1.35 

10.1 -0.343542 1.38  7.0 -0.327867 12.17 

10.0 -0.343527 1.35  6.9 -0.328080 4.92 

9.9 -0.343555 1.37  6.8 -0.321922 5.71 

9.8 -0.343545 1.38  6.7 -0.319165 2.37 

9.7 -0.343510 1.38  6.6 -0.324346 20.90 

9.6 -0.343570 1.34  6.5 -0.315391 17.49 

9.5 -0.343520 1.50  
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Table A.3 – Calibration chart versus distance test data (5, 10 meters) 

α SensorOUT aTR  aRE, 5 σ  aRE, 10 σ 

(rad) (V) (m∙s-2)  (m∙s-2) (10-3 mV)  (m∙s-2) (10-3 mV) 

0 1.245074 9.8060  9.8124 8.272  9.8144 8.274 

1/36π 1.240459 9.7687  9.7730 8.276  9.7740 8.278 

1/18π 1.226650 9.6570  9.6521 8.281  9.6511 8.283 

1/12π 1.203751 9.4719  9.4766 8.203  9.4776 8.205 

1/9π 1.171936 9.2146  9.2095 8.235  9.2085 8.237 

5/36π 1.131449 8.8873  8.8822 8.185  8.8812 8.187 

1/6π 1.082596 8.4922  8.4966 8.135  8.4966 8.137 

7/36π 1.025750 8.0326  8.0390 8.235  8.0400 8.237 

2/9π 0.961344 7.5118  7.5182 8.185  7.5195 8.187 

1/4π 0.889867 6.9339  6.9382 8.376  6.9402 8.379 

5/18π 0.811864 6.3032  6.2983 8.567  6.3116 8.569 

11/36π 0.727928 5.6245  5.6309 8.294  5.6298 8.297 

1/3π 0.638698 4.9030  4.9073 8.022  4.8971 8.024 

13/36π 0.544853 4.1442  4.1393 7.563  4.1526 7.565 

7/18π 0.447107 3.3538  3.3585 7.974  3.3591 7.976 

15/36π 0.346205 2.5380  2.5329 7.870  2.5321 7.872 

2/9π 0.242914 1.7028  1.6977 7.766  1.7085 7.768 

17/36π 0.138020 0.8546  0.8590 7.807  0.8485 7.809 

1/2π 0.032322 0.0000  0.0064 7.848  0.0000 7.850 

19/36π -0.073377 -0.8546  -0.8482 7.923  -0.8502 7.925 

5/9π -0.178271 -1.7028  -1.6985 7.997  -1.6954 7.999 

7/12π -0.281562 -2.5380  -2.5429 8.235  -2.5303 8.237 

11/18π -0.382464 -3.3538  -3.3474 8.725  -3.3475 8.727 

23/36π -0.480210 -4.1442  -4.1399 8.184  -4.1358 8.186 

2/3π -0.574054 -4.9030  -4.9079 7.643  -4.8977 7.645 

25/36π -0.663284 -5.6245  -5.6198 7.604  -5.6304 7.605 

13/18π -0.747220 -6.3032  -6.3083 7.563  -6.2948 7.565 

3/4π -0.825224 -6.9339  -6.9390 8.235  -6.9286 8.237 

14/18π -0.896700 -7.5118  -7.5074 7.388  -7.5177 7.390 

29/36π -0.961107 -8.0326  -8.0262 7.383  -8.0269 7.385 

5/6π -1.017953 -8.4922  -8.4858 7.379  -8.4983 7.381 

31/36π -1.066805 -8.8873  -8.8830 8.235  -8.8934 8.237 

8/9π -1.107293 -9.2146  -9.2195 7.480  -9.2102 7.482 

11/12π -1.139107 -9.4719  -9.4655 7.373  -9.4645 7.375 

17/18π -1.162006 -9.6570  -9.6527 7.266  -9.6493 7.268 

35/36π -1.175816 -9.7687  -9.7736 7.328  -9.7624 7.330 

π -1.180431 -9.8060  -9.8013 7.389  -9.7976 7.391 
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Table A.4 – Calibration chart versus distance test data (15, 20 meters) 

α SensorOUT aTR  aRE,15 σ  aRE,20 σ 

(rad) (V) (m∙s-2)  (m∙s-2) (10-3 mV)  (m∙s-2) (10-3 mV) 

0 1.245074 9.8060  9.8149 8.275  9.8149 8.276 

1/36π 1.240459 9.7687  9.7745 8.279  9.7746 8.280 

1/18π 1.226650 9.6570  9.6510 8.284  9.6510 8.285 

1/12π 1.203751 9.4719  9.4779 8.206  9.4779 8.207 

1/9π 1.171936 9.2146  9.2083 8.238  9.2085 8.239 

5/36π 1.131449 8.8873  8.8809 8.188  8.8810 8.189 

1/6π 1.082596 8.4922  8.4969 8.138  8.4970 8.139 

7/36π 1.025750 8.0326  8.0402 8.238  8.0402 8.239 

2/9π 0.961344 7.5118  7.5197 8.188  7.5196 8.189 

1/4π 0.889867 6.9339  6.9405 8.379  6.9405 8.380 

5/18π 0.811864 6.3032  6.3117 8.569  6.3122 8.570 

11/36π 0.727928 5.6245  5.6300 8.297  5.6305 8.298 

1/3π 0.638698 4.9030  4.8973 8.025  4.8961 8.025 

13/36π 0.544853 4.1442  4.1531 7.566  4.1538 7.567 

7/18π 0.447107 3.3538  3.3596 7.976  3.3633 7.977 

15/36π 0.346205 2.5380  2.5320 7.872  2.5447 7.873 

2/9π 0.242914 1.7028  1.7088 7.768  1.7117 7.769 

17/36π 0.138020 0.8546  0.8483 7.809  0.8605 7.810 

1/2π 0.032322 0.0000  0.0000 7.850  0.0000 7.851 

19/36π -0.073377 -0.8546  -0.8499 7.925  -0.8486 7.926 

5/9π -0.178271 -1.7028  -1.6952 8.000  -1.7089 8.000 

7/12π -0.281562 -2.5380  -2.5301 8.238  -2.5443 8.239 

11/18π -0.382464 -3.3538  -3.3472 8.728  -3.3490 8.729 

23/36π -0.480210 -4.1442  -4.1357 8.187  -4.1366 8.188 

2/3π -0.574054 -4.9030  -4.8975 7.645  -4.8952 7.646 

25/36π -0.663284 -5.6245  -5.6302 7.606  -5.6179 7.607 

13/18π -0.747220 -6.3032  -6.2943 7.566  -6.2942 7.567 

3/4π -0.825224 -6.9339  -6.9281 8.238  -6.9279 8.239 

14/18π -0.896700 -7.5118  -7.5178 7.391  -7.5187 7.391 

29/36π -0.961107 -8.0326  -8.0266 7.386  -8.0230 7.386 

5/6π -1.017953 -8.4922  -8.4985 7.382  -8.4827 7.382 

31/36π -1.066805 -8.8873  -8.8937 8.238  -8.8806 8.239 

8/9π -1.107293 -9.2146  -9.2099 7.483  -9.2057 7.484 

11/12π -1.139107 -9.4719  -9.4643 7.376  -9.4660 7.376 

17/18π -1.162006 -9.6570  -9.6491 7.268  -9.6630 7.269 

35/36π -1.175816 -9.7687  -9.7621 7.330  -9.7627 7.331 

π -1.180431 -9.8060  -9.7975 7.392  -9.8121 7.392 
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Table A.5 – Calibration chart versus distance test data (25, 30 meters) 

α SensorOUT aTR  aRE,25 σ  aRE,30 σ 

(rad) (V) (m∙s-2)  (m∙s-2) (10-3 mV)  (m∙s-2) (10-3 mV) 

0 1.245074 9.8060  9.7965 8.276  8.9160 18.200 

1/36π 1.240459 9.7687  9.7632 8.280  9.1287 18.209 

1/18π 1.226650 9.6570  9.6645 8.285  10.6070 18.220 

1/12π 1.203751 9.4719  9.4662 8.207  7.9119 18.048 

1/9π 1.171936 9.2146  9.2219 8.239  8.1746 18.119 

5/36π 1.131449 8.8873  8.8960 8.189  8.0173 18.009 

1/6π 1.082596 8.4922  8.4857 8.139  8.9622 17.899 

7/36π 1.025750 8.0326  8.0281 8.239  7.2726 18.119 

2/9π 0.961344 7.5118  7.5216 8.189  8.1818 18.009 

1/4π 0.889867 6.9339  6.9244 8.381  6.0439 18.429 

5/18π 0.811864 6.3032  6.2977 8.571  5.6632 18.848 

11/36π 0.727928 5.6245  5.6320 8.298  6.5745 18.249 

1/3π 0.638698 4.9030  4.8973 8.026  3.3430 17.650 

13/36π 0.544853 4.1442  4.1515 7.567  3.1042 16.641 

7/18π 0.447107 3.3538  3.3625 7.978  2.4838 17.544 

15/36π 0.346205 2.5380  2.5315 7.874  3.0080 17.315 

2/9π 0.242914 1.7028  1.6983 7.770  0.9428 17.086 

17/36π 0.138020 0.8546  0.8644 7.811  1.5246 17.176 

1/2π 0.032322 0.0000  -0.0095 7.852  -0.8900 17.266 

19/36π -0.073377 -0.8546  -0.8601 7.927  -1.4946 17.432 

5/9π -0.178271 -1.7028  -1.6953 8.001  -0.7528 17.595 

7/12π -0.281562 -2.5380  -2.5437 8.239  -4.0980 18.119 

11/18π -0.382464 -3.3538  -3.3465 8.729  -4.3938 19.196 

23/36π -0.480210 -4.1442  -4.1355 8.188  -5.0142 18.007 

2/3π -0.574054 -4.9030  -4.9095 7.646  -4.4330 16.815 

25/36π -0.663284 -5.6245  -5.6290 7.607  -6.3845 16.729 

13/18π -0.747220 -6.3032  -6.2934 7.567  -5.6332 16.641 

3/4π -0.825224 -6.9339  -6.9434 8.239  -7.8239 18.119 

14/18π -0.896700 -7.5118  -7.5173 7.392  -8.1518 16.255 

29/36π -0.961107 -8.0326  -8.0251 7.387  -7.0826 16.244 

5/6π -1.017953 -8.4922  -8.4979 7.383  -10.0522 16.235 

31/36π -1.066805 -8.8873  -8.8800 8.239  -9.9273 18.119 

8/9π -1.107293 -9.2146  -9.2059 7.484  -10.0846 16.458 

11/12π -1.139107 -9.4719  -9.4784 7.377  -9.0019 16.222 

17/18π -1.162006 -9.6570  -9.6615 7.270  -10.4170 15.986 

35/36π -1.175816 -9.7687  -9.7589 7.332  -9.0987 16.123 

π -1.180431 -9.8060  -9.8155 7.393  -10.6960 16.257 
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Table A.6 – Mean values and standard deviations for the 5 Hz sinusoidal wave excitation 

Time ࢞ഥRef σRef  ࢞ഥMEMS σMEMS  

(s) (m∙s-2) (m∙s-2)  (m∙s-2) (m∙s-2)  

0.00 -0.0138 0.0002  0.0002 0.0002  

0.01 -0.0194 0.0002  0.0002 0.0003  

0.02 -0.0224 0.0004  0.0004 0.0003  

0.03 -0.0234 0.0004  0.0004 0.0003  

0.04 -0.0228 0.0004  0.0004 0.0003  

0.05 -0.0203 0.0006  0.0006 0.0004  

0.06 -0.0157 0.0006  0.0006 0.0005  

0.07 -0.0094 0.0005  0.0005 0.0003  

0.08 -0.0025 0.0004  0.0004 0.0004  

0.09 0.0044 0.0003  0.0003 0.0003  

0.10 0.0111 0.0004  0.0004 0.0005  

0.11 0.0169 0.0006  0.0006 0.0006  

0.12 0.0210 0.0006  0.0006 0.0006  

0.13 0.0225 0.0004  0.0004 0.0004  

0.14 0.0213 0.0005  0.0005 0.0004  

0.15 0.0182 0.0006  0.0006 0.0004  

0.16 0.0141 0.0004  0.0004 0.0005  

0.17 0.0089 0.0005  0.0005 0.0006  

0.18 0.0020 0.0004  0.0004 0.0004  

0.19 -0.0061 0.0001  0.0001 0.0002  

0.20 -0.0138 0.0002  0.0002 0.0003  
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Table A.7 – Mean values and standard deviations for the 2 Hz sinusoidal wave excitation 

Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.00 0.0214 0.0004 0.0213 0.0004 0.37 -0.0113 0.0002 -0.0113 0.0002 

0.01 0.0228 0.0003 0.0227 0.0005 0.38 -0.0088 0.0001 -0.0087 0.0002 

0.02 0.0238 0.0005 0.0239 0.0005 0.39 -0.0060 0.0004 -0.0060 0.0002 

0.03 0.0242 0.0001 0.0244 0.0005 0.40 -0.0030 0.0005 -0.0030 0.0001 

0.04 0.0242 0.0002 0.0242 0.0005 0.41 0.0002 0.0004 0.0002 0.0001 

0.05 0.0235 0.0002 0.0234 0.0005 0.42 0.0036 0.0001 0.0036 0.0001 

0.06 0.0224 0.0001 0.0225 0.0005 0.43 0.0069 0.0001 0.0069 0.0002 

0.07 0.0209 0.0000 0.0210 0.0004 0.44 0.0099 0.0003 0.0100 0.0002 

0.08 0.0192 0.0000 0.0191 0.0004 0.45 0.0125 0.0003 0.0125 0.0002 

0.09 0.0171 0.0001 0.0172 0.0003 0.46 0.0146 0.0002 0.0147 0.0003 

0.10 0.0149 0.0002 0.0148 0.0003 0.47 0.0164 0.0000 0.0164 0.0003 

0.11 0.0125 0.0004 0.0126 0.0003 0.48 0.0180 0.0003 0.0181 0.0004 

0.12 0.0099 0.0006 0.0099 0.0002 0.49 0.0196 0.0004 0.0197 0.0004 

0.13 0.0073 0.0007 0.0073 0.0002 0.50 0.0214 0.0000 0.0215 0.0004 

0.14 0.0045 0.0006 0.0046 0.0002      

0.15 0.0016 0.0006 0.0016 0.0001      

0.16 -0.0015 0.0005 -0.0015 0.0001      

0.17 -0.0047 0.0003 -0.0048 0.0001      

0.18 -0.0080 0.0001 -0.0080 0.0002      

0.19 -0.0110 0.0000 -0.0111 0.0002      

0.20 -0.0137 0.0002 -0.0136 0.0003      

0.21 -0.0160 0.0002 -0.0160 0.0003      

0.22 -0.0181 0.0001 -0.0182 0.0004      

0.23 -0.0199 0.0000 -0.0200 0.0004      

0.24 -0.0215 0.0001 -0.0215 0.0004      

0.25 -0.0229 0.0002 -0.0230 0.0005      

0.26 -0.0240 0.0000 -0.0239 0.0005      

0.27 -0.0248 0.0002 -0.0249 0.0005      

0.28 -0.0251 0.0003 -0.0252 0.0005      

0.29 -0.0250 0.0004 -0.0250 0.0005      

0.30 -0.0244 0.0003 -0.0244 0.0005      

0.31 -0.0234 0.0002 -0.0232 0.0005      

0.32 -0.0219 0.0001 -0.0219 0.0004      

0.33 -0.0202 0.0003 -0.0203 0.0004      

0.34 -0.0182 0.0005 -0.0183 0.0004      

0.35 -0.0160 0.0006 -0.0161 0.0003      

0.36 -0.0137 0.0004 -0.0139 0.0003      
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Table A.8 – Mean values and standard deviations for the 1 Hz sinusoidal wave excitation 

Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.00 0.0108 0.0001 0.0107 0.0002 0.37 -0.0185 0.0002 -0.0185 0.0005 

0.01 0.0101 0.0001 0.0103 0.0002 0.38 -0.0186 0.0001 -0.0186 0.0005 

0.02 0.0094 0.0001 0.0093 0.0002 0.39 -0.0187 0.0001 -0.0188 0.0005 

0.03 0.0086 0.0002 0.0087 0.0003 0.40 -0.0188 0.0001 -0.0188 0.0005 

0.04 0.0078 0.0002 0.0077 0.0003 0.41 -0.0189 0.0004 -0.0189 0.0005 

0.05 0.0070 0.0003 0.0071 0.0004 0.42 -0.0189 0.0004 -0.0189 0.0005 

0.06 0.0061 0.0003 0.0061 0.0004 0.43 -0.0188 0.0004 -0.0189 0.0004 

0.07 0.0052 0.0004 0.0053 0.0004 0.44 -0.0186 0.0006 -0.0186 0.0004 

0.08 0.0043 0.0004 0.0043 0.0003 0.45 -0.0184 0.0006 -0.0185 0.0003 

0.09 0.0034 0.0004 0.0035 0.0003 0.46 -0.0181 0.0005 -0.0180 0.0003 

0.10 0.0025 0.0005 0.0025 0.0002 0.47 -0.0176 0.0004 -0.0176 0.0003 

0.11 0.0016 0.0005 0.0016 0.0002 0.48 -0.0171 0.0003 -0.0173 0.0002 

0.12 0.0007 0.0005 0.0007 0.0005 0.49 -0.0165 0.0002 -0.0167 0.0002 

0.13 -0.0002 0.0005 -0.0002 0.0004 0.50 -0.0158 0.0002 -0.0156 0.0002 

0.14 -0.0012 0.0005 -0.0012 0.0004 0.51 -0.0150 0.0001 -0.0152 0.0001 

0.15 -0.0022 0.0002 -0.0022 0.0005 0.52 -0.0142 0.0003 -0.0140 0.0001 

0.16 -0.0033 0.0004 -0.0032 0.0006 0.53 -0.0133 0.0005 -0.0134 0.0001 

0.17 -0.0043 0.0004 -0.0044 0.0004 0.54 -0.0124 0.0006 -0.0125 0.0002 

0.18 -0.0055 0.0004 -0.0054 0.0002 0.55 -0.0115 0.0006 -0.0115 0.0002 

0.19 -0.0066 0.0006 -0.0067 0.0001 0.56 -0.0105 0.0004 -0.0106 0.0003 

0.20 -0.0078 0.0006 -0.0077 0.0004 0.57 -0.0096 0.0004 -0.0095 0.0003 

0.21 -0.0090 0.0005 -0.0088 0.0005 0.58 -0.0086 0.0004 -0.0086 0.0004 

0.22 -0.0101 0.0004 -0.0102 0.0004 0.59 -0.0076 0.0005 -0.0076 0.0004 

0.23 -0.0112 0.0003 -0.0111 0.0001 0.60 -0.0067 0.0006 -0.0067 0.0004 

0.24 -0.0123 0.0004 -0.0124 0.0001 0.61 -0.0057 0.0004 -0.0057 0.0005 

0.25 -0.0133 0.0006 -0.0132 0.0003 0.62 -0.0047 0.0006 -0.0047 0.0003 

0.26 -0.0142 0.0006 -0.0144 0.0003 0.63 -0.0036 0.0006 -0.0037 0.0003 

0.27 -0.0149 0.0001 -0.0149 0.0002 0.64 -0.0026 0.0001 -0.0025 0.0004 

0.28 -0.0156 0.0003 -0.0156 0.0000 0.65 -0.0015 0.0003 -0.0015 0.0004 

0.29 -0.0162 0.0002 -0.0163 0.0003 0.66 -0.0004 0.0003 -0.0004 0.0004 

0.30 -0.0167 0.0001 -0.0168 0.0002 0.67 0.0007 0.0002 0.0007 0.0005 

0.31 -0.0172 0.0002 -0.0172 0.0002 0.68 0.0018 0.0002 0.0018 0.0006 

0.32 -0.0175 0.0004 -0.0176 0.0002 0.69 0.0029 0.0002 0.0029 0.0004 

0.33 -0.0178 0.0003 -0.0177 0.0001 0.70 0.0039 0.0001 0.0039 0.0002 

0.34 -0.0180 0.0003 -0.0183 0.0003 0.71 0.0050 0.0001 0.0049 0.0003 

0.35 -0.0182 0.0002 -0.0180 0.0003 0.72 0.0060 0.0001 0.0059 0.0005 

0.36 -0.0184 0.0002 -0.0183 0.0004 0.73 0.0069 0.0004 0.0069 0.0004 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.74 0.0079 0.0005 0.0078 0.0004 

0.75 0.0088 0.0004 0.0088 0.0003 

0.76 0.0097 0.0001 0.0096 0.0002 

0.77 0.0105 0.0001 0.0105 0.0002 

0.78 0.0113 0.0003 0.0113 0.0004 

0.79 0.0121 0.0003 0.0121 0.0004 

0.80 0.0128 0.0002 0.0129 0.0004 

0.81 0.0134 0.0000 0.0134 0.0006 

0.82 0.0140 0.0003 0.0139 0.0006 

0.83 0.0144 0.0004 0.0143 0.0005 

0.84 0.0148 0.0000 0.0148 0.0004 

0.85 0.0151 0.0006 0.0149 0.0003 

0.86 0.0153 0.0005 0.0154 0.0004 

0.87 0.0154 0.0003 0.0155 0.0006 

0.88 0.0155 0.0001 0.0154 0.0006 

0.89 0.0155 0.0000 0.0154 0.0004 

0.90 0.0154 0.0002 0.0154 0.0005 

0.91 0.0152 0.0002 0.0153 0.0006 

0.92 0.0149 0.0001 0.0149 0.0004 

0.93 0.0146 0.0000 0.0146 0.0005 

0.94 0.0142 0.0001 0.0142 0.0004 

0.95 0.0137 0.0002 0.0137 0.0001 

0.96 0.0132 0.0000 0.0132 0.0002 

0.97 0.0127 0.0002 0.0126 0.0003 

0.98 0.0121 0.0003 0.0120 0.0003 

0.99 0.0115 0.0004 0.0114 0.0002 

1.00 0.0108 0.0003 0.0107 0.0002 
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Table A.9 – Mean values and standard deviations for the 0.5 Hz sinusoidal wave excitation 

Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.00 -0.0180 0.0002 -0.0176 0.0001 0.37 0.0072 0.0006 0.0071 0.0005 

0.01 -0.0171 0.0002 -0.0167 0.0002 0.38 0.0086 0.0001 0.0088 0.0004 

0.02 -0.0163 0.0004 -0.0166 0.0002 0.39 0.0100 0.0003 0.0104 0.0001 

0.03 -0.0154 0.0004 -0.0151 0.0003 0.40 0.0116 0.0004 0.0117 0.0001 

0.04 -0.0147 0.0004 -0.0150 0.0003 0.41 0.0131 0.0003 0.0132 0.0001 

0.05 -0.0139 0.0006 -0.0143 0.0004 0.42 0.0145 0.0002 0.0142 0.0002 

0.06 -0.0132 0.0006 -0.0133 0.0004 0.43 0.0158 0.0001 0.0161 0.0002 

0.07 -0.0125 0.0005 -0.0126 0.0004 0.44 0.0169 0.0003 0.0164 0.0003 

0.08 -0.0118 0.0004 -0.0115 0.0005 0.45 0.0177 0.0005 0.0175 0.0003 

0.09 -0.0110 0.0003 -0.0113 0.0003 0.46 0.0183 0.0006 0.0184 0.0004 

0.10 -0.0102 0.0004 -0.0098 0.0003 0.47 0.0185 0.0004 0.0191 0.0004 

0.11 -0.0095 0.0006 -0.0094 0.0004 0.48 0.0186 0.0002 0.0190 0.0004 

0.12 -0.0087 0.0006 -0.0088 0.0004 0.49 0.0185 0.0001 0.0179 0.0005 

0.13 -0.0080 0.0004 -0.0082 0.0004 0.50 0.0183 0.0004 0.0183 0.0005 

0.14 -0.0072 0.0005 -0.0074 0.0005 0.51 0.0181 0.0005 0.0177 0.0005 

0.15 -0.0065 0.0004 -0.0063 0.0006 0.52 0.0179 0.0004 0.0174 0.0005 

0.16 -0.0058 0.0004 -0.0058 0.0004 0.53 0.0179 0.0001 0.0183 0.0005 

0.17 -0.0051 0.0004 -0.0050 0.0002 0.54 0.0179 0.0001 0.0175 0.0002 

0.18 -0.0043 0.0006 -0.0041 0.0003 0.55 0.0181 0.0003 0.0184 0.0004 

0.19 -0.0036 0.0006 -0.0037 0.0005 0.56 0.0184 0.0003 0.0189 0.0004 

0.20 -0.0028 0.0005 -0.0027 0.0004 0.57 0.0188 0.0002 0.0190 0.0004 

0.21 -0.0020 0.0004 -0.0021 0.0004 0.58 0.0194 0.0000 0.0196 0.0006 

0.22 -0.0014 0.0003 -0.0014 0.0003 0.59 0.0199 0.0003 0.0195 0.0006 

0.23 -0.0008 0.0002 -0.0008 0.0002 0.60 0.0205 0.0004 0.0210 0.0005 

0.24 -0.0003 0.0002 -0.0003 0.0002 0.61 0.0211 0.0006 0.0208 0.0004 

0.25 0.0000 0.0001 0.0000 0.0004 0.62 0.0216 0.0006 0.0214 0.0003 

0.26 0.0003 0.0003 0.0003 0.0006 0.63 0.0220 0.0004 0.0222 0.0004 

0.27 0.0005 0.0005 0.0005 0.0005 0.64 0.0223 0.0004 0.0227 0.0006 

0.28 0.0007 0.0006 0.0007 0.0004 0.65 0.0224 0.0004 0.0229 0.0006 

0.29 0.0009 0.0006 0.0009 0.0003 0.66 0.0225 0.0005 0.0220 0.0001 

0.30 0.0012 0.0004 0.0012 0.0004 0.67 0.0224 0.0006 0.0224 0.0003 

0.31 0.0017 0.0004 0.0017 0.0006 0.68 0.0223 0.0004 0.0219 0.0002 

0.32 0.0022 0.0004 0.0022 0.0006 0.69 0.0222 0.0002 0.0219 0.0001 

0.33 0.0030 0.0005 0.0030 0.0004 0.70 0.0222 0.0002 0.0227 0.0002 

0.34 0.0038 0.0006 0.0038 0.0005 0.71 0.0224 0.0002 0.0219 0.0004 

0.35 0.0048 0.0004 0.0045 0.0006 0.72 0.0227 0.0002 0.0231 0.0003 

0.36 0.0060 0.0006 0.0062 0.0004 0.73 0.0231 0.0003 0.0236 0.0003 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.74 0.0237 0.0003 0.0239 0.0002 1.11 0.0055 0.0004 0.0056 0.0004 

0.75 0.0242 0.0004 0.0245 0.0004 1.12 0.0049 0.0004 0.0047 0.0002 

0.76 0.0247 0.0004 0.0242 0.0003 1.13 0.0044 0.0005 0.0044 0.0001 

0.77 0.0251 0.0004 0.0255 0.0005 1.14 0.0040 0.0005 0.0040 0.0004 

0.78 0.0252 0.0003 0.0247 0.0001 1.15 0.0035 0.0005 0.0036 0.0005 

0.79 0.0251 0.0003 0.0249 0.0002 1.16 0.0030 0.0005 0.0031 0.0004 

0.80 0.0248 0.0002 0.0251 0.0002 1.17 0.0024 0.0005 0.0024 0.0001 

0.81 0.0243 0.0002 0.0250 0.0001 1.18 0.0018 0.0005 0.0018 0.0001 

0.82 0.0236 0.0005 0.0241 0.0000 1.19 0.0011 0.0005 0.0010 0.0003 

0.83 0.0228 0.0004 0.0225 0.0000 1.20 0.0002 0.0004 0.0002 0.0003 

0.84 0.0219 0.0004 0.0219 0.0001 1.21 -0.0008 0.0004 -0.0008 0.0002 

0.85 0.0210 0.0005 0.0206 0.0002 1.22 -0.0018 0.0004 -0.0018 0.0000 

0.86 0.0202 0.0006 0.0200 0.0004 1.23 -0.0029 0.0003 -0.0030 0.0003 

0.87 0.0194 0.0004 0.0200 0.0006 1.24 -0.0040 0.0003 -0.0042 0.0004 

0.88 0.0187 0.0002 0.0183 0.0007 1.25 -0.0051 0.0002 -0.0052 0.0000 

0.89 0.0181 0.0001 0.0185 0.0006 1.26 -0.0061 0.0002 -0.0062 0.0002 

0.90 0.0177 0.0004 0.0182 0.0006 1.27 -0.0071 0.0002 -0.0069 0.0002 

0.91 0.0174 0.0005 0.0176 0.0005 1.28 -0.0079 0.0001 -0.0081 0.0002 

0.92 0.0172 0.0004 0.0174 0.0003 1.29 -0.0087 0.0005 -0.0084 0.0003 

0.93 0.0171 0.0001 0.0168 0.0001 1.30 -0.0095 0.0004 -0.0094 0.0003 

0.94 0.0171 0.0001 0.0176 0.0000 1.31 -0.0102 0.0003 -0.0103 0.0004 

0.95 0.0170 0.0003 0.0164 0.0002 1.32 -0.0108 0.0004 -0.0112 0.0004 

0.96 0.0168 0.0003 0.0167 0.0002 1.33 -0.0115 0.0006 -0.0117 0.0004 

0.97 0.0166 0.0002 0.0168 0.0001 1.34 -0.0121 0.0006 -0.0117 0.0003 

0.98 0.0162 0.0000 0.0167 0.0000 1.35 -0.0126 0.0004 -0.0126 0.0003 

0.99 0.0157 0.0003 0.0160 0.0001 1.36 -0.0132 0.0005 -0.0129 0.0002 

1.00 0.0150 0.0002 0.0146 0.0002 1.37 -0.0137 0.0006 -0.0139 0.0002 

1.01 0.0142 0.0002 0.0142 0.0000 1.38 -0.0143 0.0004 -0.0149 0.0005 

1.02 0.0133 0.0002 0.0130 0.0002 1.39 -0.0150 0.0005 -0.0147 0.0004 

1.03 0.0123 0.0001 0.0115 0.0003 1.40 -0.0157 0.0004 -0.0160 0.0004 

1.04 0.0112 0.0003 0.0117 0.0004 1.41 -0.0164 0.0002 -0.0169 0.0005 

1.05 0.0102 0.0003 0.0100 0.0003 1.42 -0.0172 0.0002 -0.0174 0.0006 

1.06 0.0092 0.0004 0.0094 0.0002 1.43 -0.0179 0.0002 -0.0181 0.0004 

1.07 0.0083 0.0005 0.0086 0.0001 1.44 -0.0186 0.0003 -0.0182 0.0002 

1.08 0.0075 0.0005 0.0076 0.0003 1.45 -0.0192 0.0003 -0.0198 0.0001 

1.09 0.0068 0.0005 0.0068 0.0005 1.46 -0.0197 0.0004 -0.0192 0.0004 

1.10 0.0061 0.0004 0.0060 0.0006 1.47 -0.0200 0.0001 -0.0198 0.0005 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

1.48 -0.0203 0.0001 -0.0205 0.0004 1.85 -0.0266 0.0002 -0.0260 0.0003 

1.49 -0.0205 0.0001 -0.0210 0.0001 1.86 -0.0263 0.0005 -0.0263 0.0004 

1.50 -0.0207 0.0002 -0.0211 0.0001 1.87 -0.0259 0.0004 -0.0254 0.0003 

1.51 -0.0210 0.0002 -0.0205 0.0003 1.88 -0.0255 0.0004 -0.0250 0.0005 

1.52 -0.0214 0.0003 -0.0214 0.0003 1.89 -0.0251 0.0005 -0.0256 0.0006 

1.53 -0.0220 0.0003 -0.0215 0.0002 1.90 -0.0248 0.0006 -0.0243 0.0006 

1.54 -0.0228 0.0004 -0.0224 0.0000 1.91 -0.0244 0.0004 -0.0249 0.0004 

1.55 -0.0237 0.0004 -0.0242 0.0003 1.92 -0.0242 0.0002 -0.0246 0.0004 

1.56 -0.0249 0.0004 -0.0244 0.0002 1.93 -0.0239 0.0001 -0.0242 0.0004 

1.57 -0.0261 0.0005 -0.0266 0.0002 1.94 -0.0237 0.0002 -0.0240 0.0005 

1.58 -0.0272 0.0005 -0.0277 0.0002 1.95 -0.0235 0.0003 -0.0230 0.0006 

1.59 -0.0283 0.0005 -0.0285 0.0001 1.96 -0.0232 0.0003 -0.0237 0.0004 

1.60 -0.0291 0.0005 -0.0294 0.0003 1.97 -0.0228 0.0002 -0.0228 0.0002 

1.61 -0.0297 0.0005 -0.0291 0.0003 1.98 -0.0222 0.0002 -0.0220 0.0003 

1.62 -0.0300 0.0002 -0.0305 0.0004 1.99 -0.0215 0.0002 -0.0217 0.0005 

1.63 -0.0300 0.0004 -0.0298 0.0005 2.00 -0.0207 0.0006 -0.0203 0.0001 

1.64 -0.0298 0.0004 -0.0295 0.0005      

1.65 -0.0294 0.0004 -0.0297 0.0005      

1.66 -0.0290 0.0006 -0.0293 0.0005      

1.67 -0.0285 0.0006 -0.0290 0.0005      

1.68 -0.0279 0.0005 -0.0274 0.0005      

1.69 -0.0274 0.0004 -0.0274 0.0004      

1.70 -0.0269 0.0003 -0.0264 0.0004      

1.71 -0.0265 0.0004 -0.0259 0.0003      

1.72 -0.0261 0.0006 -0.0267 0.0003      

1.73 -0.0259 0.0006 -0.0254 0.0003      

1.74 -0.0258 0.0001 -0.0263 0.0002      

1.75 -0.0258 0.0003 -0.0262 0.0002      

1.76 -0.0259 0.0002 -0.0261 0.0002      

1.77 -0.0261 0.0001 -0.0263 0.0001      

1.78 -0.0263 0.0002 -0.0258 0.0002      

1.79 -0.0266 0.0004 -0.0264 0.0003      

1.80 -0.0263 0.0003 -0.0258 0.0003      

1.81 -0.0270 0.0003 -0.0267 0.0003      

1.82 -0.0271 0.0002 -0.0274 0.0003      

1.83 -0.0270 0.0002 -0.0276 0.0004      

1.84 -0.0269 0.0002 -0.0274 0.0005      
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Table A.10 – Mean values and standard deviations for the 0.2 Hz sinusoidal wave excitation 

Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.00 -0.0064 0.0002 -0.0067 0.0001 0.37 -0.0052 0.0006 -0.0050 0.0005 

0.01 -0.0069 0.0002 -0.0073 0.0002 0.38 -0.0055 0.0001 -0.0057 0.0004 

0.02 -0.0074 0.0004 -0.0070 0.0002 0.39 -0.0059 0.0003 -0.0062 0.0001 

0.03 -0.0077 0.0004 -0.0081 0.0003 0.40 -0.0063 0.0004 -0.0064 0.0001 

0.04 -0.0081 0.0004 -0.0078 0.0003 0.41 -0.0067 0.0003 -0.0068 0.0001 

0.05 -0.0083 0.0006 -0.0079 0.0004 0.42 -0.0071 0.0002 -0.0068 0.0002 

0.06 -0.0084 0.0006 -0.0083 0.0004 0.43 -0.0075 0.0001 -0.0078 0.0002 

0.07 -0.0085 0.0005 -0.0084 0.0004 0.44 -0.0080 0.0003 -0.0075 0.0003 

0.08 -0.0085 0.0004 -0.0088 0.0005 0.45 -0.0084 0.0005 -0.0082 0.0003 

0.09 -0.0085 0.0003 -0.0081 0.0003 0.46 -0.0089 0.0006 -0.0090 0.0004 

0.10 -0.0084 0.0004 -0.0088 0.0003 0.47 -0.0093 0.0004 -0.0098 0.0004 

0.11 -0.0082 0.0006 -0.0083 0.0004 0.48 -0.0097 0.0002 -0.0101 0.0004 

0.12 -0.0080 0.0006 -0.0079 0.0004 0.49 -0.0101 0.0001 -0.0095 0.0005 

0.13 -0.0078 0.0004 -0.0075 0.0004 0.50 -0.0104 0.0004 -0.0104 0.0005 

0.14 -0.0075 0.0005 -0.0074 0.0005 0.51 -0.0107 0.0005 -0.0104 0.0005 

0.15 -0.0072 0.0004 -0.0074 0.0006 0.52 -0.0110 0.0004 -0.0105 0.0005 

0.16 -0.0069 0.0004 -0.0069 0.0004 0.53 -0.0112 0.0001 -0.0116 0.0005 

0.17 -0.0066 0.0004 -0.0067 0.0002 0.54 -0.0114 0.0001 -0.0110 0.0002 

0.18 -0.0062 0.0006 -0.0065 0.0003 0.55 -0.0115 0.0003 -0.0119 0.0004 

0.19 -0.0059 0.0006 -0.0058 0.0005 0.56 -0.0116 0.0003 -0.0121 0.0004 

0.20 -0.0056 0.0005 -0.0057 0.0004 0.57 -0.0116 0.0002 -0.0118 0.0004 

0.21 -0.0053 0.0004 -0.0053 0.0004 0.58 -0.0115 0.0000 -0.0117 0.0006 

0.22 -0.0050 0.0003 -0.0050 0.0003 0.59 -0.0114 0.0003 -0.0110 0.0006 

0.23 -0.0048 0.0002 -0.0048 0.0002 0.60 -0.0112 0.0004 -0.0117 0.0005 

0.24 -0.0045 0.0002 -0.0045 0.0002 0.61 -0.0110 0.0006 -0.0107 0.0004 

0.25 -0.0043 0.0001 -0.0043 0.0004 0.62 -0.0108 0.0006 -0.0106 0.0003 

0.26 -0.0042 0.0003 -0.0042 0.0006 0.63 -0.0105 0.0004 -0.0107 0.0004 

0.27 -0.0040 0.0005 -0.0040 0.0005 0.64 -0.0102 0.0004 -0.0107 0.0006 

0.28 -0.0040 0.0006 -0.0040 0.0004 0.65 -0.0099 0.0004 -0.0103 0.0006 

0.29 -0.0039 0.0006 -0.0039 0.0003 0.66 -0.0095 0.0005 -0.0090 0.0001 

0.30 -0.0039 0.0004 -0.0040 0.0004 0.67 -0.0091 0.0006 -0.0091 0.0003 

0.31 -0.0040 0.0004 -0.0040 0.0006 0.68 -0.0088 0.0004 -0.0083 0.0002 

0.32 -0.0041 0.0004 -0.0040 0.0006 0.69 -0.0084 0.0002 -0.0081 0.0001 

0.33 -0.0042 0.0005 -0.0042 0.0004 0.70 -0.0081 0.0002 -0.0086 0.0002 

0.34 -0.0044 0.0006 -0.0043 0.0005 0.71 -0.0078 0.0002 -0.0073 0.0004 

0.35 -0.0046 0.0004 -0.0043 0.0006 0.72 -0.0075 0.0002 -0.0080 0.0003 

0.36 -0.0049 0.0006 -0.0051 0.0004 0.73 -0.0073 0.0003 -0.0078 0.0003 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.74 -0.0071 0.0003 -0.0073 0.0002 1.11 -0.0141 0.0004 -0.0143 0.0004 

0.75 -0.0070 0.0004 -0.0072 0.0004 1.12 -0.0143 0.0004 -0.0141 0.0002 

0.76 -0.0069 0.0004 -0.0064 0.0003 1.13 -0.0145 0.0005 -0.0145 0.0001 

0.77 -0.0068 0.0004 -0.0073 0.0005 1.14 -0.0147 0.0005 -0.0148 0.0004 

0.78 -0.0069 0.0003 -0.0064 0.0001 1.15 -0.0150 0.0005 -0.0151 0.0005 

0.79 -0.0070 0.0003 -0.0067 0.0002 1.16 -0.0153 0.0005 -0.0154 0.0004 

0.80 -0.0071 0.0002 -0.0073 0.0002 1.17 -0.0157 0.0005 -0.0156 0.0001 

0.81 -0.0073 0.0002 -0.0080 0.0001 1.18 -0.0161 0.0005 -0.0161 0.0001 

0.82 -0.0075 0.0005 -0.0080 0.0000 1.19 -0.0165 0.0005 -0.0165 0.0003 

0.83 -0.0078 0.0004 -0.0075 0.0000 1.20 -0.0170 0.0004 -0.0170 0.0003 

0.84 -0.0081 0.0004 -0.0081 0.0001 1.21 -0.0175 0.0004 -0.0175 0.0002 

0.85 -0.0084 0.0005 -0.0080 0.0002 1.22 -0.0181 0.0004 -0.0181 0.0000 

0.86 -0.0088 0.0006 -0.0086 0.0004 1.23 -0.0186 0.0003 -0.0186 0.0003 

0.87 -0.0092 0.0004 -0.0098 0.0006 1.24 -0.0192 0.0003 -0.0191 0.0004 

0.88 -0.0096 0.0002 -0.0092 0.0007 1.25 -0.0198 0.0002 -0.0198 0.0000 

0.89 -0.0100 0.0001 -0.0103 0.0006 1.26 -0.0204 0.0002 -0.0204 0.0002 

0.90 -0.0103 0.0004 -0.0109 0.0006 1.27 -0.0210 0.0002 -0.0212 0.0002 

0.91 -0.0107 0.0005 -0.0109 0.0005 1.28 -0.0216 0.0001 -0.0214 0.0002 

0.92 -0.0111 0.0004 -0.0112 0.0003 1.29 -0.0222 0.0005 -0.0225 0.0003 

0.93 -0.0114 0.0001 -0.0111 0.0001 1.30 -0.0228 0.0004 -0.0229 0.0003 

0.94 -0.0117 0.0001 -0.0122 0.0000 1.31 -0.0233 0.0003 -0.0232 0.0004 

0.95 -0.0120 0.0003 -0.0114 0.0002 1.32 -0.0238 0.0004 -0.0234 0.0004 

0.96 -0.0123 0.0003 -0.0121 0.0002 1.33 -0.0242 0.0006 -0.0240 0.0004 

0.97 -0.0125 0.0002 -0.0127 0.0001 1.34 -0.0246 0.0006 -0.0250 0.0003 

0.98 -0.0127 0.0000 -0.0132 0.0000 1.35 -0.0250 0.0004 -0.0250 0.0003 

0.99 -0.0129 0.0003 -0.0132 0.0001 1.36 -0.0253 0.0005 -0.0256 0.0002 

1.00 -0.0131 0.0002 -0.0126 0.0002 1.37 -0.0256 0.0006 -0.0254 0.0002 

1.01 -0.0132 0.0002 -0.0132 0.0000 1.38 -0.0258 0.0004 -0.0252 0.0005 

1.02 -0.0133 0.0002 -0.0131 0.0002 1.39 -0.0259 0.0005 -0.0262 0.0004 

1.03 -0.0134 0.0001 -0.0127 0.0003 1.40 -0.0261 0.0004 -0.0258 0.0004 

1.04 -0.0135 0.0003 -0.0139 0.0004 1.41 -0.0262 0.0002 -0.0257 0.0005 

1.05 -0.0136 0.0003 -0.0134 0.0003 1.42 -0.0262 0.0002 -0.0260 0.0006 

1.06 -0.0136 0.0004 -0.0138 0.0002 1.43 -0.0262 0.0002 -0.0260 0.0004 

1.07 -0.0137 0.0005 -0.0140 0.0001 1.44 -0.0262 0.0003 -0.0266 0.0002 

1.08 -0.0138 0.0005 -0.0139 0.0003 1.45 -0.0261 0.0003 -0.0256 0.0001 

1.09 -0.0139 0.0005 -0.0140 0.0005 1.46 -0.0261 0.0004 -0.0266 0.0004 

1.10 -0.0140 0.0004 -0.0139 0.0006 1.47 -0.0260 0.0001 -0.0262 0.0005 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

1.48 -0.0259 0.0001 -0.0257 0.0004 1.85 -0.0228 0.0002 -0.0234 0.0003 

1.49 -0.0258 0.0001 -0.0252 0.0001 1.86 -0.0224 0.0005 -0.0224 0.0004 

1.50 -0.0256 0.0002 -0.0252 0.0001 1.87 -0.0220 0.0004 -0.0225 0.0003 

1.51 -0.0255 0.0002 -0.0261 0.0003 1.88 -0.0216 0.0004 -0.0221 0.0005 

1.52 -0.0254 0.0003 -0.0254 0.0003 1.89 -0.0212 0.0005 -0.0207 0.0006 

1.53 -0.0253 0.0003 -0.0257 0.0002 1.90 -0.0208 0.0006 -0.0213 0.0006 

1.54 -0.0252 0.0004 -0.0256 0.0000 1.91 -0.0203 0.0004 -0.0198 0.0004 

1.55 -0.0251 0.0004 -0.0246 0.0003 1.92 -0.0199 0.0002 -0.0194 0.0004 

1.56 -0.0250 0.0004 -0.0255 0.0002 1.93 -0.0194 0.0001 -0.0192 0.0004 

1.57 -0.0249 0.0005 -0.0244 0.0002 1.94 -0.0190 0.0002 -0.0188 0.0005 

1.58 -0.0249 0.0005 -0.0244 0.0002 1.95 -0.0186 0.0003 -0.0190 0.0006 

1.59 -0.0248 0.0005 -0.0246 0.0001 1.96 -0.0181 0.0003 -0.0176 0.0004 

1.60 -0.0248 0.0005 -0.0245 0.0003 1.97 -0.0177 0.0002 -0.0176 0.0002 

1.61 -0.0248 0.0005 -0.0254 0.0003 1.98 -0.0173 0.0002 -0.0176 0.0003 

1.62 -0.0248 0.0002 -0.0243 0.0004 1.99 -0.0170 0.0002 -0.0168 0.0005 

1.63 -0.0248 0.0004 -0.0250 0.0005 2.00 -0.0166 0.0006 -0.0170 0.0001 

1.64 -0.0249 0.0004 -0.0252 0.0005 2.01 -0.0163 0.0004 -0.0166 0.0006 

1.65 -0.0249 0.0004 -0.0246 0.0005 2.02 -0.0160 0.0006 -0.0159 0.0006 

1.66 -0.0250 0.0006 -0.0246 0.0005 2.03 -0.0158 0.0006 -0.0159 0.0004 

1.67 -0.0250 0.0006 -0.0244 0.0005 2.04 -0.0155 0.0004 -0.0158 0.0004 

1.68 -0.0251 0.0005 -0.0256 0.0005 2.05 -0.0153 0.0005 -0.0155 0.0004 

1.69 -0.0251 0.0004 -0.0251 0.0004 2.06 -0.0152 0.0004 -0.0153 0.0005 

1.70 -0.0251 0.0003 -0.0257 0.0004 2.07 -0.0151 0.0004 -0.0148 0.0006 

1.71 -0.0252 0.0004 -0.0258 0.0003 2.08 -0.0150 0.0004 -0.0153 0.0004 

1.72 -0.0252 0.0006 -0.0246 0.0003 2.09 -0.0150 0.0006 -0.0145 0.0002 

1.73 -0.0252 0.0006 -0.0257 0.0003 2.10 -0.0150 0.0006 -0.0147 0.0002 

1.74 -0.0251 0.0001 -0.0246 0.0002 2.11 -0.0150 0.0005 -0.0152 0.0002 

1.75 -0.0251 0.0003 -0.0246 0.0002 2.12 -0.0150 0.0004 -0.0156 0.0002 

1.76 -0.0250 0.0002 -0.0247 0.0002 2.13 -0.0151 0.0003 -0.0155 0.0003 

1.77 -0.0249 0.0001 -0.0246 0.0001 2.14 -0.0153 0.0002 -0.0147 0.0003 

1.78 -0.0247 0.0002 -0.0252 0.0002 2.15 -0.0154 0.0002 -0.0154 0.0004 

1.79 -0.0245 0.0004 -0.0247 0.0003 2.16 -0.0156 0.0001 -0.0152 0.0004 

1.80 -0.0243 0.0003 -0.0249 0.0003 2.17 -0.0158 0.0003 -0.0153 0.0004 

1.81 -0.0241 0.0003 -0.0243 0.0003 2.18 -0.0160 0.0005 -0.0164 0.0003 

1.82 -0.0238 0.0002 -0.0235 0.0003 2.19 -0.0162 0.0006 -0.0159 0.0003 

1.83 -0.0235 0.0002 -0.0230 0.0004 2.20 -0.0164 0.0006 -0.0168 0.0002 

1.84 -0.0232 0.0002 -0.0226 0.0005 2.21 -0.0167 0.0004 -0.0172 0.0002 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

2.22 -0.0169 0.0004 -0.0171 0.0005 2.59 -0.0011 0.0004 -0.0007 0.0003 

2.23 -0.0171 0.0006 -0.0173 0.0004 2.60 -0.0006 0.0003 -0.0003 0.0003 

2.24 -0.0173 0.0006 -0.0169 0.0004 2.61 0.0000 0.0002 0.0002 0.0004 

2.25 -0.0175 0.0001 -0.0179 0.0002 2.62 0.0005 0.0002 0.0000 0.0004 

2.26 -0.0176 0.0003 -0.0173 0.0003 2.63 0.0010 0.0001 0.0015 0.0004 

2.27 -0.0177 0.0002 -0.0174 0.0003 2.64 0.0015 0.0003 0.0016 0.0005 

2.28 -0.0178 0.0001 -0.0184 0.0002 2.65 0.0020 0.0005 0.0018 0.0003 

2.29 -0.0178 0.0002 -0.0173 0.0002 2.66 0.0025 0.0006 0.0027 0.0003 

2.30 -0.0178 0.0004 -0.0180 0.0002 2.67 0.0030 0.0006 0.0028 0.0004 

2.31 -0.0177 0.0003 -0.0180 0.0006 2.68 0.0035 0.0004 0.0032 0.0004 

2.32 -0.0176 0.0003 -0.0173 0.0004 2.69 0.0040 0.0004 0.0045 0.0004 

2.33 -0.0174 0.0002 -0.0170 0.0006 2.70 0.0044 0.0004 0.0040 0.0005 

2.34 -0.0172 0.0002 -0.0166 0.0006 2.71 0.0049 0.0005 0.0054 0.0006 

2.35 -0.0169 0.0002 -0.0174 0.0004 2.72 0.0054 0.0006 0.0057 0.0004 

2.36 -0.0165 0.0002 -0.0165 0.0005 2.73 0.0059 0.0004 0.0057 0.0002 

2.37 -0.0161 0.0005 -0.0166 0.0004 2.74 0.0064 0.0006 0.0057 0.0003 

2.38 -0.0156 0.0004 -0.0162 0.0004 2.75 0.0070 0.0006 0.0065 0.0005 

2.39 -0.0151 0.0004 -0.0145 0.0004 2.76 0.0075 0.0001 0.0078 0.0004 

2.40 -0.0145 0.0005 -0.0150 0.0006 2.77 0.0080 0.0003 0.0080 0.0004 

2.41 -0.0139 0.0006 -0.0134 0.0006 2.78 0.0085 0.0004 0.0089 0.0003 

2.42 -0.0132 0.0004 -0.0127 0.0005 2.79 0.0090 0.0003 0.0092 0.0002 

2.43 -0.0125 0.0002 -0.0122 0.0004 2.80 0.0095 0.0002 0.0090 0.0002 

2.44 -0.0118 0.0001 -0.0115 0.0003 2.81 0.0100 0.0001 0.0104 0.0004 

2.45 -0.0110 0.0002 -0.0115 0.0002 2.82 0.0105 0.0002 0.0101 0.0006 

2.46 -0.0103 0.0003 -0.0105 0.0002 2.83 0.0110 0.0002 0.0104 0.0005 

2.47 -0.0095 0.0003 -0.0101 0.0001 2.84 0.0114 0.0004 0.0112 0.0004 

2.48 -0.0087 0.0002 -0.0090 0.0003 2.85 0.0118 0.0004 0.0116 0.0003 

2.49 -0.0079 0.0002 -0.0077 0.0005 2.86 0.0121 0.0004 0.0125 0.0004 

2.50 -0.0072 0.0006 -0.0067 0.0006 2.87 0.0125 0.0006 0.0120 0.0006 

2.51 -0.0064 0.0004 -0.0059 0.0006 2.88 0.0128 0.0006 0.0133 0.0006 

2.52 -0.0057 0.0005 -0.0063 0.0004 2.89 0.0130 0.0005 0.0132 0.0004 

2.53 -0.0050 0.0004 -0.0050 0.0004 2.90 0.0132 0.0004 0.0130 0.0005 

2.54 -0.0043 0.0004 -0.0048 0.0006 2.91 0.0133 0.0003 0.0128 0.0006 

2.55 -0.0036 0.0004 -0.0041 0.0006 2.92 0.0134 0.0004 0.0131 0.0004 

2.56 -0.0029 0.0006 -0.0024 0.0001 2.93 0.0135 0.0006 0.0139 0.0005 

2.57 -0.0023 0.0006 -0.0028 0.0002 2.94 0.0134 0.0006 0.0134 0.0004 

2.58 -0.0017 0.0005 -0.0012 0.0002 2.95 0.0134 0.0004 0.0136 0.0001 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

2.96 0.0133 0.0005 0.0140 0.0001 3.33 0.0155 0.0002 0.0160 0.0005 

2.97 0.0131 0.0004 0.0126 0.0001 3.34 0.0161 0.0003 0.0156 0.0001 

2.98 0.0129 0.0004 0.0131 0.0002 3.35 0.0167 0.0003 0.0172 0.0002 

2.99 0.0126 0.0004 0.0125 0.0002 3.36 0.0173 0.0004 0.0177 0.0002 

3.00 0.0124 0.0006 0.0121 0.0003 3.37 0.0179 0.0004 0.0181 0.0001 

3.01 0.0120 0.0006 0.0120 0.0003 3.38 0.0184 0.0004 0.0186 0.0000 

3.02 0.0117 0.0005 0.0116 0.0004 3.39 0.0189 0.0005 0.0184 0.0000 

3.03 0.0114 0.0004 0.0115 0.0004 3.40 0.0193 0.0005 0.0198 0.0001 

3.04 0.0110 0.0003 0.0108 0.0004 3.41 0.0196 0.0005 0.0197 0.0002 

3.05 0.0106 0.0002 0.0108 0.0005 3.42 0.0199 0.0005 0.0197 0.0004 

3.06 0.0103 0.0002 0.0103 0.0005 3.43 0.0201 0.0005 0.0204 0.0006 

3.07 0.0100 0.0001 0.0099 0.0005 3.44 0.0203 0.0002 0.0201 0.0007 

3.08 0.0096 0.0003 0.0095 0.0005 3.45 0.0204 0.0004 0.0201 0.0006 

3.09 0.0094 0.0005 0.0093 0.0005 3.46 0.0204 0.0004 0.0209 0.0006 

3.10 0.0091 0.0006 0.0092 0.0002 3.47 0.0204 0.0004 0.0199 0.0005 

3.11 0.0089 0.0006 0.0089 0.0004 3.48 0.0202 0.0006 0.0208 0.0003 

3.12 0.0087 0.0004 0.0087 0.0004 3.49 0.0201 0.0005 0.0203 0.0001 

3.13 0.0086 0.0004 0.0086 0.0004 3.50 0.0199 0.0004 0.0196 0.0000 

3.14 0.0085 0.0004 0.0079 0.0006 3.51 0.0196 0.0003 0.0189 0.0002 

3.15 0.0084 0.0005 0.0078 0.0006 3.52 0.0193 0.0004 0.0188 0.0002 

3.16 0.0084 0.0006 0.0090 0.0005 3.53 0.0190 0.0006 0.0192 0.0001 

3.17 0.0085 0.0004 0.0080 0.0004 3.54 0.0186 0.0006 0.0186 0.0000 

3.18 0.0086 0.0005 0.0091 0.0003 3.55 0.0182 0.0004 0.0187 0.0001 

3.19 0.0087 0.0006 0.0092 0.0004 3.56 0.0179 0.0005 0.0181 0.0002 

3.20 0.0089 0.0004 0.0092 0.0006 3.57 0.0175 0.0004 0.0169 0.0000 

3.21 0.0092 0.0005 0.0095 0.0006 3.58 0.0171 0.0004 0.0175 0.0002 

3.22 0.0095 0.0004 0.0090 0.0001 3.59 0.0168 0.0004 0.0164 0.0003 

3.23 0.0099 0.0002 0.0097 0.0003 3.60 0.0164 0.0006 0.0159 0.0004 

3.24 0.0103 0.0002 0.0097 0.0002 3.61 0.0161 0.0006 0.0160 0.0003 

3.25 0.0107 0.0002 0.0105 0.0001 3.62 0.0159 0.0005 0.0157 0.0002 

3.26 0.0112 0.0003 0.0115 0.0002 3.63 0.0156 0.0004 0.0160 0.0001 

3.27 0.0118 0.0003 0.0123 0.0004 3.64 0.0154 0.0003 0.0149 0.0003 

3.28 0.0123 0.0004 0.0129 0.0003 3.65 0.0153 0.0002 0.0159 0.0005 

3.29 0.0129 0.0001 0.0123 0.0003 3.66 0.0152 0.0002 0.0154 0.0006 

3.30 0.0136 0.0001 0.0136 0.0002 3.67 0.0152 0.0001 0.0150 0.0004 

3.31 0.0142 0.0001 0.0137 0.0004 3.68 0.0152 0.0003 0.0147 0.0002 

3.32 0.0148 0.0002 0.0143 0.0003 3.69 0.0152 0.0005 0.0149 0.0001 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

3.70 0.0153 0.0006 0.0158 0.0004 4.07 0.0189 0.0003 0.0189 0.0003 

3.71 0.0155 0.0006 0.0155 0.0005 4.08 0.0187 0.0002 0.0187 0.0003 

3.72 0.0157 0.0004 0.0160 0.0004 4.09 0.0186 0.0002 0.0186 0.0002 

3.73 0.0159 0.0004 0.0167 0.0001 4.10 0.0184 0.0002 0.0184 0.0000 

3.74 0.0162 0.0004 0.0158 0.0001 4.11 0.0183 0.0006 0.0183 0.0003 

3.75 0.0165 0.0005 0.0167 0.0003 4.12 0.0182 0.0004 0.0182 0.0002 

3.76 0.0169 0.0006 0.0167 0.0003 4.13 0.0181 0.0006 0.0182 0.0002 

3.77 0.0172 0.0006 0.0170 0.0002 4.14 0.0181 0.0006 0.0181 0.0002 

3.78 0.0176 0.0006 0.0175 0.0000 4.15 0.0181 0.0002 0.0180 0.0001 

3.79 0.0180 0.0005 0.0179 0.0003 4.16 0.0181 0.0001 0.0180 0.0003 

3.80 0.0184 0.0004 0.0185 0.0004 4.17 0.0181 0.0003 0.0181 0.0003 

3.81 0.0187 0.0003 0.0186 0.0000 4.18 0.0181 0.0005 0.0181 0.0004 

3.82 0.0191 0.0004 0.0193 0.0002 4.19 0.0181 0.0006 0.0182 0.0005 

3.83 0.0195 0.0006 0.0195 0.0002 4.20 0.0182 0.0006 0.0185 0.0005 

3.84 0.0198 0.0006 0.0198 0.0002 4.21 0.0182 0.0004 0.0180 0.0005 

3.85 0.0201 0.0001 0.0200 0.0003 4.22 0.0183 0.0004 0.0185 0.0005 

3.86 0.0204 0.0003 0.0199 0.0003 4.23 0.0184 0.0004 0.0182 0.0005 

3.87 0.0206 0.0002 0.0209 0.0004 4.24 0.0185 0.0005 0.0182 0.0005 

3.88 0.0208 0.0001 0.0205 0.0004 4.25 0.0186 0.0006 0.0185 0.0004 

3.89 0.0209 0.0002 0.0212 0.0004 4.26 0.0187 0.0006 0.0185 0.0004 

3.90 0.0210 0.0004 0.0215 0.0003 4.27 0.0189 0.0006 0.0184 0.0003 

3.91 0.0211 0.0003 0.0212 0.0003 4.28 0.0190 0.0005 0.0185 0.0003 

3.92 0.0211 0.0003 0.0213 0.0002 4.29 0.0191 0.0004 0.0195 0.0006 

3.93 0.0211 0.0002 0.0209 0.0002 4.30 0.0192 0.0003 0.0192 0.0006 

3.94 0.0211 0.0002 0.0214 0.0005 4.31 0.0193 0.0004 0.0197 0.0005 

3.95 0.0210 0.0002 0.0206 0.0004 4.32 0.0194 0.0006 0.0197 0.0004 

3.96 0.0209 0.0002 0.0208 0.0004 4.33 0.0194 0.0006 0.0190 0.0003 

3.97 0.0208 0.0005 0.0208 0.0005 4.34 0.0195 0.0001 0.0200 0.0004 

3.98 0.0206 0.0004 0.0208 0.0006 4.35 0.0195 0.0003 0.0191 0.0002 

3.99 0.0204 0.0004 0.0206 0.0004 4.36 0.0196 0.0002 0.0191 0.0002 

4.00 0.0202 0.0005 0.0200 0.0002 4.37 0.0196 0.0001 0.0193 0.0002 

4.01 0.0200 0.0006 0.0200 0.0001 4.38 0.0196 0.0002 0.0193 0.0003 

4.02 0.0198 0.0004 0.0197 0.0004 4.39 0.0195 0.0004 0.0200 0.0003 

4.03 0.0196 0.0002 0.0194 0.0005 4.40 0.0195 0.0003 0.0190 0.0004 

4.04 0.0194 0.0001 0.0196 0.0004 4.41 0.0194 0.0003 0.0199 0.0004 
4.05 0.0192 0.0002 0.0192 0.0001 4.42 0.0193 0.0002 0.0196 0.0004 

4.06 0.0190 0.0003 0.0191 0.0001 4.43 0.0192 0.0002 0.0190 0.0003 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

4.44 0.0191 0.0002 0.0184 0.0003 4.81 0.0197 0.0005 0.0197 0.0002 

4.45 0.0190 0.0002 0.0185 0.0002 4.82 0.0194 0.0006 0.0195 0.0002 

4.46 0.0189 0.0005 0.0191 0.0002 4.83 0.0191 0.0005 0.0192 0.0004 

4.47 0.0187 0.0004 0.0187 0.0005 4.84 0.0188 0.0004 0.0188 0.0006 

4.48 0.0186 0.0004 0.0190 0.0004 4.85 0.0184 0.0003 0.0184 0.0005 

4.49 0.0184 0.0005 0.0186 0.0004 4.86 0.0180 0.0002 0.0180 0.0004 

4.50 0.0183 0.0006 0.0177 0.0005 4.87 0.0175 0.0002 0.0178 0.0003 

4.51 0.0182 0.0004 0.0185 0.0006 4.88 0.0170 0.0005 0.0177 0.0004 

4.52 0.0181 0.0002 0.0177 0.0004 4.89 0.0164 0.0004 0.0160 0.0006 

4.53 0.0180 0.0001 0.0174 0.0002 4.90 0.0158 0.0003 0.0160 0.0006 

4.54 0.0179 0.0002 0.0177 0.0001 4.91 0.0152 0.0004 0.0150 0.0004 

4.55 0.0178 0.0003 0.0177 0.0004 4.92 0.0146 0.0006 0.0143 0.0004 

4.56 0.0178 0.0003 0.0181 0.0005 4.93 0.0139 0.0006 0.0138 0.0005 

4.57 0.0178 0.0002 0.0173 0.0004 4.94 0.0132 0.0004 0.0131 0.0006 

4.58 0.0178 0.0002 0.0184 0.0001 4.95 0.0125 0.0005 0.0126 0.0004 

4.59 0.0178 0.0002 0.0180 0.0002 4.96 0.0118 0.0004 0.0117 0.0002 

4.60 0.0179 0.0006 0.0177 0.0002 4.97 0.0111 0.0004 0.0113 0.0003 

4.61 0.0180 0.0004 0.0175 0.0003 4.98 0.0104 0.0004 0.0105 0.0005 

4.62 0.0181 0.0006 0.0178 0.0003 4.99 0.0097 0.0006 0.0097 0.0003 

4.63 0.0183 0.0006 0.0187 0.0004 5.00 0.0091 0.0006 0.0090 0.0003 

4.64 0.0184 0.0004 0.0184 0.0004      

4.65 0.0186 0.0004 0.0188 0.0004      

4.66 0.0188 0.0006 0.0195 0.0005      

4.67 0.0189 0.0006 0.0185 0.0003      

4.68 0.0191 0.0005 0.0193 0.0003      

4.69 0.0193 0.0004 0.0191 0.0004      

4.70 0.0195 0.0003 0.0192 0.0004      

4.71 0.0197 0.0002 0.0196 0.0004      

4.72 0.0198 0.0002 0.0197 0.0005      

4.73 0.0199 0.0001 0.0200 0.0006      

4.74 0.0200 0.0003 0.0199 0.0004      

4.75 0.0201 0.0005 0.0203 0.0002      

4.76 0.0201 0.0006 0.0202 0.0003      

4.77 0.0201 0.0006 0.0201 0.0005      

4.78 0.0201 0.0004 0.0200 0.0004      
4.79 0.0200 0.0004 0.0199 0.0004      

4.80 0.0199 0.0004 0.0199 0.0003      
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Table A.11 – Mean values and standard deviations for the 5 Hz periodic wave excitation 

Time ࢞ഥRef σRef  ࢞ഥMEMS σMEMS  

(s) (m∙s-2) (m∙s-2)  (m∙s-2) (m∙s-2)  

0.00 0.0063 0.0012  0.0065 0.0012  

0.01 0.0147 0.0014  0.0152 0.0014  

0.02 0.0190 0.0016  0.0195 0.0016  

0.03 0.0170 0.0019  0.0175 0.0020  

0.04 0.0152 0.0020  0.0156 0.0020  

0.05 0.0175 0.0018  0.0180 0.0019  

0.06 0.0211 0.0018  0.0217 0.0019  

0.07 0.0205 0.0018  0.0211 0.0018  

0.08 0.0101 0.0017  0.0104 0.0018  

0.09 -0.0134 0.0017  -0.0138 0.0018  

0.10 -0.0422 0.0015  -0.0435 0.0015  

0.11 -0.0556 0.0013  -0.0574 0.0013  

0.12 -0.0408 0.0014  -0.0420 0.0015  

0.13 -0.0120 0.0015  -0.0124 0.0015  

0.14 0.0090 0.0016  0.0093 0.0017  

0.15 0.0212 0.0019  0.0219 0.0020  

0.16 0.0310 0.0018  0.0320 0.0019  

0.17 0.0311 0.0013  0.0321 0.0014  

0.18 0.0178 0.0012  0.0184 0.0012  

0.19 0.0054 0.0011  0.0056 0.0012  

0.20 0.0064 0.0012  0.0065 0.0012  
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Table A.12 – Mean values and standard deviations for the 2 Hz periodic wave excitation 

Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.00 -0.0098 0.0018 -0.010 0.002 0.37 0.01428 0.00214 -0.010 0.002 

0.01 -0.0075 0.0016 -0.008 0.002 0.38 -0.00652 0.00189 -0.008 0.002 

0.02 -0.0054 0.0015 -0.006 0.002 0.39 -0.03759 0.00153 -0.006 0.002 

0.03 -0.0085 0.0015 -0.009 0.002 0.40 -0.04787 0.00152 -0.009 0.002 

0.04 -0.0174 0.0013 -0.018 0.001 0.41 -0.02104 0.00165 -0.018 0.001 

0.05 -0.0292 0.0015 -0.030 0.002 0.42 0.01289 0.00145 -0.030 0.002 

0.06 -0.0365 0.0018 -0.038 0.002 0.43 0.01655 0.00133 -0.038 0.002 

0.07 -0.0273 0.0018 -0.028 0.002 0.44 -0.00386 0.00134 -0.028 0.002 

0.08 0.0055 0.0018 0.006 0.002 0.45 -0.01621 0.00162 0.006 0.002 

0.09 0.0425 0.0016 0.044 0.002 0.46 -0.00956 0.00195 0.044 0.002 

0.10 0.0471 0.0016 0.049 0.002 0.47 0.00051 0.00210 0.049 0.002 

0.11 0.0146 0.0016 0.015 0.002 0.48 0.00028 0.00194 0.015 0.002 

0.12 -0.0163 0.0015 -0.017 0.001 0.49 -0.00645 0.00180 -0.017 0.001 

0.13 -0.0157 0.0016 -0.016 0.002 0.50 -0.00961 0.00179 -0.016 0.002 

0.14 0.0034 0.0014 0.003 0.001      

0.15 0.0131 0.0013 0.013 0.001      

0.16 0.0062 0.0014 0.006 0.001      

0.17 -0.0043 0.0015 -0.004 0.002      

0.18 -0.0066 0.0015 -0.007 0.002      

0.19 -0.0024 0.0015 -0.002 0.002      

0.20 0.0001 0.0016 0.000 0.002      

0.21 -0.0016 0.0015 -0.002 0.002      

0.22 -0.0025 0.0017 -0.003 0.002      

0.23 0.0003 0.0018 0.000 0.002      

0.24 0.0038 0.0015 0.004 0.002      

0.25 0.0043 0.0016 0.004 0.002      

0.26 0.0024 0.0017 0.002 0.002      

0.27 0.0010 0.0015 0.001 0.002      

0.28 0.0021 0.0016 0.002 0.002      

0.29 0.0057 0.0019 0.006 0.002      

0.30 0.0098 0.0021 0.010 0.002      

0.31 0.0117 0.0021 0.012 0.002      

0.32 0.0107 0.0019 0.011 0.002      

0.33 0.0087 0.0018 0.009 0.002      

0.34 0.0090 0.0018 0.009 0.002      

0.35 0.0129 0.0019 0.013 0.002      

0.36 0.0174 0.0021 0.018 0.002      
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Table A.13 – Mean values and standard deviations for the 1 Hz periodic wave excitation 

Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.00 -0.0012 0.0082 0.001 0.005 0.37 0.0015 0.0009 0.007 0.002 

0.01 -0.0029 0.0080 0.001 0.005 0.38 0.0010 0.0024 0.006 0.003 

0.02 -0.0007 0.0082 0.003 0.006 0.39 0.0026 0.0043 0.005 0.004 

0.03 0.0022 0.0082 0.004 0.006 0.40 0.0036 0.0053 0.004 0.004 

0.04 0.0019 0.0081 0.003 0.006 0.41 0.0014 0.0053 0.002 0.004 

0.05 -0.0015 0.0083 0.001 0.006 0.42 -0.0026 0.0060 0.001 0.005 

0.06 -0.0037 0.0083 0.000 0.006 0.43 -0.0043 0.0066 0.001 0.004 

0.07 -0.0029 0.0101 0.000 0.007 0.44 -0.0019 0.0069 0.003 0.004 

0.08 -0.0015 0.0108 -0.001 0.008 0.45 0.0018 0.0075 0.004 0.005 

0.09 -0.0014 0.0080 -0.002 0.005 0.46 0.0024 0.0076 0.004 0.004 

0.10 -0.0020 0.0054 -0.001 0.003 0.47 -0.0008 0.0080 0.002 0.005 

0.11 -0.0021 0.0052 0.000 0.004 0.48 -0.0037 0.0081 0.001 0.005 

0.12 -0.0017 0.0038 0.000 0.003 0.49 -0.0027 0.0082 0.002 0.005 

0.13 -0.0019 0.0030 -0.004 0.002 0.50 0.0010 0.0086 0.004 0.005 

0.14 -0.0047 0.0027 -0.008 0.002 0.51 0.0025 0.0084 0.004 0.005 

0.15 -0.0108 0.0018 -0.012 0.002 0.52 -0.0002 0.0087 0.002 0.006 

0.16 -0.0161 0.0017 -0.014 0.002 0.53 -0.0035 0.0087 0.001 0.006 

0.17 -0.0121 0.0014 -0.009 0.002 0.54 -0.0030 0.0087 0.002 0.006 

0.18 0.0059 0.0014 0.007 0.002 0.55 0.0007 0.0089 0.004 0.005 

0.19 0.0282 0.0012 0.025 0.002 0.56 0.0026 0.0087 0.004 0.005 

0.20 0.0335 0.0007 0.025 0.002 0.57 0.0004 0.0096 0.002 0.006 

0.21 0.0141 0.0008 0.003 0.002 0.58 -0.0025 0.0113 0.002 0.008 

0.22 -0.0092 0.0007 -0.019 0.002 0.59 -0.0020 0.0110 0.003 0.007 

0.23 -0.0123 0.0006 -0.016 0.001 0.60 0.0011 0.0080 0.006 0.004 

0.24 0.0015 0.0004 0.004 0.001 0.61 0.0022 0.0059 0.006 0.003 

0.25 0.0101 0.0002 0.013 0.001 0.62 -0.0002 0.0055 0.005 0.003 

0.26 0.0041 0.0003 0.003 0.001 0.63 -0.0030 0.0038 0.003 0.002 

0.27 -0.0060 0.0003 -0.010 0.001 0.64 -0.0027 0.0032 0.003 0.003 

0.28 -0.0076 0.0005 -0.008 0.001 0.65 0.0006 0.0028 0.003 0.002 

0.29 -0.0007 0.0005 0.003 0.001 0.66 0.0033 0.0020 0.003 0.002 

0.30 0.0058 0.0003 0.010 0.001 0.67 0.0031 0.0019 0.002 0.002 

0.31 0.0058 0.0002 0.005 0.001 0.68 0.0012 0.0015 0.003 0.001 

0.32 0.0017 0.0003 -0.003 0.001 0.69 0.0002 0.0013 0.007 0.001 

0.33 -0.0008 0.0002 -0.006 0.001 0.70 0.0011 0.0010 0.011 0.002 

0.34 0.0005 0.0004 -0.003 0.001 0.71 0.0030 0.0007 0.014 0.002 

0.35 0.0030 0.0008 0.003 0.002 0.72 0.0047 0.0008 0.014 0.001 

0.36 0.0032 0.0008 0.007 0.002 0.73 0.0056 0.0007 0.012 0.001 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.74 0.0057 0.0007 0.011 0.001 

0.75 0.0020 0.0006 0.008 0.002 

0.76 -0.0083 0.0003 -0.001 0.002 

0.77 -0.0201 0.0007 -0.014 0.002 

0.78 -0.0206 0.0009 -0.019 0.001 

0.79 -0.0066 0.0006 -0.007 0.001 

0.80 0.0066 0.0003 0.009 0.001 

0.81 0.0045 0.0002 0.009 0.001 

0.82 -0.0065 0.0004 -0.002 0.001 

0.83 -0.0108 0.0003 -0.007 0.002 

0.84 -0.0060 0.0005 -0.003 0.002 

0.85 -0.0021 0.0021 0.002 0.003 

0.86 -0.0037 0.0045 -0.001 0.005 

0.87 -0.0052 0.0060 -0.004 0.006 

0.88 -0.0018 0.0053 -0.001 0.004 

0.89 0.0026 0.0053 0.004 0.004 

0.90 0.0021 0.0067 0.005 0.005 

0.91 -0.0015 0.0063 0.002 0.004 

0.92 -0.0024 0.0069 0.001 0.005 

0.93 0.0005 0.0074 0.002 0.006 

0.94 0.0023 0.0071 0.004 0.005 

0.95 0.0002 0.0078 0.003 0.006 

0.96 -0.0025 0.0076 0.002 0.005 

0.97 -0.0017 0.0079 0.002 0.005 

0.98 0.0014 0.0081 0.003 0.006 

0.99 0.0023 0.0078 0.004 0.006 

1.00 -0.0004 0.0083 0.002 0.005 
 

  



 

 190  

Table A.14 – Mean values and standard deviations for the 0.5 Hz periodic wave excitation 

Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.00 -0.0091 0.0150 -0.0382 0.1023 0.37 -0.0091 0.0150 0.1978 0.1630 

0.01 0.0917 0.0117 0.0426 0.0947 0.38 0.0917 0.0117 0.0963 0.2227 

0.02 0.0705 0.0124 0.1122 0.0896 0.39 0.0705 0.0124 0.0028 0.2814 

0.03 -0.0618 0.0115 0.0629 0.0928 0.40 -0.0618 0.0115 0.0562 0.2956 

0.04 -0.1578 0.0071 -0.0704 0.1032 0.41 -0.1578 0.0071 0.0821 0.2857 

0.05 -0.1234 0.0113 -0.1389 0.1163 0.42 -0.1234 0.0113 -0.0298 0.2604 

0.06 -0.0308 0.0095 -0.0747 0.1238 0.43 -0.0308 0.0095 -0.1011 0.2640 

0.07 0.0018 0.0065 0.0243 0.1221 0.44 0.0018 0.0065 0.0188 0.3070 

0.08 -0.0418 0.0065 0.0395 0.1190 0.45 -0.0418 0.0065 0.1828 0.3369 

0.09 -0.0924 0.0048 -0.0264 0.1216 0.46 -0.0924 0.0048 0.1511 0.3263 

0.10 -0.0967 0.0067 -0.0882 0.1277 0.47 -0.0967 0.0067 -0.0841 0.2933 

0.11 -0.0651 0.0055 -0.0923 0.1322 0.48 -0.0651 0.0055 -0.3046 0.2783 

0.12 -0.0408 0.0051 -0.0579 0.1314 0.49 -0.0408 0.0051 -0.3325 0.2891 

0.13 -0.0445 0.0060 -0.0334 0.1286 0.50 -0.0445 0.0060 -0.2035 0.2949 

0.14 -0.0580 0.0036 -0.0388 0.1284 0.51 -0.0580 0.0036 -0.0880 0.2758 

0.15 -0.0552 0.0071 -0.0537 0.1307 0.52 -0.0552 0.0071 -0.0764 0.2248 

0.16 -0.0221 0.0058 -0.0516 0.1324 0.53 -0.0221 0.0058 -0.0838 0.1634 

0.17 0.0745 0.0080 -0.0201 0.1308 0.54 0.0745 0.0080 -0.0115 0.1208 

0.18 0.2842 0.0156 0.0582 0.1258 0.55 0.2842 0.0156 0.0577 0.1219 

0.19 0.5438 0.0130 0.1976 0.1195 0.56 0.5438 0.0130 -0.0350 0.1532 

0.20 0.5982 0.0183 0.3296 0.1171 0.57 0.5982 0.0183 -0.2457 0.1512 

0.21 0.2482 0.0255 0.2915 0.1254 0.58 0.2482 0.0255 -0.3359 0.1369 

0.22 -0.2933 0.0127 0.0183 0.1314 0.59 -0.2933 0.0127 -0.1881 0.1339 

0.23 -0.5133 0.0187 -0.2808 0.1172 0.60 -0.5133 0.0187 0.0422 0.1144 

0.24 -0.1768 0.0275 -0.3041 0.1036 0.61 -0.1768 0.0275 0.1326 0.1121 

0.25 0.3380 0.0184 -0.0519 0.1070 0.62 0.3380 0.0184 0.0390 0.1200 

0.26 0.4096 0.0317 0.1084 0.1187 0.63 0.4096 0.0317 -0.0989 0.1172 

0.27 -0.1317 0.0444 -0.1359 0.1528 0.64 -0.1317 0.0444 -0.1269 0.1158 

0.28 -0.7830 0.0347 -0.6467 0.1778 0.65 -0.7830 0.0347 -0.0180 0.1153 

0.29 -0.9075 0.0172 -0.9630 0.1563 0.66 -0.9075 0.0172 0.1290 0.1372 

0.30 -0.4248 0.0188 -0.7737 0.1313 0.67 -0.4248 0.0188 0.2034 0.1595 

0.31 0.1389 0.0240 -0.2089 0.1574 0.68 0.1389 0.0240 0.1849 0.1762 

0.32 0.2746 0.0244 0.2725 0.2278 0.69 0.2746 0.0244 0.1277 0.1860 

0.33 0.0320 0.0194 0.3145 0.2986 0.70 0.0320 0.0194 0.0679 0.1622 

0.34 -0.1473 0.0208 0.0557 0.2986 0.71 -0.1473 0.0208 0.0030 0.1244 

0.35 -0.0288 0.0288 -0.0598 0.2549 0.72 -0.0288 0.0288 -0.0377 0.1118 

0.36 0.1901 0.0408 0.0908 0.2052 0.73 0.1901 0.0408 0.0110 0.1189 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

0.74 0.0670 0.0152 0.1278 0.1437 1.11 -0.6389 0.0372 -0.6605 0.2009 

0.75 -0.0269 0.0109 0.1715 0.1710 1.12 0.1720 0.0114 -0.5950 0.1924 

0.76 -0.1261 0.0262 0.0734 0.1922 1.13 0.4881 0.0186 0.1865 0.1826 

0.77 -0.1443 0.0468 -0.0328 0.2144 1.14 0.1296 0.0143 0.5292 0.1942 

0.78 -0.0889 0.0390 -0.0053 0.2468 1.15 -0.2620 0.0077 0.2055 0.2029 

0.79 -0.0656 0.0148 0.0677 0.2759 1.16 -0.2402 0.0140 -0.1799 0.2007 

0.80 -0.1464 0.0306 -0.0241 0.2713 1.17 0.0283 0.0067 -0.1715 0.1935 

0.81 -0.2756 0.0382 -0.3074 0.2388 1.18 0.1646 0.0054 0.0862 0.1870 

0.82 -0.3215 0.0208 -0.5401 0.2135 1.19 0.0663 0.0069 0.2167 0.1863 

0.83 -0.2190 0.0154 -0.4522 0.2067 1.20 -0.1237 0.0075 0.1111 0.1841 

0.84 -0.0472 0.0270 -0.0487 0.2054 1.21 -0.3050 0.0109 -0.0709 0.1705 

0.85 0.0609 0.0172 0.3541 0.2011 1.22 -0.3868 0.0156 -0.2002 0.1516 

0.86 0.0678 0.0158 0.4273 0.1801 1.23 -0.2015 0.0230 -0.2147 0.1503 

0.87 0.0261 0.0241 0.1611 0.1512 1.24 0.1741 0.0284 -0.0180 0.1602 

0.88 -0.0413 0.0109 -0.1346 0.1504 1.25 0.3275 0.0308 0.3356 0.1721 

0.89 -0.1384 0.0314 -0.1773 0.1940 1.26 0.1028 0.0312 0.5477 0.1838 

0.90 -0.1939 0.0501 -0.0152 0.2281 1.27 -0.1263 0.0286 0.4612 0.1867 

0.91 -0.0987 0.0378 0.0847 0.2279 1.28 -0.0421 0.0229 0.2931 0.1890 

0.92 0.1230 0.0136 0.0169 0.2606 1.29 0.1892 0.0200 0.2846 0.1749 

0.93 0.2785 0.0117 -0.0601 0.2991 1.30 0.2475 0.0152 0.3650 0.1547 

0.94 0.2056 0.0206 -0.0311 0.3110 1.31 0.0824 0.0084 0.3096 0.1635 

0.95 -0.0290 0.0207 -0.0029 0.3512 1.32 -0.1135 0.0126 0.0794 0.1821 

0.96 -0.2207 0.0169 -0.0710 0.3615 1.33 -0.1767 0.0168 -0.1426 0.1959 

0.97 -0.3840 0.0411 -0.1640 0.3015 1.34 -0.1232 0.0177 -0.2239 0.1922 

0.98 -0.8587 0.0789 -0.3452 0.2519 1.35 -0.0787 0.0167 -0.2219 0.1534 

0.99 -1.6379 0.1371 -0.9663 0.3147 1.36 -0.1221 0.0236 -0.2034 0.1171 

1.00 -1.6808 0.1726 -1.9309 0.4765 1.37 -0.2231 0.0349 -0.1359 0.0939 

1.01 0.0496 0.1315 -2.0194 0.5798 1.38 -0.3032 0.0293 -0.0431 0.0794 

1.02 2.4848 0.0921 -0.1400 0.5684 1.39 -0.3017 0.0158 -0.0413 0.1072 

1.03 2.9040 0.1318 2.4973 0.5008 1.40 -0.2042 0.0360 -0.1215 0.1242 

1.04 0.5340 0.0795 3.0385 0.3935 1.41 -0.0610 0.0502 -0.1246 0.1276 

1.05 -1.8672 0.0673 0.6968 0.2624 1.42 0.0479 0.0481 -0.0185 0.1335 

1.06 -1.5494 0.0937 -1.7540 0.2214 1.43 0.0875 0.0348 0.0215 0.1423 

1.07 0.5419 0.0298 -1.5324 0.2284 1.44 0.0748 0.0225 -0.1029 0.1333 

1.08 1.4512 0.0553 0.5092 0.2011 1.45 0.0375 0.0198 -0.2354 0.1118 

1.09 0.4008 0.0401 1.4731 0.2090 1.46 0.0006 0.0210 -0.1663 0.1062 

1.10 -0.7638 0.0234 0.5029 0.2070 1.47 -0.0230 0.0205 0.0955 0.1130 
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Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS Time ࢞ഥRef σRef ࢞ഥMEMS σMEMS 

(s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) (s) (m∙s-2) (m∙s-2) (m∙s-2) (m∙s-2) 

1.48 -0.0461 0.0187 0.3298 0.1364 1.85 -0.1345 0.0189 -0.4841 0.1134 

1.49 -0.0762 0.0230 0.3430 0.1461 1.86 -0.1700 0.0194 -0.5031 0.1368 

1.50 -0.0847 0.0258 0.1613 0.1284 1.87 -0.1231 0.0169 -0.1607 0.1736 

1.51 -0.0445 0.0200 -0.0123 0.1210 1.88 -0.0305 0.0083 0.1596 0.1824 

1.52 0.0129 0.0088 -0.0353 0.1460 1.89 0.0686 0.0204 0.1755 0.1637 

1.53 0.0227 0.0247 0.0180 0.1806 1.90 0.0915 0.0290 0.0040 0.1490 

1.54 -0.0234 0.0311 -0.0017 0.1854 1.91 -0.0183 0.0208 -0.0537 0.1556 

1.55 -0.0611 0.0174 -0.0716 0.1555 1.92 -0.1923 0.0118 0.0552 0.1836 

1.56 -0.0479 0.0101 -0.0280 0.1302 1.93 -0.2813 0.0125 0.1123 0.1762 

1.57 -0.0258 0.0190 0.1571 0.1350 1.94 -0.2057 0.0138 0.0176 0.1260 

1.58 -0.0462 0.0102 0.2849 0.1477 1.95 -0.0417 0.0129 -0.0620 0.1103 

1.59 -0.0593 0.0408 0.1888 0.1529 1.96 0.0551 0.0207 -0.0013 0.1106 

1.60 0.0313 0.0816 -0.0275 0.1562 1.97 0.0126 0.0317 0.0849 0.1058 

1.61 0.1642 0.0599 -0.1212 0.1586 1.98 -0.0857 0.0276 0.0599 0.1178 

1.62 0.1095 0.0578 -0.0341 0.1449 1.99 -0.1046 0.0170 -0.0249 0.1146 

1.63 -0.1879 0.1385 0.0456 0.1309 2.00 -0.1345 0.0189 -0.0377 0.1019 

1.64 -0.3979 0.0693 -0.0208 0.1379      

1.65 -0.1919 0.1355 -0.1109 0.1767      

1.66 0.2459 0.2043 -0.0514 0.2037      

1.67 0.3917 0.0648 0.0834 0.1320      

1.68 0.0619 0.1671 0.0719 0.0944      

1.69 -0.3516 0.1739 -0.1097 0.1719      

1.70 -0.4007 0.0455 -0.2392 0.1492      

1.71 -0.1233 0.1659 -0.1592 0.1636      

1.72 0.0828 0.1279 0.0061 0.1991      

1.73 0.0063 0.0239 0.0217 0.1482      

1.74 -0.1568 0.0869 -0.1318 0.0973      

1.75 -0.1375 0.0402 -0.2274 0.1087      

1.76 0.0402 0.0437 -0.1234 0.1389      

1.77 0.1442 0.0636 0.0292 0.1559      

1.78 0.0793 0.0227 0.0322 0.1234      

1.79 -0.0118 0.0328 -0.0400 0.0968      

1.80 0.0308 0.0493 0.0553 0.1112      

1.81 0.1822 0.0362 0.3563 0.1141      

1.82 0.2756 0.0177 0.5815 0.1455      

1.83 0.1982 0.0140 0.4298 0.1763      

1.84 0.0118 0.0175 -0.0556 0.1499      
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Fig. A.1 - Calibration chart when receiver is 10 m away from transmitter 

 
Fig. A.2 - Calibration chart when receiver is 20 m away from transmitter 

 
Fig. A.3 - Calibration chart when receiver is 25 m away from transmitter 



 

 194  

 
Fig. A.4 - Comparison of measurement uncertainties (5 Hz) 

 
Fig. A.5 - Comparison of measurement uncertainties (2 Hz) 

 
Fig. A.6 - Comparison of measurement uncertainties (1 Hz) 
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Fig. A.7 - Comparison of measurement uncertainties (0.5 Hz) 

 

 
Fig. A.8 – Corbin’s simulated earthquake acceleration time-history  

 
Fig. A.9 – Corbin’s simulated earthquake frequency response  
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Fig. A.10 – Pinnacle displacement measured with the LVDT  

 
Fig. A.11 – Acceleration time-history derived from the LVDT readings  

 
Fig. A.12 – Acceleration frequency response derived from the LVDT readings 
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Fig. A.13 – Time-history recorded with the MEMS sensor  

 
Fig. A.14 – Frequency response recorded with the MEMS sensor 

 
Fig. A.15 – Time-history recorded with the reference sensor  



 

 198  

 
Fig. A.16 – Frequency response recorded with the reference sensor 

 
Fig. A.17 – Time-history recorded during the quasi-static test 
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