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1

Introduction

Manufacturing companies have to constantly improve the process performances

to comply with high competitive markets. Improving the performance of pro-

cesses leads to enhancement of the quality of the final manufactured products.

Major challenges involved in quality improvement can be enumerated into three

categories:

1. identification of product (KPCs - Key Product Characteristics) to process

(KCCs - Key Control Characteristics) relationships;

2. selection of most crucial parameters (and/or characteristics) affecting the

overall quality of the final product;

3. optimization of process performances to achieve improved/optimized prod-

uct quality.

Real-world manufacturing problems often contain nonlinearities, combinatorial

relationships and uncertainties that are too complex to be modeled analytically.

In these scenarios, the identification of product-to-process relationships becomes

a complex task which involves integration of physical-driven (or even simulation-

driven) experiments and data mining algorithms. This task is costly and time

consuming. Traditional optimization methods have been unable to cope with

real world problems due to the limitation of resources available to perform such

a complex analysis. The aim of this thesis is to present benchmark and new

methodologies to perform all three task previously described in a automated way

1



1. INTRODUCTION

minimizing the necessary resources by integrating response surface models, sam-

pling strategies and optimization algorithms. In order to prove the effectiveness

of the proposed methodologies several industrial case studies on different manu-

facturing processes have been utilized.

1.1 Research statement

The research objective of this thesis is to provide methods that allow undersand-

ing, control and optimize manufacturing processes by applying machine learning

techniques.The goal of having deeper knowledge about processes is two-sided:

to provide scientific knowledge, that is to ”to develop laws and theories” that

explain, predict, understand, and control phenomena” , and to enable practical

applications to have a solid base to develop systems that efficiently support and

control manufacturing processes. From the research objective, we derived the

following main research questions:

1. What and how much data can be useful/necessary for modelling manufac-

turing processes?

2. What kind of processes can be modeled from past process executions?

3. Is it possible to extract process models from data?

4. How to determine which process input parameters affect the analyzed re-

sponce?

5. Is it possible to use the metamodel to define the optimal process configura-

tion according to user need?

1.2 Scope of this thesis

In this thesis we show that machine learning techniques can be used successfully

to understand a process on the basis of data, by means of a combined use of

metamodel, sampling and optimization approaches. Several approaches have been

developed in the past to cope with similar problems but each technique presented

2



1.3 Thesis structure

is characterized by strengths and weaknesses that limits its applicability. The

scope of this thesis is to provide to the readers a procedure to understand which

factors have to be analyzed and how problem peculiarities can be used to develop

customized techniques that produce better results. Different features have to be

taken into account before use/develop a suitable methodology:

� Number of available data;

� Input factors typology (discrete, continuous);

� Number of output parameter (global optimization, multi-objective opti-

mization);

� Data reliability;

� Analysis required (response surface, feature selection, clustering, optimiza-

tion).

Finally, through the applications on different case studies, we want to show that

the results achieved using our methods are significantly better than benchmark

approaches.

1.3 Thesis structure

The outline of the thesis is the following: Chapter 2 provides a review and a com-

parative analysis of the most used machine learning approaches in manufacturing

applications. Chapter 3 presents several heuristic techniques to optimize the pre-

diction accuracy of neural network. A kriging based metamodel to solve problem

with continuous and discrete variables is presented in Chapter 4. An alternative

approach based on the use of data mining techniques that does not require ex-

perimental data is proposed in Chapter 5. This method was used to estimate the

temperature variation of the sheet during an Incremental Sheet Forming process

(ISF). A new metamodel techniques based on geometrical projection of responces

surface through similarity function is presente in Chapter 6. Multi objective algo-

rithm based on metaheuristic techniques are finally described in Chapter 7. Two

3



1. INTRODUCTION

different applications are reported showing the benefits achievable compared to

traditional formulations.
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2

Machine Learning Techniques for

Manufacturing Applications

2.1 Introduction

The fundamental idea of the metamodeling concept is to find an empirical ap-

proximation model, which can be used to describe the typically unknown relation

between input variables and response values of a process or product. To adjust

the chosen analytical formulation to the problem under investigation, the orig-

inal response values are evaluated at some selected input variable settings, the

so-called sampling points. Based on these input-output pairs, free parameters in

the model formulation are fit to approximate the original (training) data in a best

possible way. The approximation models can then be used to predict the behavior

of the original system at ”untried” input variable settings. Originally, the pri-

mary application for this technique was the analysis of physical experiments. In

the optimization context, approximations either allow for the analytical determi-

nation of the approximate optimum or they replace the original functions within

one or in the course of several iteration steps. The use of metamodel techniques

can play a role to solve the following problems:

� Model approximation. Approximation of computation-intensive processes

across the entire design space, or global approximation, is used to reduce

computation costs.

5



2. MACHINE LEARNING TECHNIQUES FOR
MANUFACTURING APPLICATIONS

� Design space exploration. The design space is explored to enhance the

engineers’ understanding of the design problem by working on a cheap-to-

run metamodel.

� Problem formulation. Based on an enhanced understanding of a design op-

timization problem, the number and search range of design variables may be

reduced; certain ineffective constraints may be removed; a single objective

optimization problem may be changed to a multi-objective optimization

problem or vice versa. Metamodel can assist the formulation of an opti-

mization problem that is easier to solve or more accurate than otherwise.

� Optimization support. Industry has various optimization needs, e.g., global

optimization, multi-objective optimization, multidisciplinary design opti-

mization, probabilistic optimization, and so on. Each type of optimization

has its own challenges. Metamodeling can be applied and integrated to solve

various types of optimization problems that involve computation-intensive

functions.

A number of experimental techniques are currently used in manufacturing appli-

cations. These are based on mathematical models that help to understand the

correlations between the process parameters and quality measurements of perfor-

mance. Traditionally, regression and response surface methods have been two of

the most common metamodeling approaches. In recent years, artificial neural net-

works (ANN) have gained increased popularity, as this technique requires fewer

assumptions and less precise information about the systems being modeled. In the

last two decades, Design of Experiments (DoE) has been the preferred technique,

although evolutionary algorithms and computational network have also gained

importance. Several authors have used these and other techniques in different

manufacturing processes. The purpose of this chapter is to present a comprehen-

sive review of the literature that underpins the methodologies proposed in this

dissertation.

6



2.1 Introduction

2.1.1 Kriging

The kriging interpolation technique is quite different from the classical interpo-

lation approaches (1). In classical interpolation, the data are assumed to be

sampled from a function, that is reconstructed from the data under some as-

sumption on the nature of the interpolating function ẑ. Typically, for classical

interpolation it is assumed that the function ẑ is polynomial. In general, in-

terpolation algorithms (inverse distance squared, splines, radial basis functions,

triangulation, etc.) estimate the value at a given location as a weighted sum of

data values at surrounding locations. Almost all assign weights according to func-

tions that give a decreasing weight with increasing separation distance. Kriging

assigns weights according to a (moderately) data-driven weighting function (2).

Consider N points xi, i = 1, ..., N in the vector space Rd. At these locations,

data zi i = 1, ..., N are assumed to be known. These data are interpreted as

the values of a field z, whose value depends on the position in space. In gen-

eral, the points xi will be scattered disorderly in space, rather than aligned on

a regular grid. Furthermore, the data are assumed to be affected by some un-

certainty, due either to measurement error, or to the fact that the quantity z is

dependent on some unpredictable physical process, or both. Given the N points

xi, i = 1, ..., N and the uncertain data zi i = 1, ..., N , the kriging interpolation

technique attempt to:

� predicting the most appropriate value z0 for the quantity z at a point x0,

different from the points associated to the available data;

� estimating the uncertainty of the prediction z0 as a function of the uncer-

tainty on the available data zi i = 1, ..., N and of their correlation structure.

The basic form of the kriging estimator is the following:

z∗(x)−m(x) =

n(x)∑
α=1

λα[z(xα)− z(xα)] (2.1)

with:

� x, xα: location vectors for estimation point and one of the neighboring data

points, indexed by α

7
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� n(x): number of data points in local neighborhood used for estimation of

(z∗(x))

� m(x) m(xα) expected values of z(x) and z(xα)

� λa(x) kriging weight assigned to datum z(xα) for estimation location x;

same datum will receive different weight for different estimation location

� z(x) is treated as a random field with a trend component, m(x), and a

residual component, R(x) = z(x) −m(x). Kriging estimates residual at x

as weighted sum of residuals at surrounding data points. Kriging weights,

λa , are derived from covariance function or semivariogram, which should

characterize residual component.

The goal is to determine weights, λα , that minimize the variance of the estimator.

Some advantages of the kriging metamodel technique are:

� Helps to compensate for the effects of data clustering, assigning individual

points within a cluster less weight than isolated data points (or, treating

clusters more like single points)

� Gives estimate of estimation error (kriging variance), along with estimate

of the variable, z, itself

� Availability of estimation error provides basis for stochastic simulation of

possible realizations of z(x)

2.1.2 Response Surface Methodology (RSM)

Response surface methodology is a technique (also referred as meta-modelling or

surrogate function) that is used to acquire relevant information from experiments

that are expensive or take a great amount of time, with the purpose of determining

functional relationships between the input parameters and the responses of an

experiment (3). In many different situations the relationship between input and

output of a process is not known exactly but can be estimated using a model

of the form y = f(x1, x2, ..., xn) + ε where ε represents the error in the system.

Usually the function f is a first-order or a second-order polynomial model. If

8
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the output variable can be defined using a linear function of input variables the

approximating function is a first order model. A first order model with n different

input variable can be written as:

y = β0 +
n∑
i=1

βixi + εi (2.2)

A second order model can be written, instead, as:

y = β0 +
n∑
i=1

βixi +
n∑
i=1

n∑
j=1

βijxixj +
n∑
i=1

γix
2
i + εi (2.3)

Models with a higher degree are not recommendable because they have a high

overfitting probability. Moreover even in the second order model usually not all

the terms are necessary. One criterion that is often used to find the optimal value

of the parameters in 2.2 and 2.3 is the minimization of the least square error. This

method chooses the β vector so that the sum of the squares of the errors εi is

minimized. The least square function is therefore determined using the following

equation:

L =
n∑
i=1

ε2i =
n∑
i=1

(
yi − β0 −

k∑
j=1

βjxi,j

)2

(2.4)

To measure the robustness of the model different test can be performed (4).

However these test are valid under the hypothesis that errors are normally and

independently distributed with zero mean and variance σ2. The methods which

are usually used for this purpose are the analysis of variance (ANOVA), the sum

of squares and the F -test. One crucial aspect to define the most accurate function

is given by the design o the experiment (DOE). There are different ways to collect

the required information, in order to create the model choosing the most relevant

data. This means that there is not a unique technique to explore the design space

but many different options known as space filling strategies.

2.1.3 Artificial Neural Network (ANN)

Neural networks are powerful tools for classification and regression problems (5).

A neural network based on backpropagation is a multilayered architecture made
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up of one or more hidden layers placed between the input and the output layer (6).

The performances of a neural network are affected by many factors such as the

network architecture, the type of activation function and the training algorithm.

Figure 2.1: NeuralNetwork

In the simplest form the first step of the back-propagation algorithm is to calculate

the value of the error function E with the initial weight matrix and its gradient.

∂E

∂W
=

[
∂E

∂w1
1,1

∂E

∂w1
1,2

· · · ∂E

∂wz−1Nz−1,Nz

]
(2.5)

The error is then back-propagated to the output and the hidden layer for several

iterations and the new weights of this layer are calculated. The idea of the

algorithm is to distribute the error function across the output and hidden layers

corresponding to their effect on the output. In the generic k-th iteration the value

of the weights will be updated in the following way:

wli,j(k + 1) = wli,j(k)− γ ∂E

∂wli,j
+ µ(wli,j(k)− wli,j(k − 1)) (2.6)

bli(k + 1) = bli(k)− γ ∂E
∂bli

+ µ(bli(k)− bli(k − 1)) (2.7)

It is crucial to identify a suitable value for the learning rate since it can affect

significantly the time to get convergence. If a small value is chosen the number
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of iterations required to find a good solution will be generally greater. However,

a large value of this parameter is usually related with higher perturbation in the

error function during the training. The momentum parameter is instead usually

introduced to reduce oscillation in the error function during the iterations (7).

One of the main disadvantages of the back-propagation algorithm to train feed-

forward neural network is the elevated number of iterations required to find a

good solution. This drawback can be overcome using heuristic approaches. A

more in depth discussion about these techniques will be presented in Chapter 3.

2.1.4 NeuroFuzzy

Fuzzy logic is a form of many-valued logic or probabilistic logic. It deals with

reasoning that is approximate rather than fixed and exact (8). Compared to tra-

ditional binary sets, fuzzy logic variables may have a truth value that ranges in

degree between 0 and 1. Fuzzy logic has been extended to handle the concept of

partial truth, where the truth value may range between completely true and com-

pletely false. According to Zadeh the term Fuzzy logic has two different meanings.

In a ”narrow sense” fuzzy logic is a logical system which aims at a formalization

of approximate reasoning. In its ”wide sense” is a synonymous of the fuzzy set

theory, which is the theory of classes with unsharp boundaries (9). In the past

few years, various neuro-fuzzy systems have been developed. The neuro-fuzzy is

a technique that combines the natural language description of fuzzy systems and

the learning properties of a neural network. Neural networks are powerful tool

for recognizing patterns but they are not good to explaining how they reach their

decisions. Fuzzy logic systems, which can reason with imprecise information,

are good at explaining their decisions but they cannot automatically acquire the

rules. Hybrid systems that combine fuzzy logic and neural networks have proved

their effectiveness in a wide variety of real-world problems. Neural fuzzy sys-

tems use neural networks to produce a fuzzy system. In the training process, a

neural network adjusts its weights in order to minimize the mean square error

between the output of the network and the desired output. The weights of the

neural network represent the parameters of the fuzzification function, the fuzzy

rules and the defuzzification function. Several fuzzy sets are used to represent
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linguistic concepts such as low, medium or high and are often employed to define

states of a variable. Such a variable is usually called a linguistic variable. Fuzzy

logic can encode directly expert knowledge using rules with linguistic variables.

However this process is usually time consuming and require a long trial and er-

ror approach to tune the membership functions which quantitatively define these

linguistic variable. In the Neuro-Fuzzy the use of a neural network guarantees

the automation of this process reducing the computational time and improving

the performance (10).

2.1.5 Support Vector Regression

Support vector machines are analytical tools that can be used for both classifi-

cation and regression but their use with kernel is often time consuming (11). In

fact, classical kernel based algorithms typically have memory and computational

requirements of O(N2). The basic idea behind constructing nonlinear SVR is to

map the training data from the original space into a higher dimensional space

called feature space, and compute an optimal linear regression function in this

feature space.

Figure 2.2: Support Vector Regression

Given a set of training data, a linear SVR tries to find a model, so that the quan-

tity wtxi + b (predicted value of the configuration i) is close enough to the target

12



2.1 Introduction

value yi for all the training data. The optimal value of wT is found by solving

the following optimization model:

min
T
f(w) =

1

2
wTw (2.8)

subject to|wTxi + b− yi| ≤ ε (2.9)

The assumption of this problem is the existence of a function f that approximates

all pairs (xi, yi). However, sometimes this problem could be infeasible. Therefore

in some cases it is necessary to use a different formulation of this problem that

allows errors larger than ε:

min
T
f(w) =

1

2
wTw + C

n∑
i=1

ξε(w; b;xi, yi) (2.10)

where C is a penalty coefficient and ξε(w; b;xi, yi) is called ε-intensive loss function

and its value is equal to:

ξε(w; b;xi, yi) = max (|wTxi + b− yi| − ε, 0). (2.11)

In most cases this optimization problem can be solved more easily in its dual

formulation using a Kernel function (12). The main advantage of this technique

is that it can be used to solve nonlinear problems preprocessing the training data

xi by a map K into a features space =(X → =) in which is possible to use the

standard SVR algorithm. The dual formulation of the problem is reported as

follows

max
α,α∗

f(α) =
1

2
(α− α∗)TQ((α− α∗) + ε

Tr∑
i=1

(αi + α∗i ) +
Tr∑
i=1

zi(αi − α∗i ) (2.12)

subject to: eT (α− α∗) = 0 (2.13)

0 ≤ αi, α
∗
i ≤ C i = 1, ..., Tr (2.14)

where Qij = K(xi, xj) = φ(xi)
Tφ(xj)
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2.1.6 Comparison between experimental model/optimisation

techniques

After reviewing different approaches it is possible to conclude that there is re-

markable interest in optimisation techniques to predict responses and select the

optimal process parameters. RSM was found to perform better than all the other

techniques in cases where it is not possible to conduct a great amount of ex-

periments, which is generally the case in industry. However, in some cases this

tool is not the most appropriate to map highly not-linear product-to-process re-

lationships. Table 2.1 shows strength and weaknesses of the previous analyzed

approaches. It is clear that does not exist one approach that appears to be better

Table 2.1: Comparison of common machine learning model/optimisation tech-

niques

ANNs GA RSM Kriging SVR

Computational time Long Very long Short Medium Short

Experimental domain Regular or irregular Regular or irregular Regular only Regular or irregular Regular only

Model developing Yes No Yes Yes Yes

Optimisation Through model Straight Through model Straight Through model

Understanding Moderate Difficult Easy Normal Easy

Availability in software Available Available Available Available Available

Optimisation accuracy High High Very High Normal Very High

Application Frequently Rarely Frequently Frequently Frequently

than all the others under all the point of views considered in the table. This

is the main reason why all these approaches are still used by many researchers

in different applications. However, to maximize the information achieved form

the available data it is necessary to choose the most suitable technique based on

the peculiarity of the problem under analysis. The next section presents a forg-

ing applications in which these techniques have been used to define a response

surface.
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2.2 Design of a high performance predictive tool

for forging operation

The forging process is a massive forming process, characterised by the applica-

tion of high compressive load which generates plastic strain of the billet (13).

This process is used to manufacture crankshafts, connecting rods, gears, turbine

blades, disks and other components for mechanical industry. In this study, the

attention is focused on the impression-die forging variant (14) 2.3.

Figure 2.3: Impression-die forging process

In this process the billet assumes the dies cavity shape, due to the compressive

stresses on the billet during the closing phase. At the end of this phase, the dies

are not mutually in contact; consequently, part of the material may flow radially

outwardly of the cavity, forming flash. This flow must be hampered to guarantee

the complete dies cavity filling and to obtain the desired shape. The friction

at the die-workpiece interface plays a fundamental role in the final quality of

the forged part. The design of the flash channel typically requires that the gap

between the dies is 3% of the maximum thickness of the forged part. The flash

channel length is five times larger than its thickness (15).Other important param-

eters are the radii of the die that must be large enough to facilitate the plastic

flow of the material avoiding stress concentration that may reduce the useful life

of the tools. The impression-die forging processes are aimed at the production

of components with complex geometric shapes. This process still appears as one

of the most applicable processing methods in the machine building industry due

to the high quality of the forging parts and low production costs. Several stud-

ies have been executed to investigate and validate the Finite Element Method
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(FEM) capability as predictive tool for the considered process (16, 17). Starting

by this result, the FEM analysis was used for the study purposes. The model

is implemented by a commercial finite element code, DEFORM 2D. Naturally,

implementation of periodic remesh to produce accurate plasticity solutions and

good convergence is set into the model. The simulations will be axisymmetric ex-

ploiting the shape of the investigated geometry. The software package DEFORM

2D is applied here aimed at improving the process and billet design that ensure

the complete dies cavity filling minimizing flash waste, energy and material con-

sumption. In the specific case the manufactured component is a flywheel, which

results an industrially interesting case.

2.2.1 Computational test

This section shows the results of the previously described algorithms for a forging

process. Two different tests were carried out. In the first test only the billet

dimensions were considered as input variables while in the second case also the

friction between the billet and the molds was taken into account. For the first

test a dataset of 25 input-output pairs was used. These data were collected

through numerical simulations. The volume of the raw material is increased

of 1% with respect to the 3D profile. The shape of the initial billet is a hollow

cylinder and the parameters to optimize are the billet dimensions: inner diameter,

outer diameter and height. In the second test-set, a variation of the friction

coefficient is considered. The simulations are axisymmetric exploiting the shape

of the investigated geometry. The height of the flash channel is 1.8mm and

its length is 6.5mm. The material considered is a steel alloy, DIN-C35. The

initial temperature of the billet is 1100C and the dies temperature is 1000C. The

temperature is constant and the punch speed is 1mm/s. Constant-shear model

is applied as boundary condition and a friction coefficient equal to 0.1 is fixed,

according to the range quoted by Kalpakjian for hot forging (18). First of all, a

series of tests were performed to identify the ranges of the geometrical dimensions

and to define the correct workability area. The following ranges were identified

for the investigate dimensions:

� internal diameter 40-80mm;
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� external diameter 180-260mm

The height is calculated as a function of the previous two parameters. The

proper shape volume has been determined with software Pro-Engineer. The two

analyzed output variables are the maximum load during the process and the total

energy absorbed. The analysis of the results show that the maximum load reached

increases during the process. In most cases, maximum load occurred at the end

of the process but in other cases it occurs when the punch begins to compress

the billet. The dataset is split in two parts: 20 pairs are used as training set

Figure 2.4: a) Maximum forging load at the end of the process b) Maximum load

when the punch begins to compress the billet

and 5 as test set. Furthermore, in order to verify the real performance of these

techniques 5 input-output pairs are used as validation set. For each technique

has been calculated the average percentage error for training, test and validation

test.

Table 2.2: Average percentage error (energy)

Kriging ANN NNFuzzy RSM SVR

Training set 1.85% 4.21% 2.73% 3.20% 3.10%

Test set 2.83% 3.11% 3.25% 1.28% 1.36%

Validation set 1.23% 3.47% 1.97% 2.04% 1.67%
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Table 2.3: Average percentage error (load)

Kriging ANN NNFuzzy RSM SVR

Training set 0.99% 1.12% 1.81% 1.99% 1.96%

Test set 1.98% 1.98% 3.28% 1.78% 1.56%

Validation set 2.12% 1.71% 0.53% 0.62% 0.28%

As shown in the tables, the best performances are obtained using the GA-NN,

the SVR and the NN-Fuzzy techniques. However the average percentage error

is less than 5% for each illustrated technique. Not all the input configurations

are feasible according to quality constraints. The construction defects can be

classified as microcrack and macrocrack, depending on the position of the billet

on which they occur. The microcracks are welding defects that occur on the upper

side of the material; the macrocracks are bending and welding defects that occur

on the lateral side of the material when the dies are approaching. To identify

the set of feasible solutions the Matlab library LIBSVM has been used. The

probability to obtain a feasible solution (class 1) is high for configurations with

small inner diameter and high outer diameter.

2.2.2 Conclusions

This chapter provided a quick introduction of the most used machine learning

techniques for manufacturing application. The approaches discussed are respec-

tively the kriging metamodel, the response surface method, the artificial neural

network, the fuzzy logic and the support vector regression. The chapter start

with a brief discussion of strengths and weakness of each methodology trying

to highlight the situation in which the use of each approach is suggested. The

chapter ended with an application on a case study in which 2 output responses

(energy and load) have been controlled for a forging process analyzed through 2D

numerical simulations. As expected, the maximum load reached during the pro-

cess depends on the billets size. The load in fact increases when the height of the

billet is small. Despite, the energy reduces his value in the same conditions. The

change in friction factor affected the maximum load in the impression die-forging
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process. This was because during the flash formation, which can be thought of

as extrusion of metal through a constriction that circumscribes the workpiece,

the dominant mechanical process is friction. All the artificial intelligence tech-

niques described have shown good results and can therefore be a useful tool to

assist business users to optimize a mechanical process. The best results have been

achieved using an Artificial Neural Network. However, in the last years have been

pointed out that the neural network performance can be significantly improved

through the used of heuristic and meta-heuristic techniques to tune the network

architecture and improve the learning algorithm. The use of these approaches

will be more accurately discussed in Chapter 3.
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3

Heuristic Techniques to Optimize

Neural Networks in

Manufacturing Applications

Neural networks have been often used in manufacturing applications as the use

of this technique is a useful tool for the decision maker due to the reduced ef-

forts to acquire the knowledge required to make the correct process decisions.

Many manufacturing companies execute the process analysis by using an hybrid

approach based on numerical simulation (19) and a prediction tool. The use of

this approach offers several benefits to the company due to the reduced number

of experimental tests and the possibility to analyze the process behaviour under

different process conditions (material, equipment, etc).

Neural networks learn by examples. A set of data are given to the network and

then the training algorithm changes the network’s weights so that, when training

is finished, the networks returns the desired output for a given input. In the

last decades, feed-forward neural networks have become a standard technique for

regression problems (5). Backpropagation is the most used algorithm for training

neural networks (6). The main disadvantages of this algorithm are the possibility

of being trapped in local minima and the elevated time required to get conver-

gence. In some cases, researches have used the Levemberg-Marquardt method to

train the multilayer perceptron because has better convergence properties but it

always require calculations of order O(N2) (20). To overcome this disadvantage
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many variants of the backpropagation algorithm have been developed in the last

years using new techniques to set some parameters such as momentum and learn-

ing rate. However it is not possible to know accurately the optimal value of these

parameters, so in order to find a neural network with good prediction abilities

usually different configurations must be tried. In this work different heuristics to

improve the performance of a feed-forward neural network will be presented. The

performance improvement obtained with these techniques have been measured on

different datasets trying in this way to generalize the results. The prediction abil-

ities of the neural networks were measured using the MSE (Mean Square Error)

criterion (21). The remainder of this chapter is organized as follows: in the first

section it is show the current state of the art of neural network application in the

manufacturing field; subsequently the learning algorithms used to compare the

quality of the proposed approach will be briefly presented highlighting the state

of the art and the problems related to their use. Heuristic techniques based on

architecture selection, weight initialization, combination of training algorithms,

and manipulations of training data will be also analyzed. Finally, in the last

section computational results on three case studies, in which different processes

have been mapped using numerical 2D simulations, are reported and discussed.

3.1 Neural network application on manufactur-

ing processes

Neural networks have been widely introduced to the analysis of increasing number

of problems in the manufacturing field (22). Different applications are reported

in literature for both strategic and operational issues. Yang (23) proposed a NN

metamodeling method to generate the cycle time - throughput for single/multi-

product manufacturing environments. In his work a progressive model-fitting

strategy was developed to obtain the simplest-structured NN that is adequate

to capture the required relationships. Unal et al (24) used a genetic algorithm

optimized neural network for fault diagnosis of rolling bearings. Their results

show that the optimized NN is able to reach a better accuracy compared to one

with a reference NN architecture. Venkatesan et al. (25) implemented also the
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combined use of genetic algorithm and NN to optimize the weight initialization

phase; more in particular, in their approach genetic algorithm is used as a com-

plementary tool for weights optimization that serves in turn for NN to perform

robust prediction of machining process performance. Always for machining pro-

cess, Yao and Fang (26) used NN to predict the development of chip breakability

and surface finish at various tool wear states. Moving from machining processes

to forming operations, NNs result widely utilized to predict both quantitative and

qualitative variables: Ambrogio and Gagliardi (27) designed a customized tool-

box combining NN and the Design of Experiments (DoE) for predicting opposite

performance in porthole die extrusion process; Ozcan and Figlali (28) proposed

the NN for estimating the cost of stamping dies, as alternative and only way to

analytical and conventional methods; finally, Saberi and Yussuff (29) introduced

NN to evaluate advanced manufacturing technologies implementation outcomes

and predict company performance as high, low, or poor in technology adoption.

Even if many successfully applications of NN in the manufacturing field are re-

ported in the literature, the possible benefits deriving from the use of this tool

are not always completely achieved due to the use of random network parameters

or trial and error approaches.

3.2 Neural Network Architecture Optimization

Neural networks consist of some components such as architecture structure (30),

activation functions of each layer and training algorithm. These components can

greatly affect the performance of a neural network and even if several approaches

have been proposed in recent years, the process of selecting an adequate value

of these parameters is still a controversial issue. The interest towards algorithms

able to optimize NN performance is significantly increased in the last years. How-

ever, the results of the different proposed techniques are often contradictory and

do not provide a clear vision of the benefits and drawbacks of using such ap-

proaches. Initially, the focus of the research was mainly on how to determine

the number of neurons of a neural network with one hidden layer; nevertheless

these methods did not take into account the features of the dataset but only its

size (31). As example, Baum et al. (32) obtained some bounds of the number of
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neurons, for a network with a linear activation function, related to the number

of training example. Camargo et al. (33) solved the same problem implement-

ing a function using Chebyshev polynomial. Wangn and Shao (34) proposed an

architecture selection algorithm based on an extended localized generalization er-

ror model which considers the generalization capability and costs less time than

cross validation. Another method similar to the genetic algorithm approach was

proposed by Lirov (35) and is often used as a reference point for new techniques.

The state of the art about the influence of the architecture on the generalization

abilities is in agreement with the result that the number of optimal nodes in

a neural architecture for obtaining valid generalization depends mainly on two

factors (36): the number of available training samples and the complexity of the

function. A different approach often used to select the features of the network is

related to the use of information criteria like the Aikake’s information criterion

(AIC) and the Bayesian’s information criterion (BIC). These two criteria can be

expressed through the following equation:

AIC = log(σ̂2
MLE) +

2m

T
(3.1)

BIC = log(σ̂2
MLE) +

md log(T )

T
(3.2)

σ̂2
MLE =

SSE

T
(3.3)

where σ̂2
MLE is the maximum likelihood estimate of the variance of the residual

term, m and T are respectively the number of parameters in the model and the

number of data available. Finally d is a fixed constant usually greater than 1. As

example, Berger (37) and Bernardo and Smith (38) used an approach in which the

neural network architecture is selected based on the maximization of the expected

utility criterion. Also in these approaches, however, the technique is able to give

only some indications regarding the number of units in the hidden layers. Finally,

the literature overview clearly stated a lack of homogeneity for the advantages

and disadvantages of different techniques, as well as it is not possible to identify

the most promising NN research approach for manufacturing problems, typically

characterized by data insufficiency. In the next section four different approaches
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to optimize NN architecture based on the use of genetic algorithm, tabu search,

taguchi and decision trees will be discussed. In general, all the techniques used

in this work can provide some insights regard the interactions between the con-

sidered network parameters. At the same way all these approaches have some

drawbacks that discourage their use under particular conditions. The next table

summarize the main property of these algorithm highlighting their strength and

weakness.

Table 3.1: Heuristic techniques to optimize neural network architecture

Optimization

Technique

Advantages Disadvantages References

Genetic Algorithm High optimization accuracy. Good

ability to fit non-linear neural net-

work features interactions.

Extensive computational time re-

quired. Low model understanding

(39, 40, 41,

42, 43).

Tabu Search Exhaustive search of the solutions

space. Ability to escape from local

minima.

Optimization accuracy is highly re-

lated to the choice of the neighbor-

hood structure. Optimization of

complex problems requires a lot of

storage memory.

(44, 45)

Taguchi Maximize information from a small

database.

Poor estimation of neural networks

features interactions.

(46, 47, 48)

Decision trees Good model understanding. Low

computational time.

Low optimization accuracy. (49, 50, 51,

52, 53)

3.3 Selection of the neural network architecture

Four different methods widely present in the literature overview to determine

the best neural network architecture have been proposed and compared. These

techniques are based on the use of genetic algorithm, Taguchi, Tabu search and

decision trees. The goal of these algorithms is to find, in a small computational

time, the features of the neural network that allow the prediction error to be

minimized.

3.3.1 Parameters Description

The parameters taken into account in this analysis are the number of hidden

layers, the number of hidden neurons and the activation function of each layer
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and the training algorithm. The choice of the first two parameters is related to the

ability of the network to approximate complex functions. Regarding the number

of hidden layers to use there is a consensus about the performance differences:

the situations in which performance improves by adding a hidden layer are very

small. One or two hidden layers are sufficient for the large majority of problems.

In some cases neural networks with more hidden layers seem to work better but

the performances are improved only on the training set while in the validation set

the results could significantly deteriorate. The most suitable activation function

of each layer is determined by the characteristics of the input-output relationship.

Using a good mix of these functions it is possible to approximate any kind of

problem. In this work four different activation function were considered:

1. Linear function

2. Log-Sigmoid function

3. Tan-Sigmoid function

4. Radial basis function

The linear function is the most simple transfer function. It is mostly used for

problem with a limited complexity. However the combination of a linear with a

non linear function results able to approximate any kind of function if a sufficient

number of hidden unit is available (54). The linear transfer function can be

represented through the following equations:

l(x) = x (3.4)

However, in the large majority of cases to represent efficiently complex problems

is necessary the use of not linear activation functions. The sigmoidal function (55)

is a real function in the range (0,1) and is probably the most popular activation

function used in the back-propagation. The sigmoid is defined by the following

expression:

s(x) =
1

1 + e−x
(3.5)
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A transfer function similar to the sigmoid but defined over the region (-1,1) is

the hyperbolic tangent sigmoid. One properties of this activation function is the

anti-symmetry. This means that for each value of x the following relation holds:

f(−x) = −f(−x) (3.6)

The anti-symmetry properties is often associated to better and faster learning

capabilities (56). This transfer function is expressed by these formula:

t(x) =
ex − e−x

ex + e−x
(3.7)

The last function considered is the radial basis (57) retained as one of the best

function to approximate different models. The transfer function is calculated in

the following way:

r(x) = e−x
2

(3.8)

Another factor that can affect the generalization ability of a neural network is

the training algorithm. In this work four different algorithms were analyzed:

Levemberg-Marquardt, Quasi-Newton, gradient descent with momentum and

adaptive learning and resilient backpropagation. The Levemberg-Marquardt al-

gorithm is the most widely used optimization algorithm. It outperforms simple

gradient descent and other conjugate gradient methods in a wide variety of prob-

lems. It is often the fastest backpropagation algorithm and highly recommended

as first choice among supervised algorithms (58). In this training algorithm the

weight-update is based on the following formula:

w(k + 1) = w(k)− (JTJ + λI)−1JT ε(k) (3.9)

where ε is the difference between the actual and the required value of the network

output and J is the Jacobian matrix. The Quasi-Newton and the gradient descent

with momentum and adaptive learning rate algorithm offer more sophisticated

exploitation of the gradient information compared to simple gradient descent

methods but they are usually more computationally expensive (59). Different

variants of the back-propagation algorithm have been developed in the last years

in which not only the local gradient is considered but also the recent change of
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the weight matrix. According to these variants at each iteration the new value of

the weights will be equal to:

wmi,j(k + 1) = wmi,j(k)− γ ∂E

∂wmi,j
+ β(wmi,j(k)− wmi,j(k − 1)) (3.10)

Where wmi,j is the weight of the connection between the neuron i of the layer

m − 1 and the neuron j of the layer m whereas β is called momentum and is

usually introduced to reduce oscillation in the error function during the itera-

tions. The last training algorithm analyzed is the Resilient Propagation (60, 61).

The main difference between this approach and the other techniques previously

described is that the weight update is not blurred by the gradient behaviour.

For each weight wmi,j is determined a parameter ∆m
i,j(t) that influences the size

of the weight-update. This parameter evolves during the iterations according

the behaviour of the partial derivative during two successive steps. The choice of

learning algorithm has a double impact on the performance of the neural network

because it affects both the quality of the solution found and the computational

time to reach the convergence (62).

3.3.2 Genetic Algorithm

Genetic algorithm (GA) is an optimization technique that tries to replicate the

evolution process, in which individuals with the best features have more possi-

bilities of surviving and reproducing (39, 40, 41). The first step of this method

is to encode the features of the neural network into specific chromosomes. A

chromosome is a sequence of bits with value 0 or 1. GA undertakes to evolve the

solution, during its execution, according to the following basic pattern:

1. Random generation of the first population of solutions

2. Application of a fitness function to the solutions belonging to the current

population

3. Selection of the best solutions based on the value of the fitness function

4. Generation of new solutions using crossover and mutation
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5. Repetition of Step 2-3-4 for n iterations

6. Selection of the best found solution

3.3.2.1 Representation of the neural network

The first step of this method is to define the input variables and the chromosome

structure. In this work five input variables using chromosomes with 11 genes

are considered. The first two genes represent the number of hidden layers in

the network with a search range from 1 to 3. The next four genes are used to

represent the activation function of the hidden (HL) and output layers (OL). The

next three genes are used to represent the number of neurons (HN) in each hidden

layer. The range of these features is fixed from 2 to 9. Finally the last two genes

are used to represent the training algorithm by which the network learns. The

whole domain of the chromosomes generation is summarized in Table 3.2.

According to this table 541184 possible network configurations can be created.

Table 3.2: Chromosome encoding

Hidden Layers HL activation OL activation HN Training algorithm

00=1 00=Linear 00=Linear 000=2 100=6 00=Levemberg-Marquardt

01=2 01=Log-Sigmoid 01=Log-Sigmoid 001=3 101=7 01=Quasi Newton

10=3 10=Tan-Sigmoid 10=Tan-Sigmoid 010=4 110=8 10=Gradient Descent

11=Radial Basis 11=Radial Basis 011=5 111=9 11=Resilient

3.3.2.2 Selection

The selection of the chromosomes to produce a new generation is an extremely im-

portant step of the algorithm. The most promising chromosomes will be included

in the next generation and will be used as ”parents” in the crossover operations.

A chromosome will be selected if the value of its correspondent fitness function

is low. The fitness function implemented consists of two terms. The first term is

the sum of the absolute error on the training set using a specific neural network,

whereas the second term is measured on the test set. Both terms are multiplied

by appropriate weights. Finally, a penalty term based on the number of hidden
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layers is introduced to avoid the increase in this value. The fitness function is

therefore calculated in the following way:

fitness(n) =

(
K1

Tr∑
i=1

(yi − yni ) +K2

Te∑
j=1

(yj − ynj )

) 3∑
k=1

Hkzk (3.11)

where Tr and Te are respectively the size of training and test set, yi and yni are

the real and predicted value of the output of i− th configuration, zK is a binary

variable with value 1 if the network consists of k hidden layer, 0 otherwise, while

Hk is the corresponding penalty term.

3.3.2.3 Crossover and mutation

After the selection of the most promising chromosomes, a new population is

generated using the crossover technique that allows exploring new areas of the

feasible region. In the genetic algorithm, crossover is a genetic operator used to

create new chromosomes from one generation to the next. Two different crossover

operations are used in this work: n-point crossover (42) and SBX crossover (43).

Mutation is another genetic algorithm used to maintain genetic diversity from

one generation of a population to the next. This operation consists of randomly

altering the value of one element of the chromosome according to a mutation

probability.

3.3.2.4 Final Solution

Selection, crossover and mutation are repeated iteratively until one of these con-

ditions is satisfied:

1. the processing time exceeds a maximum time;

2. the number of iterations performed exceeds a maximum number;

3. the fitness function of the best found solution is lower than a given threshold.

Finally, the chromosome with the best fitness function is decoded and a neural

network with those features is built.
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3.3.3 Tabu Search

Tabu search (TS) is a metaheuristic technique that is used to find a solution for

several kinds of optimization problems. One of the main property of this tech-

nique is the ability to escape from local minima allowing to exhaustively exploring

the solutions space.

Figure 3.1: Representation of the solution space S of a generic problem

Fig. 3.1 highlights the advantages of this method. s∗ is a local optimum of the

problem. However, s∗ is slightly better. If s∗’ is not part of N(s∗), this solution

will never be reached using local search algorithms. This might happen instead

using the TS method. In fact s∗’ can be reached by moving along s’. Another ad-

vantage of this technique is the possibility of keeping in memory the latest moves

made in order not to repeat the same exchanges (44). These memory structures

form what is known as the tabu list, a set of rules and banned solutions used

to filter which solutions will be admitted to the neighborhood to be explored

by the search. Hybrid approach based on tabu Search and neural network were

developed in the past to improve the performance of the learning algorithm (45).

In this work a similar technique is proposed to find the optimal neural network

architecture by means of tabu search. The main steps are summarized in Fig.

3.2. First of all, the architecture of a neural is chosen randomly. Then, the neigh-

borhood of the current solution s’ is generated at each iteration. Three types of

neighborhood were considered in this phase to establish the effect of each investi-

gated factor. The first contains all the networks that can be obtained by adding
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Random Generation of
a starting network s

Set s∗=s, s′=s, k=0

Find the solution s′′ =
arg minx∈N(s′)/TL:c(x)≤c(s){c(x)}

c(s′′) < c(s′)

s∗=s′=s′′, k=0,
update TL

s′=s′′, k=k + 1,
update TL

k=kmax

Return s∗

no yes

yes

no

Figure 3.2: Tabu search algorithm

or removing a neuron from one or more hidden layers. The networks belonging

to the second neighborhood have the same architecture except for the activation

function of one layer. Finally, the last neighborhood considers different learning

algorithms. These three neighborhoods can be considered simultaneously at each

iteration, or alternatively. To reduce the processing time it is possible to use

a diversification strategy. Subsequently, the best solution of the neighborhood,

N(s), that does not belong to the Tabu list, TL ,or that belong to TL and is bet-

ter than the solution s* is selected. Afterwards the Tabu list is updated adding

the solution s”. If this solution is better than s* the value of this variable is set

equal to s”, otherwise the counter k is increased by one and only the variable

s’ is updated. This procedure is repeated iteratively until the value of k is less

of a maximum threshold kmax. The algorithm is repeated several time in order

to explore different areas of the feasible region. The starting network is chosen

randomly only in the earliest iterations. In fact, during the execution of the al-

gorithm statistical information on the neural network analyzed are stored and

used to explore areas not yet investigated. The following approach was used to
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calculate the probability which an attribute of the network is chosen with. Let

mk
i i = 1, ...,M, k = 1, ..., K the number of times that the feature k of a network

assume the value i and let N the number of neural network analyzed until that

moment. Each parameter of the network can assume only one value, so:

M∑
i=1

mk
i = N ∀k = 1...K (3.12)

In contrast, if N −mk
i is the number times that the feature k of a network do not

assume the value i:

M∑
i=1

(N −mk
i ) = (M − 1)N ∀k = 1...K (3.13)

The probability pki that the feature k of a new network assume the value i is then

calculated in the following way:

pki =
(N −mk

i )

(M − 1)N
∀k = 1...K (3.14)

The procedure illustrated in Fig. 3.2 is repeated iteratively, using this approach,

until a maximum number of iterations have been carried.

3.3.4 Taguchi Method

The Taguchi method was developed as an optimization technique by Genuchi

Taguchi during the 1950’s. The method is based on the statistical analysis of

data and offers a simple means of analysis and optimization of complex systems.

Taguchi method uses a special design of orthogonal arrays to analyze the solutions

space with a small number of experiments. This method has been used to optimize

the performances searching the best architecture of the neural network (46, 47,

48). Generally the number of experiments, which compose a fully orthogonal

experimental plan is equal to N = LF where F is the number of factor and L

the number of levels for each factor. Five factors and three levels for each factor

are considered in this work. The number of required experiments according to

fully orthogonal experimental plan should be 35 to investigate all the possible

solutions; however, with Taguchi it is possible to use a reduced set of 33 network
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configurations. The choice of the optimal network is based on the value of the

S/N ratio that is a measure of the performance variability in presence of noise

factors. S/N ratio is a performance criterion where S stands for mean and is

called signal and N stands for standard deviation and is called noise. The idea

is to maximize the S/N ratio and thereby minimizing the effect of random noise

factors. The S/N ratio is measured with the following equation:

S/N = −10 log

( n∑
i=1

y2i /n

)
(3.15)

where yi is calculated using the formula (3.11). For each feature of the neural

network the value with the smallest average S/N ratio is selected.

3.3.5 Decision Trees

Decision trees are one of the most used learning methods. The main reasons

why this technique is frequently used for classification and regression problems

are its ease of use, the low computational time and the possibility of quickly

analyzing the results. In the beginning decision trees were used only for classi-

fication problems (49), but in 1998 Neville explained how to use decision trees

to create stratified regression problems models by selecting different slices of the

data population for in-depth regression modeling (50). Decision trees have also

some shortcomings. When the connections between inputs and outputs is too

complicated a simple tree may simply excessively this relationship and even if

the tree shows good accuracy this does not mean that the generalization ability

is elevated because a completely different set of data might give a different expla-

nation to the same problem (51, 52). An important issue in the use of decision

trees are the branching criteria (53). For this purpose, a measure of goodness of

the model is calculated at each partition and for each variable. Let tr(r = 1, .., s)

be the number of child groups generated by segmentation and pr the proportion

of observations that are placed in each child node, with
∑

r pr. The criterion can

be expressed by:

φ(s, t) = I(t)−
s∑
r=1

I(tr)pr (3.16)
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Where I is a function of impurity. For regression problem a suitable impurity

function can be expressed using this formula:

Iv(m) =

∑nm

l=1(ylm − ŷm)2

nm
(3.17)

where ylm is the real accuracy of the neural network l belonging to the node m

while ŷm is the predicted value of all the networks in this node. Other important

factors are the choice of the rules of pruning and stopping. The stopping criteria

are used in each node to determine whether further ramifications are necessary.

There are essentially two reasons why an excessive branching is unwise: the

generalization ability (since a decision tree with too many nodes is exceedingly

tied to the values of the training set but may have worse performance when

applied on the test set) and the facility to interpret the classification rules (since

it decreases by the increasing of the tree ramifications). To train the decision

trees, a set of neural networks with different properties are initially tested by

measuring the average error rate obtained on the validation set. The leaf node

with the best performance is then selected. This leaf could contain different

neural networks architecture. In this case all the neural networks that belong to

that particular leaf are tested searching to find the one with the smallest average

percentage error. This step also highlighted the importance of the stopping and

pruning criteria. In fact, if a decision tree too big usually overfit the data, an

excessively small tree could be useless if the number of possible solutions in the

optimal leaf is elevated.

3.4 Additional heuristic approaches to optimize

Neural Network accuracy

In this section different heuristic techniques to improve the performance of the

neural network reducing the time to get convergence and increasing at the same

time the prediction ability of the tool will be presented. More in particular, these

techniques will describe different methods that explain how to set the initial con-

ditions of the network and execute the learning phase using an hybrid algorithm.
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Figure 3.3: Training error

3.4.1 Backpropagation Limits

The training of a neural network can be divided in two phases as represented in

Fig. 3.3. In the first phase the prediction error decreases both for the training and

the validation set. Then, in the second phase, if the algorithm is not arrested, the

network starts to be overtrained and the error starts to increase for the validation

set. To overcome this problem the weight configuration selected is usually the one

that minimize the MSE for both the set of data. Another problem is the presence

of local minima (Fig. 3.4). In many cases, the training algorithms described are

not able to escape from these minima and therefore the global optimum will

never be reached. Furthermore, even if the network is able to escape from a

local minimum a high number of iterations will be performed for small changes

around it (Fig. 3.5). This problem affects the performances of all the algorithms

described previously.

3.4.2 Neural Network Initialization

As stated before, one of the main disadvantages of the back-propagation algorithm

to train feed-forward neural network is the elevated number of iterations required

to find a good solution. This problem could be reduced by using some techniques

that allow to start the algorithm from a good solution (63). For this reason weight
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Figure 3.4: Local and global minima

Figure 3.5: Training with a local minimum
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initialization has been widely recognized as one of the most effective approaches

to speeding up neural network training. Many weight initialization techniques

have been developed in the past (64, 65). The main idea of these techniques

is to choose the weights randomly with a distribution probability in a way that

the expected value of the error function is minimized and its derivative function

maximized. Normally to solve this task it is sufficient to choose random weights

with a small value. This approach is particularly appropriated for some types

of activation function such as the hyperbolic tangent sigmoid. This function can

be divided in two parts: a saturation area and a flat area (active region). If we

chose the weights so that the function works for many data in the saturation

area, the local gradient will be very small and consequently the network will

start to learn slowly. Assuming that the training set has been normalized a first

approach suggested by LeCun et al. (56) is to generate the initial weight from

a distribution with zero mean and standard deviation σw proportional to the

number of connection that enter in the neuron. Another weight initialization

approach was proposed by Nguyen-Widrow (66). In this method the weights are

fixed in a way that the region of interest is divided into small intervals. The

main idea of our proposed approach is to create a starting weight matrix so that

the activation function will work as much as possible in its active region. In this

paper, the active region is assumed to be the region in which the derivative of the

activation function (f−1) is greater than 20% of the maximum derivative (67).

More in particular the threshold was fixed equal to:

min f−1 = 0.05 for the sigmoidal function (3.18)

min f−1 = 0.2 for the linear and the hyperbolic tangent sigmoidal function

(3.19)

min f−1 = 0.1716 for the radial function (3.20)

38



3.4 Additional heuristic approaches to optimize Neural Network
accuracy

Given a neural network with M layers and a dataset of P training data we can

formalize this approach using the following formulation:

min z =
P∑
p=1

M∑
m=1

N∑
n=1

kpm,j (3.21)

np1,j = xp1,j ∀p ∈ 1, ..., P ∀j ∈ 1, ..., Nm (3.22)

npm,j =

Nm−1∑
i=1

(wm−1i,j Ỹ p
m−1,i + bm−1) ∀p ∈ 1, ..., P ∀m ∈ 2, ...,M ∀j ∈ 1, ..., Nm

(3.23)

Ỹ p
m,j = fm(npm,j) ∀p ∈ 1, ..., P ∀m ∈ 1, ...,M ∀j ∈ 1, ..., Nm (3.24)

Okpm,j ≥ max{Ỹ p
m,j − Um, 0} ∀p ∈ 1, ..., P ∀m ∈ 1, ...,M ∀j ∈ 1, ..., Nm

(3.25)

Okpm,j ≥ max{Lm − Ỹ p
m,j, 0} ∀p ∈ 1, ..., P ∀m ∈ 1, ...,M ∀j ∈ 1, ..., Nm

(3.26)

kpm,j ∈ {0, 1} ∀p ∈ 1, ..., P ∀m ∈ 1, ...,M ∀j ∈ 1, ..., Nm (3.27)

The objective function minimizes the number of times that the activation function

works in the saturation region. To measure this quantity a binary variable has

been introduced for each training data and for each neuron of each layer. The

net input of the neurons of the input layer in the configuration p is equal to the

correspondent element of the vector Xp (4.1) while the net input of a neuron j

in a hidden layer is equal to the sum of the product between the output value

of the neurons i in the previous layer and the weight of the connections (i, j)

(3.23). The output of a neuron is calculated applying the activation function

of the correspondent layer on the net input (3.24). For each activation function

has been fixed an upper bound and a lower bound describing the range of the
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active region. The value of the binary variable kpm,j will be set equal to 1 if the

correspondent variable is out of this region (3.25) (3.26). In these equation the

value of Okpm,j, where O is a sufficient great scalar, can be equal to 0 (kpm,j = 0)

only if Lm ≥ Ỹ p
m,j ≥ Um. Generally the starting solution found through this

model allows the backpropagation iterations to be reduced keeping the same

performance. However if the network have to handle a huge amount of data this

model can not be solved exactly in a short computational time because the size of

the model increases quickly. However, usually, the optimal solution of this model

is not unique and an optimal solution, or at least a good solution, can be found in

a very short time using metaheuristic techniques. In this work in the numerical

tests reported in the next chapters this model has been solved using a genetic

algorithm with a small population and few generations.

3.4.3 Simulated Annealing

Simulated annealing is a probabilistic meta-heuristic that is used to find a good

approximation of the global optimum of a given function (68). The name of this

technique is inspired by the annealing in metallurgy, a technique involving heat-

ing and controlled cooling of material. The main characteristic of the Simulated

Annealing algorithm is the possibility to move along worse solutions during the

research avoiding of being trapped in local minima. The simulated annealing

algorithm for neural network training require the initialization of some parame-

ters like the starting weight of the synapses chosen using the method previously

described and the temperature T . During the training phase a worst solution is

accepted if this condition is satisfied:

p′ ≤ p (3.28)

p = e

(
f−f ′
T

)
(3.29)

Where f and f ′ are the objective function of the current and the new solution

to evaluate. The value p′ is a random number with a uniform distribution be-

tween [0,1]. At each iteration, a new candidate solution is found by applying a
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perturbation on the current solution using the following formula:

wmz,j = wmz,j + rvz,j (3.30)

bmj = bmj + rvj (3.31)

Where r is a random number with a uniform distribution between [0,1] and vj is

a coefficient that is used to determine the max perturbation that could be applied

on the value of the weight element. Usually the parameters T and v are not static

but their value decrease during the iterations (69). Moreover it is important to

find the starting value of T because a too much high value of this parameter

has not practical purpose because too many bad solution will be accepted. In

contrast, a too small value would limit the capability of the algorithm to explore

different area of the space solution losing the main advantage of the simulated

annealing algorithm. An appropriate starting value of the parameter T would

be chosen so that the initial probability p is included in the range of [0.6,0.9].

In this work the starting temperature has been calculated so that the p value

will be how much close as possible to the value 0.8 using the following approach.

Initially a number of K iterations have been done setting the parameter T equal to

0 and with an elevated value of v. These iterations are useful to collect statistical

information regarding the standard deviation of the MSE (σMSE).

µMSE =
K∑
k=1

MSEk
K

(3.32)

σMSE =
K∑
k=1

√
(MSEk − µMSE)2

K − 1
(3.33)

T =
σMSE

log 0.8
(3.34)

The temperature parameter during the iterations will be then updated in the

following way:

Tnew = Told − T0
NT

ITmax
(3.35)

vnew = vold − v0
Nv

ITmax
(3.36)
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where NT and Nv are the number of iterations done without update the corre-

spondent parameters. The idea of this formula is to decrease temperature and

step size according to the number of maximum iteration ITmax. In this way in

the first iterations the algorithm will explore different area of the space solution

and found the most promising zones whereas in the lasts will be applied just few

perturbation trying to find the local minimum of this specific area.

3.5 Proposed Algorithm

The proposed algorithm is based on the combined use of the heuristic techniques

previously described. More in particular the step of the algorithm are the follow-

ing:

1. manipulation of the training set;

� mean cancellation;

� variance equalization;

2. architecture selection;

3. weight initialization;

4. mixed use of backpropagation algorithm with momentum and simulated

annealing.

5. denormalization of the data

The ratio of the third point is the following: the backpropagation algorithm, as

described before, is usually faster than simulated annealing but has worst ability

to escape from local minima. So during the training the weight update will be

based prevalently on gradient information while simulated annealing will be used

only after k consecutive iterations without an improvement of the error function

less than a fixed parameter δ. In this case to explore different regions of the

space solution a little perturbation will be applied on the weight matrix using

the simulated annealing. The temperature used in the different iterations will
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be modified according to the residual computational time or iterations using the

following formula:

T = min{Tit, Ttime} (3.37)

Tit = T0 − T0
ITcurrent
ITmax

(3.38)

Ttime = T0 − T0
tcurrent
tmax

(3.39)

Where ITmax and tmax are respectively the maximum iterations and time to

train the neural network while ITcurrent and tcurrent are the current value of these

parameters.

3.6 Computational Tests

In order to generalize the results, the above introduced methods were used to find

the best neural network configuration for three different manufacturing processes.

Each dataset is formed by 100 input-output pairs and is split in three parts:

80 pairs are used as training set and 10 as test set. Furthermore, in order to

verify the real performance of these techniques 10 input-output pairs were used

as validation set by using numerical models already validated. Four different tests

were performed for each problem. The original datasets was used for the first test

while a random noise with zero mean and standard deviation of one, two and five

per cent was added to the outputs value in the other tests. The aim of these

additional tests is to verify the ability of the network to filter out the noise and

find the real link between the inputs and outputs. All the techniques were set up

in the MATLAB R2011b version except for the decision tree which was adapted

by using the existing library classregtree.

3.6.1 Numerical Simulations

By taking advantage of the already introduced hybrid approaches (19) finite el-

ement (FE) models were performed to generate the process datasets. The nu-

merical simulations have been always more utilized to reduce the number of the

43



3. HEURISTIC TECHNIQUES TO OPTIMIZE NEURAL
NETWORKS IN MANUFACTURING APPLICATIONS

experimental investigations whose equipment construction and trial execution

generate great time and money wasting. Nowadays, the results which are pos-

sible to obtain by numerical simulations, if properly set, are in good agreement

with the reality, and therefore, the FE codes can be considered as a reliable tool

useful for process optimization. Different investigations can be carried out high-

lighting: 1) local variables, i.e. strain, strain rate and stress distributions, in the

whole formed part, and 2) global greatnesses as the forces which are generated on

the equipment during the forming phase. Concerning to the proposed work, the

investigated processes can be properly analyzed by using two dimensional anal-

yses by using specific boundary conditions. In fact, both the extrusion and the

hydro-blanking are characterized by a symmetrical shape while the rolling can

be accurately analyzed by using plane strain consideration. Taking advantage of

that, the commercial finite element code, DEFORM 2DTM (70) was utilized for

the numerical campaign; this is an useful simplification which has been chosen

to reduce the computational time ensuring, at the same time, the quality of the

obtained results. By the way, it has to be taken into account that the numerical

investigations used for the work here proposed, analyze manufacturing processes

with different peculiarities; due to that, suitable attentions had to be taken into

account for the proper setting of each simulation case. More in detail, the ex-

trusion is considered as a bulk process which is usually characterized by high

deformation; this means that, the strong reduction in area deeply impacts on the

remeshing-rezoning code capability, and this is a possible reason of result inaccu-

racy. The simulation convergence, in this type of process, can be reached, step by

step, through a tidier mesh obtained by numerical interpolation from the old to

the new discretization. The material deformation during the rolling, on the other

side, is reduced compared to the extrusion; in this case, special attention has to

be given for the condition setting between the formed material and the rollers.

Finally, the hydro-blanking, being a sheet forming process, is characterized by a

small dimension of one of the specimen sizes, its thickness. According to that,

the mesh has to be defined for having at least three elements along the thickness;

this is a necessary condition which has to be complied for a correct analysis of the

thinning which the sheet is subject to. Anyway, all the simulations, were carried

out modelling, as billet material, an AA6061 whose plastic behaviour was derived
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from the FE code library; the different tools of each simulation were modelled

as rigid bodies to reduce the computational time. Mechanical analyses were ex-

ecuted by fixing the material temperature for each case. Tetrahedral elements

were utilized for the discretization of the formed part; the different tools, instead,

were considered rigid bodies to reduce the computational time. The friction con-

ditions, moreover, were properly set for each process according to literature (71).

Moreover, the outputs which were taken into account for the process optimiza-

tion were chosen according to the main variables which have to be investigated

for appropriately establishing the process effectiveness (71). In conclusion, 300

numerical simulations, 100 for each case, by using two-dimensional analyses were

executed according to a full orthogonal plane. The computational time can be

found in less than one hour for each simulation using a PC-Dual- Xeon 2,8 GHz

with 4-GB RAM.

3.6.2 Optimization techniques Initialization

The proposed optimization techniques require the initialization of different input

parameters. According to our preliminary analysis (and/or making use of stan-

dard techniques setting proposed in the works cited in Table 3.1 we performed

the design of each technique according to the rules defined in Table 3.3.

Table 3.3: Techniques Initialization

Genetic Algorithm Tabu Search

Responce to be optimized fitness function Responce to be optimized fitness function

Population size 25 Neighborhood strategy diversification

Mutation Probability 0.05 Neighborhood probability 0.33

Crossover Probability 0.5 k value 10

Stopping criteria Max time (1 minute) Stopping criteria Max time (1 minute)

Taguchi Decision trees

Responce to be optimized S/N Responce to be optimized impurity function

Number of factor 5 Branching strategy binary

Number of level 3 Max depth 6

Type of design L27 Dataset size 50

Stopping criteria Max time (1 minute)

This design will be used for all the analysis reported in the next sections in which
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the results of each technique have been compared with the one obtained using

a neural network architecture randomly selected (the average percentage error

obtained using 10 networks selected according to the range defined in Table 3.2.

3.6.3 Extrusion

The extrusion process (27) is one of the most used technology in the manufac-

turing scenario and allows to obtain bars, tubes, profile shapes with different

sections, (open, hollow, or filled) and numerous other elements. In its simplest

configuration the process consists in a reduction of diameter: by action of horizon-

tal compression, the movement of the punch forces the material (a solid cylinder)

to flow and then to extrude through a shaped opening (matrix), whose section is

equal to that of the product that the user wishes to achieve. In this study, punch

velocity, extrusion ratio and temperature were considered as main parameters for

the process decision maker. Typical technology constraints, which can penalize

the process feasibility are the maximum punch load and the pressure in the criti-

cal area of the die, such as it is strategic to determine their variations for changing

the temperature, the process velocity and the extrusion ratio. According to this

aim, the introduced algorithms were set up to search the optimal neural network

that minimize the prediction error of the highlighted response variables. Both

factors and investigated ranges and a sketch of the numerical model for simulat-

ing extrusion process are reported in Fig 3.6.

As already specified, the described techniques were initially tested on the original

dataset. Table 3.4 lists the mean absolute percentage error (MAPE) for both the

output responses and the selected neural network architecture.

Table 3.4: Average percentage error (Extrusion original dataset)

Genetic Algorithm Tabu Search Taguchi Decision Trees Random Network

MAPE Die Pressure 0.69 0.71 1.51 2.79 7.67

MAPE Punch Load 0.57 0.64 1.27 2.98 9.81

Hidden Layers 2 2 2 1

Hidden Neurons 7-6 6-8 5-5 8

Activation Function Lol-Lin-Log Lin-Lin-Log Lin-Lin-Log Rad-Log

Training Algorithm LM LM LM LM
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Figure 3.6: Extrusion process

As the table showed the best performance are obtained using the genetic algo-

rithm procedure. However the error obtained using the Tabu search is at roughly

the same. The average percentage error obtained by using the Taguchi method or

decision trees is slightly higher but this error could be relevantly greater trying to

solve this problem with a neural network with a random architecture. The results

of all the other tests with a perturbation of different magnitudes are summarized

in Table 3.5.

Table 3.5: Average percentage error (Extrusion noisy dataset)

Perturbation of 1% Perturbation of 2% Perturbation of 5%

Die Pressure Punch load Die Pressure Punch load Die Pressure Punch load

Genetic Algorithms 0.68 0.98 2.24 2.13 2.98 2.56

Tabu search 0.81 1.02 2.03 1.98 2.69 3.12

Taguchi 1.81 1.69 3.12 3.64 5.23 6.12

Decision Trees 3.18 2.92 4.84 4.55 6.21 5.65

Random network 10.89 9.22 12.56 14.87 13.38 17.56

Also in this case, the best performances are reached using the Tabu search and

the genetic algorithm. Both of these techniques show a good ability to filter out

the noise, so to map only the real inputs-outputs relationship. In fact, the per-

formances of the neural network found with a noise of 5% have in both cases an
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average percentage error less than 3%. In all the tests, the neural network ob-

tained by using the proposed algorithms is composed of one or two hidden layers

and the best training algorithm is always Levemberg-Marquardt. The magni-

tude of the perturbation does not seem to significantly affect the structure of the

optimal network.

3.6.4 Rolling

The rolling process (72) is the second problem analyzed. Rolling is a plastic

deformation process that allows to reduce the cross section of a block, through

successive operations of reduction in thickness, in a tape with certain metallur-

gical and mechanical properties. In this study, an optimal neural network was

found with the aim to understand how the rolling ratio, the process velocity and

the temperature can affect the value of the normal pressure and the maximum

load that typically penalize the process feasibility. A sketch of the used numerical

model and of the investigated variables range is reported in Fig 3.7.

Figure 3.7: Rolling process

Also in this case the first test was made on the original dataset (Table 3.6) while

the others introducing a perturbation (Table 3.7). As it is possible to see from

the first table, the Tabu search and genetic algorithm procedure have the small-

est error (less than 1%) for both the output but also the Taguchi method shows

good outcomes. Compared to the extrusion process tests, the architectures of the

neural networks selected to describe the rolling performances are characterized
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by a smaller structure; in fact, the optimal architecture is always composed of

one hidden layer with a number of neuron in the range [5-8].

Table 3.6: Average percentage error (Rolling original dataset)

Genetic Algorithm Tabu Search Taguchi Decision Trees Random Network

MAPE Normal Pressure 0.91 0.78 1.14 2.56 8.97

MAPE Maximum Load 0.26 0.24 0.98 1.78 9.89

Hidden Layers 1 1 1 1

Hidden Neurons 8 8 5 7

Activation Function Lin-Log Log-Lin Lin-Lin Rad-Log

Training Algorithm LM LM LM LM

Table 3.7: Average percentage error (Rolling noisy dataset)

Perturbation of 1% Perturbation of 2% Perturbation of 5%

Normal Maximum Normal Maximum Normal Maximum

Pressure Load Pressure Load Pressure Load

Tabu search 1.22 0.65 2.56 1.58 2.95 2.12

Genetic Algorithms 1.13 0.75 2.15 1.86 3.02 2.14

Taguchi 2.07 1.69 3.58 3.02 5.79 5.23

Decision Trees 2.88 2.03 4.02 3.91 7.21 6.85

Random network 11.23 8.22 13.23 12.87 18.24 20.24

3.6.5 Shearing

The last process analyzed is the shearing one (73) assisted by a counter pressure

on the bottom of the blank. The shearing process consists of cutting of a sheet,

a plate or a tubular component to derive individual components by subjecting

the material to shear stresses, using a punch and a matrix. In the present study,

the hydro assisted variant has been considered. More in detail, the punch speed

was kept constant according to the high values typically used in industrial appli-

cations, while the effect of a fluid pressure on the bottom side of the blank was

introduced to improve the quality of the sheared part (74). The main variables

in the blanking process are the radii, the clearance between the punch and the

die and the counter pressure. The two outputs examined in this test are the max
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normal pressure and the punch load. For completeness, a sketch of the used nu-

merical model for simulating the shearing process and the investigated factor are

observable in Fig 3.8. As already shown for the other two processes, the perfor-

Figure 3.8: Shearing process

mances are measured on the validation set, using a training set with or without

perturbation. The results are reported in Tables 3.8. and 3.9. below.

Table 3.8: Average percentage error (Rolling original dataset)

Genetic Algorithm Tabu Search Taguchi Decision Trees Random Network

MAPE Normal Pressure 1.51 1.61 1.76 2.86 7.11

MAPE Punch Load 0.18 0.2 0.36 1.32 4.24

Hidden Layers 1 1 2 2

Hidden Neurons 8 8 5-5 7-6

Activation Function Lin-Lin Tan-Lin Tan-Lin-Lin Rad-Tan-Lin

Training Algorithm LM LM LM LM

Table 3.9: Average percentage error (Shearing noisy dataset)

Perturbation of 1% Perturbation of 2% Perturbation of 5%

Normal Pressure Punch load Normal Pressure Punch load Normal Pressure Punch load

Genetic Algorithms 2.03 0.56 2.84 1.02 5.01 1.98

Tabu search 1.7 0.54 2.45 1.36 4.37 2.31

Taguchi 2.89 0.73 3.78 1.36 5.42 3.38

Decision Trees 4.12 2.52 5.03 3.78 7.75 4.12

Random network 11.96 6.06 16.53 8.79 26.27 10.94

Also in this final test, the methods that seem to have best generalization ability

are the Tabu search and the genetic algorithms. The results obtained for the

normal pressure with a perturbation of 5% gives even more the idea of how very
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important it could be to determine a suitable neural network architecture. In

fact, the value of the average percentage error changes from a value of 26.27% to

a value of 4.37%.

3.6.6 Robustness analysis

A last test was performed to evaluate the robustness of each technique. In this

case we solved only one problem performing 100 runs for each technique. A

technique will be considered robust if is able to provide the same results with

a good consistency. The evaluation of the punch load and the die pressure for

the extrusion problem was selected for this analysis. The following graph shows

the frequency with which each neural network architecture is selected in each

technique. How it is possible to see from the graph the technique characterized

by the lowest consistency is the one based on the decision trees. This means

that the results achieved using this algorithm are highly affected by the starting

dataset (neural network architectures tested) used to build the analytical model.

Obviously the same results are obtained for all the runs using the Taguchi tech-

nique since it does not use of parameter randomly generated during its execution.

Based on the results of all the analysis reported in this chapter it is clear that

the best trade off between accuracy and robustness of the algorithm is obtained

using the genetic algorithm approach.

3.7 Conclusions

In this chapter different heuristic approaches to optimize the performance of a

neural network improving the learning capabilities and reducing the time to get

convergence have been discussed. These approaches are based on the use of

simulated annealing, weight initialization, architecture selection using non-linear

activation functions. Four different algorithms for the architecture selection of

a neural network have been proposed and compared. The same methods have

been tested and validated taking into account three of the most used process

in the manufacturing industry. The algorithms illustrated are not only simple

but showed a good efficiency to automatically determine the number of hidden
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Figure 3.9: Techniques robustness

layers, neurons and other features that guarantee good generalization abilities.

The numerical results demonstrate that the methods based on tabu search and

genetic algorithms are able to select a neural network architecture which has

a higher average testing accuracy. However the GA seems to be more reliable

compared to TS and less affected by the parameters randomly selected during its

execution. For all techniques, as is easily predictable, the performance decreases

by increasing the magnitude of the perturbation in the dataset, but the way in

which these results deteriorate seems better for these two methods.
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4

Metamodelling-based process

design for homogeneous thickness

distribution: an application to

Incremental Sheet Forming

4.1 Introduction

The optimal design of processes and products requires a deep understanding of

influences that achieve desirable performance. As shown in the previous chapter

metamodeling technique can be a useful tool to obtain the required knowledge to

understand how a process can be optimized according to a particular criterion.

However many of the techniques previously discussed are not able to deal properly

with problems characterized by both continuous and discrete variables. This

drawbacks is particularly relevant in manufacturing applications in which the

impact of many discrete parameters (i.e. material, shape, tools) can usually

not be neglected. The chapter provides an overall description of optimization

problem classes with a focus on problems with continuous variables. A based

kriging metamodel to solve mixed discrete/continuous variables is predsented in

the next sextion. Finally an applications on a Incremental sheet forming process

(ISF) is discussed.
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4.2 Methodology

Kriging is an effective metamodeling technique used in many manufacturing ap-

plications to approximate the response surface of mechanical processes, as de-

tailed in (1) and (2). Actually, ordinary Kriging can be used to manage processes

characterized by only continuous variables. Many manufacturing applications

however need mathematical tools able to deal with both quantitative and cat-

egorical factors (i.e. materials, geometrical conditions). Suppose that the re-

sponse Y under analysis is affected by the factors w = (xt, zt)t where xt is a set

of quantitative input variables x = (x1, x2, , xd)
t and zt is a set of qualitative

input variables z = (z1, z2, zJ)t. In this work we analyze a general case, with J

qualitative factors z = (z1, z2, zJ)t where zj has mj levels, denoted by 1, ,mj, for

j = 1, .., J . Let denote as M the number of possible combination of qualitative

factors M =
∏J

j=1mj enumerated as c = {c1, c2, .., cM}. The response y(w) of

the input value w can be modelled as:

y(w) = βtf(w) + ε(w) (4.1)

where f(w) is a vector of p pre-specified functions, β = (β1β2, .., βm)t is a vector

of unknown coefficients and ε(w) is the residual vector with 0 mean and variance

σ2. A valid correlation function for ε(w) needs to be defined in the space involving

both qualitative and quantitative factors while typical correlation function usually

assumes that all the input data are quantitative. This problem was assessed by

Qyan and Wu that built a Gaussian process models able to incorporate both

factors (75). According to them a correlation function for ε(w) can be constructed

as:

cor(ε(w1), ε(w2)) = τc1c2 exp
(
−

I∑
i=1

φi(x1i − x2i)
)

(4.2)

where τc1c2 is the cross correlation between the combinations of categories of input

w1 and w2 and the M×M matrix T = {τc1c1 , τc1c2 , .., τc1cM , .., τcM ,cM} is a positive

definite matrix with unit diagonal elements. A more in depth discussion about

the correlation function and the hypersphere decomposition used to define the

matrix T can be found in (75) and (76). To use equation 4.1 it is necessary to

estimate β, σ2 and φ. To this aim we use the maximum log-likelihood and denote
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as β̂, σ̂2 and φ̂ the resulting estimators. The natural logarithm likelihood (log-

likelihood) is defined as:

lnL(θ, w, y) = −n
2

ln 2πσ2 − 1

2σ2
(y − wβ)t(y − wβ) (4.3)

The maximum likelihood θ̂MLE is then calculated as follows:

θ̂MLE = max
θ

lnL(θ, w, y) (4.4)

The accuracy of θ̂MLE depends on the curvature of the log-likelihood function near

θ̂MLE. If the curvature of the log-likelihood (measured by its second derivative) is

very high around θ̂MLE, then θ will be precisely estimated. Finally, after all the

necessary parameters have been estimated, equation 4.1 can be used to predict

the output response y(w) of new data w not included in the starting dataset.

4.3 Application to Incremental Sheet Forming

problem

The kriging approach described in Section 2 was tested to predict and optimize

the thickness distribution of different products formed through ISF process. This

manufacturing technology is characterized by a localized deformation due to pro-

gressive punch movement on a sheet which is clamped around its perimeter (77).

Kitazawa and Nakajima estimated the final thickness of the sheet through the sin

law which a prediction of the thinnest part of the sheet t is made in only through

geometrical considerations. However, it is well known that the sin law offers a

poor estimation of the final thickness since it neglects the effects of different pro-

cess parameters. In this research, the analysis was properly set to overcome the

above highlighted limitations designing, at the same time, an optimization tool

for the definition of the punch trajectory. To this aim, an experimental campaign

was performed to implement a kriging metamodel explained in Section 2. The

proposed procedure can be summarised as follows:

1. Problem modelling phase: the process variables that affect the final thick-

ness of the sheet are identified. A lower and an upper bound are defined
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for each variable according to the available equipment and mechanical con-

siderations.

2. Collection phase: a set of data are collected for training and testing.

3. Training phase: the kriging metamodel is used to analyse the data and to

fix a transfer function between the set of controlled process parameters and

the final thickness distribution.

4. Design of the optimization model: selection criterion and a set of constraints

are established.

5. Testing and validation: the metamodel and the mathematical formulation

are used to select the optimal process configuration for a specific case study.

4.3.1 Experimental Campaign

Selecting an experimental design is a key issue in building an efficient metamodel.

The factorial relationship between process variables and samples size, however,

reduce the level of applicability of this kind of techniques when a huge number

of process parameters is involved. Therefore, it is necessary to reduce as much

as possible the problem complexity to obtain a robust model. To this aim some

secondary factors were fixed and neglected from the analysis. More in detail, the

product height was fixed equal to 40mm for each test, as well as the tool depth

step among two subsequently punch loops along the trajectory was kept constant

to 1mm. In the same way, the forming tool diameter was equal to 12mm and its

velocity was equal to 2m/min. The experiments were performed using sheets with

a 400x400mm size.Usually the first step to define a DoE strategy is to select the

investigated process parameters and a set of levels for each factor. Afterwards, a

fraction of all the possible combinations is tested. However, not all the possible

configurations are feasible according to the process behaviour. To generalize the

results of the proposed technique three different frustum shapes were analysed,

i.e. circle, square and flower (Fig. 4.1). The choice was done because with these

different geometries all the possible effects on a deformed components can be

reproduced (78). Three materials were investigated, namely an aluminium alloy
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Figure 4.1: The investigated shapes and the analysed Lateral Section (LS) AA’

and Diagonal Section (DS) BB’.

(AA1050), a pure brass and a high speed steel (HSS); the selection was made

by choosing materials with different mechanical properties. The maximum slope

angle αmax that can be performed on each material was taken into account, while

nominal slope angle α was encoded in the DoE as the percentage of αmax. Three α

levels were so defined inside the range [65%-95%] of αmax. According to previous

study (77) αmax was set equal to 67.5o for the AA1050, 40o for the brass and

65o for the HSS. The decremental slope strategy was followed by introducing two

artificial angles, α1 and α2, Fig. 4.2 for the punch trajectory optimization. The

Figure 4.2: The comparison between Single Slope and Decremental Slope strategy

construction.

investigated levels of each categorical factor and the bound of each continuous
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variable are reported in Tables 4.1 and 4.2. Five process parameters were

Table 4.1: Categorical Variables

Parameters Levels

Material (M) AA1050 BRASS HSS

Shape (S) Square Cone Flower

Table 4.2: Continuous Variables

Parameters Lower Bounds Upper Bounds

Thickness (t0) 1mm 2mm

α1 65%αmax 65%αmax

α2 0.9α1 1.1α1

therefore taken into account in the analysis. A full factorial DoE is not feasible

since 35 (243) experiments would be necessary. Moreover, many standard design

techniques are not suitable when both qualitative and quantitative factors are

present. The DoE permits the analysis of the interaction between qualitative

variables and response surface, allowing in a robust way to determine if a model

is adequate. Two criteria often used to build kriging metamodel are the IMSPE

and the entropy criteria (79). The equispaced design, the one with equidistant

point, is optimal for both criteria. The set of points to analyse was therefore

selected trying to maximize the distance dtot between each point and its closest.

max dtot =
∑
t∈T

min
t′∈{T/t}

n∑
i=1

|xi,t − xi,t′|
xupi − xloi

(4.5)

where |T | is the dataset size, xi,t is the value of the i−th factor on the t−th exper-

iment and n is the number of analysed factors. The distance between each couple

of points is then normalized in the range [0;n] according to the bounds xupi and

xloi of each factor i. 75 experiments were selected using this criterion. To reduce

the scientific campaign, one third of these tests were experimentally carried out

and repeated three times for avoiding any result uncertainty; the obtained data
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were utilized to set and validate a numerical model, which was subsequently used

to complete the dataset. The thickness sections were experimentally measured by

a 3D Coordinate Measuring machine, while the numerical simulations were exe-

cuted with the Ls-Dyna solver V.971 whose reliability for this type of applications

was widely validated. For each test the thickness was measured on two different

sections (see Fig. 4.1) chosen to cover as much as possible the results variability.

Two sections were taken into account also concerning the frustum of cone, even

if the geometry is axisymmetric. This was done because the blankholder was not

used during the forming phase and, therefore, the distance between the clamped

sheet and the working area is not constant.

4.3.2 Process Optimization

When all the experimental data were collected, the kriging metamodel was used

to define a function tz = f(M,S, t0, α1, α2, z, d) that links the final thickness of the

sheet on the section d at the height z. The accuracy of the model was tested using

a leave-one-out cross validation (80) using the R2 as performance criterion. The

achieved results were satisfying reaching a value equal to 0.926. The following

model was used to optimize the tool trajectory (α1 and α2) according to the

worked material, the initial thickness, and final shape of the sheet. A suitable

tool trajectory was found by the optimization model for products characterized

by a nominal slope angle α. Therefore, not all the possible tool trajectories can

be accepted, but only the ones that approximate the desired final shape with

sufficient accuracy. Possible tolerances on the final shape of the product were

taken into account adding the following constraint on the model:

H1 tanα1 − tanα ≤ δ (4.6)

H1 tanα1 +H2 tanα2 = H tanα (4.7)

The criterion used to select the optimal value of α1 and α2 is the maximization of

the thinnest area of the sheet (tmin). In this case all the sections d ∈ D in which

the profile thickness was measured have to be taken into account:

max tmin = min
z∈Z,d∈D

f(M,S, t0, α1.α2, z, d) (4.8)
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Also in this case, safe working conditions have to be selected to avoid the sheet

breaking. As a consequence it is necessary to put a threshold on the value of each

slope angle used during the process.

α1, α2 ≤ 0.95αmax (4.9)

The quality of the selected solution was evaluated as the percentage increment

of tmin compared to the value reached using a single slope trajectory. In many

practical applications, however, the interest of the designers is not limited to

the value of tmin but the objective to pursue is the realization of a homogenous

thickness profile. The following equation was finally used to define this new

performance criterion.

min
α1,α2

∆t =
1

|Z||D|
∑
d∈D

∑
z∈Z

|f(M,S, t0, α1, α2, z, d)− t0 sin (
π

2
− α)| (4.10)

in which the thickness estimated using the sin law is used as a reference value.

4.4 Discussion of the results

Three target products were defined to validate the results of the developed model

which mix all the materials and shapes investigated. The main features of these

products are reported in Table 4.3. Material, shape and thickness of the blank

can not be used as decision variables, but their values are fixed according to the

specific application. Therefore, the only variable that can be designed to optimize

the thickness profile is the tool trajectory. Even in this case, the solution space

is constrained by equations 4.6, 4.7 and 4.9. The tool trajectory was optimized

Table 4.3: Validation tests (Input data)

Test Material Shape Slope angle Thickness[mm]

1 AA1050 Cone 60o 1

2 BRASS Square 36o 1.5

3 HSS Flower 59o 2

for each investigated product by using Eq. 4.8. The quality of the results were
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compared to the minimum thickness using single slope strategy, tsmin. The results

are reported in Table 4.4. Analyzing the results of all the investigated specimens

Table 4.4: Validation tests (Output results Thinning minimization)

Test α1 α2 H1 tsmin tmin thinning reduction

[o] [o] [mm] [mm] [mm] [%]

1 63.3 58.2 12.7 0.405 0.518 28.0

2 38.6 35.1 9.9 0.912 0.988 8.3

3 62.7 57.9 16.1 0.628 0.693 10.3

it is possible to deduce that an increment up to 28% of the thickness limit can be

achieved on the target product using the first optimized tool trajectory. A second

test was performed using the same material and geometrical conditions reported

in Table 4.3 but applying Eq. 4.10 as optimization criterion. The results of this

second test are reported in Table 4.5 where ∆ts is the average thickness variation

using single slope trajectory. Also in this case, it is possible to see, that the use of

Table 4.5: Validation tests (Output results Thinning minimization)

Test α1 α2 H1 ∆ts ∆t thinning reduction

[o] [o] [mm] [mm] [mm] [%]

1 65.9 56.1 9.4 0.136 0.103 24.3

2 38.6 35.1 10.0 0.178 0.121 47.1

3 53.3 64.2 18.5 0.211 0.167 24.9

an optimization tool can produce several benefits on the thickness distribution of

the final product. Finally, the model was definitively experimental validated for

both the criteria. The comparison between experimental (EXP) and predicted

(MOD) thickness for test #1 along the lateral section is reported in Fig. 4.3.

4.5 Conclusion

In this chapter is presented an efficient kriging metamodel technique that allows to

manage manufacturing applications with both continuous and categorical process
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Figure 4.3: The comparison between experimental (EXP) and predicted (MOD)

thickness.

variables. The proposed metamodel is quite general and can be adapted for

different processes taking into account their specific features. An application of

the model was shown in which the algorithm was used to define the relationship

that links a set of ISF parameters to the final thickness distribution of the sheet.

Mathematical models were designed to minimise the sheet thinning or to obtain

more homogenous thickness distribution for ISF process.
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5

Manufacturing Processes

Modeling: an Application to

Temperature Prediction on

Incremental Sheet Forming

5.1 Introduction

Building a model able to analyze the relationship between a set of process pa-

rameters and a set of process responses is the first and yet critical step for design

optimization. The accuracy of this model will directly affects the feasibility, cost,

and effectiveness of optimization. Even if metamodeling techniques can be an

extremely useful tool for the decision maker it is clear that their application is

not always feasible due to lack of resources to collect the data to build the model.

The possible reason of this scenario are usually three:

1. lack of tools, machines, materials to perform the analysis;

2. features of the problem: the process is too complicated and affected by a

huge number of parameters. A metamodel can not be build due the ex-

ponential relation between number of investigated parameters and required

data;
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3. elevated variable cost to perform a single experiment.

To overcome these drawbacks a different strategy can be used if a deep knowledge

of the process mechanics is available. The finite element method it is considered

a powerful numeric method for finding good approximate solutions for systems

of partial differential equations and it can be a good alternative to metamodel

techniques. This method has been successfully applied to a wide field of engi-

neering problems however also in this case the use of this approach is not always

feasible due to the elevated computational time to perform a certain number of

simulations or the difficulty to implement the model. As it will be shown in the

next sections a simpler approach can be used if it is possible to map only the

required information through practical formulae denying other features of the

process. One disadvantage of this method is that the model is not general as

metamodeling and FE techniques but is customized for the required application.

However, it can be a suitable alternative since usually none or few data are nec-

essary to build the model if the required knowledge is available In this chapter

it is presented a model for the temperature prediction for an incremental sheet

forming process. An experimental campaign was carried out for properly set the

model; the punch velocity and the step depth are the process variables, which

were changed because these ones are the main responsible for the temperature

variation. Two lightweight alloys, i.e. AA-5754 and Ti6Al4V, were investigated

due to their different thermal properties.

5.2 Mathematical Model

This section presents the mathematical model aimed at predicting the tempera-

ture trends of materials based on the values of different ISF process parameters.

In this paper the model is used for ISF processes where the final shape of the

sheet is the frustum of a cone; however, the model can be adapted to create more

sophisticated shapes by adjusting the values in the formulae. Moreover, the use

of a conical shape makes it possible to build the model by keeping the values of

wall angle and process velocity constant; this is not possible for other geometrical

shapes where mathematical formulations have to be set accordingly. The model
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Figure 5.1: Nomenclature Incremental Sheet Forming model.

uses an iterative approach in which the temperature variation is updated for each

loop. To better understand the mathematical notations a nomenclature 5.1 of

each symbol used and a flowchart of the algorithm 5.2 are reported below.

The approach used in this work involves the partitioning of the sheet being

formed in points called nodes. The number of nodes analyzed |N | is equal to the

number of loops |L| performed on the sheet during the process 5.3 and it is a

function of the depth step (p) and of the final height of the sheet (hf ),

N = p
hf
p
q (5.1)

The distance di,i+1 between two consecutive nodes is equal to the depth step

along the y-axis while it is equal to the radius reduction along the x-axis:

dxi,i+1 = p (5.2)

dyi,i+1 = p cotα (5.3)
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Figure 5.2: Flow chart Incremental Sheet Forming model.

Figure 5.3: Representation of the temperature prediction model.
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The values of the parameters in the model will always refer to a particular node.

The temperature variation (∆Ti,j) is calculated for each node ni and for each loop

lj using the following equation:

∆Ti,j =
Qi,j + qji,p

∑
ni′∈N

qji,i′

cpMi,j

(5.4)

Where Qi,j is the heat generated on the node ni during the loop lj, q
j
i,p and qji,i′

are respectively the heat exchanged by ni with the punch and the other nodes, cp

is the specific heat of the material used, and Mi,j is the mass of the volume Vi,j

in contact with the punch, measured as:

Mi,j = Vi,jδ (5.5)

being δ the material density. The volume Vi,j is measured as the product of the

current thickness of the sheet sj and the area Ai,j of the section perpendicular to

the force applied by the punch:

sj = s0 cosα (5.6)

Ai,j = 2πrp(rp(̇1− cos(α/2))) (5.7)

The thickness of the sheet is calculated using the sine law, which is frequently

used in this process (81). Sine law is based on the hypothesis that the process is

started using an horizontal flat sheet and the material is in a plane strain state in

the direction of the tool movement. A more in depth explanation of the sine law

and its accuracy can be found in (82). The thickness predicted through sine law

is usually a good approximation of the one measured after real tests, even if, the

equation does not consider the effect of different process parameters and material

properties that could play a relevant role. In 5.4, the heat is instantly generated

for each loop only on the nodes that are in contact with the punch. The number

of heated nodes for each punch pass depends on the size of the punch radius (rp),

the inclination angle (α) and the depth step (p):

Qi,j =

{
λVi,j

∫ εf
0
σi,jdε+

Fi,jµp

cosα
∀ni ∈ N : i ∈ [j, j + rpα cosα

p

]
0 otherwise

(5.8)
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where λ is the percentage of energy generated through plastic deformation trans-

formed to heat, σi,j is the value of the flow stress on the node ni during the loop

lj, Fi,j is the load applied on ni during loop lj, µ is the friction coefficient between

punch and sheet ε, is the strain value and [j, j + (rpα cosα)/p] are the index of

the nodes in which the heat is generated. As concerns the value of λ, (83) suggest

that when working with AA5754 85% of the work converts to heat. Furthermore,

they suggest that the conversion of work to heat is only 60% for Ti6AI4V. As pre-

viously mentioned the heat generated during the process is mainly due to plastic

deformation and friction forces. Both components are affected by the flow stress

equation of the material. The relevant effects of these two heat factors on the

formability of an AA5086 sheet has been studied by (84). They pointed out that

the effect of strain rate and temperature on the mechanical behaviour of the ma-

terial is extremely important. This is particularly true for alloys where flow stress

decreases with the increasing of the temperature; this results in a completely dif-

ferent behaviour when the temperature is inferior or superior to 200C. For this

reason the flow stress equation is usually estimated using the Johnson and Cook

model in this kind of application because it considers both strain rate harden-

ing and thermal softening effects. The Johnson and Cook model is expressed as

follows:

σi,j = [A+Bεni,j]

[
1 + Clog

(
ε̇i,j
ε̇0

)][
1−

(
Ti,j − Tr
Tmelt − Tr

)m]
(5.9)

where A is the initial yield strength of the material at room temperature, ε̇0 is a

reference strain rate used to normalize ε̇ , Tr is the room temperature and Tmelt

is the melting temperature of the material. The strain rate is estimated for each

punch pass using the following expression:

εi,j =
(1− cosα)v

2πrjlj
(5.10)

This equation was derived considering the thinning of the sheet, with the final

thickness estimated by the sine law, and the forming time, calculated as the ratio

between the length of each loop and the punch velocity. The heat generated by

friction forces is usually less significant due to the low friction coefficient between

punch and sheet (84). Heat is also transferred by conduction from the nodes
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at higher temperature to those at lower temperature. This exchange has been

examined using Fouriers law:

qji,i′ = −Km · Ai,j
Ti,j − Ti′,j

di,i′
·∆ti,j (5.11)

where Km is the thermal conductivity of the material, di,i′ is the distance between

the nodes and ∆ti,j is the time required to perform two consecutive loops. If the

time required to perform two consecutive loops is excessively elevated the accu-

racy of this formula decreases. Therefore, in order to guarantee a good approxi-

mation of the heat exchange a reference time (t) of 0.05s was updated iteratively

for small time variations. Finally, heat transferred by conduction between the

punch and the node is estimated by taking into account the energy conservation;

thus, the following equation was used to calculate qji,p in 5.4:

qji,p′ =
Tp,j − Ti,j

sj
KmAi,j

+ sp
KpAi,j

+ 1
hcAi,j

−Km · Ai,j
Ti,j − Ti′,j

di,i′
·∆ti,j (5.12)

being Kp the thermal conductivity of the punch and hc the thermal conductance

coefficient between the materials in contact. Based on Eq.(12), the punch is

heated during the process and, according to its thermal properties, the value of

qji,p gives a positive or negative energy contribution to the temperature variation

5.4.

5.3 The Experimental Campaign

An experimental campaign, using a MazakTM QTurn 1000 CNC lathe, was car-

ried out, by varying both material properties and process variables. Due to the

machine tool peculiarities, the used geometry is the frustum of a cone, which

represents a benchmark profile for ISF. The lathe was chosen to increase the

range of strain rate to be investigated (85). Three different orders of magnitude

(velocity) were analysed starting from 5 m/min, then 50 m/min, and ending with

500 m/min. Specific G codes were utilised in the writing of the ISO programs

with the aim of linking the spindle rotation to two process characteristics. Firstly,

linking the spindle rotation to the radius of the performed circumference, in order

to maintain the relative linear velocity between punch and sheet for the whole
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process constant. Secondly, linking the spindle rotation to the punch movement,

along the z direction, to properly check the coil pitch which is the second anal-

ysed variable. With regard to the second point, the tool pitch ranges between

0.1 mm and 0.5 mm for the whole experimental investigation. The equipment

used was custom designed in order to set the sheet inside the workspace. Circular

rings were utilised to block the sheet (240 mm x 240 mm) with bolts on a frame,

which was subsequently placed axially inside the spindle of the machine tool 6.8.

A hemispherical punch, 15 mm in diameter, was inserted inside the tool holder.

The working trajectory is therefore similar to the chips removal configuration

but, here, the punch movement along the x-z plane is used to plastically shape

the sheet. Finally, three bearings were placed between the punch and the holder

to allow the punch rotation which takes place because of friction forces that are

generated during the forming phase. The temperature trend during the process

was measured by a thermal camera, which was properly set and placed inside

the working area 5.5. The software FLIR Tool+, which allows for continuous

tracking of the temperature variation, was utilised for the monitoring and the

recording of temperature variation during the whole process phases. In order to

properly record the measurements, the distance, as well as the inclination angle

between the thermal camera and the working zone, have to be given as datum on

the software interface. The emissivity of the worked surface is another important

value to set for an appropriate temperature evaluation; according to this, it has to

be highlighted that Molykote (MoS2) was brushed on the sheet both for lubricat-

ing and surface blackening. In general, the emissivity value of the black body is

about one; taking this into account during the setting phase, the emissivity of the

worked surface was set at about one and the obtained temperature values were

compared with punctual data extracted by using a thermocouple. This device

was located on the sheet immediately after the forming phase. By comparing

the obtained temperature values to punctual data extracted by using thermocou-

ple, an emissivity value equal to 0.95 was chosen as a proper coefficient settable

for temperature monitoring. The investigation focused on the behaviour of

two lightweight alloys widely utilised in the automotive and aerospace industries.

Aluminum AA5754 and titanium Ti6Al4V were chosen because these materials

are characterized by different thermal properties (Table 5.1).
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Figure 5.4: Thermo-camera placed inside the lathe working volume (Incremental

Forming).
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Figure 5.5: Intermediate step of the test carried out on Ti6Al4V by using V =

50m/min and p= 0.3mm.

Table 5.1: thermal properties of the analyzed materials (Incremental Forming)

Unit AA 5754 Ti6Al4V

Thermal Conductivity [W/(m*K)] 125.00 6.70

Specific Heat Capacity [J/g-C] 0.90 0.5263

ISF is not a stationary process; because of this the monitored temperature starts

from room temperature values and it increases, coil by coil, for each punch pass.

Three equally spaced points, also called nodes in the model definition, 6.8 were

mapped on the work area to extract curves, which reach the maximum tem-

perature at different times and are characterized by different trends. Finally,

the maximum temperature, recorded for each point, was obtained at the punch

passage 5.5; therefore, these maximum values can be considered as the forming

temperature of the process.

5.4 Model Applications

To evaluate the quality of the proposed model the predicted results were com-

pared with the ones measured through experimental tests in the laboratory. The
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model was validated using two datasets for both investigated materials and under

different process configurations. More in detail two process variables (tool pitch

and tool speed) have been investigated keeping a fixed set-up for other process

variables. Both the materials were formed with a slope angle respectively equal

to 30 for Ti6Al4V and 35 for AA5754, which correspond to the 85% of the max-

imum one αmax, equal respectively to 35 and 42.

Table 5.2: Process set-up

Parameters Value

Sheet Thickness 1.5 mm

Punch Radius 7.5 mm

Final Height 30 mm

Initial Diameter 180 mm

Tool Pitch [0.1 0.5] mm

Tool Velocity [5 500] m/min

5.4.1 Model Tuning

The model presented in section 5.2 requires a proper design of different constant

parameters to reach a satisfactory accuracy. Some of these parameters were

estimated according to the proposed literature overview; for instance, according

to (86), the friction coefficient between punch and sheet was fixed equal to 0.2.

The flow stress equation of the two materials, in agreement with Johnson and

Cook formulation reported in Eq. 5.9, was estimated using 240 data (84) for

the Ti6Al4V and 60 for the AA-5754 in which the interested parameters (strain,

strain rate, temperature) are analyzed in the range summarized in Table 5.3:

The value of the constant parameters A,B,C,n and m, has been defined using an

optimization model minimizing the average absolute percentage error obtaining

the following equations:

σAA−5754 = [270+154.3ε0.221]

[
1+0.13 log

(
ε̇

597.2

)][
1−
(
Tr − 20

Tm − 20

)]1.34
(5.13)
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Table 5.3: Flow Stress datasets

Parameters AA-5754 Ti6Al4V

Strain [0 0.5] [0 0.5]

Strain rate [0.001 10] [0.001 10]

Temperature [20 280] C [20 1000] C

σT i6Al4V = [962.3+1041ε0.017]

[
1+0.398 log

(
ε̇

31.2

)][
1−
(
Tr − 20

Tm − 20

)]0.78
(5.14)

where Tm is equal to 581 for the AA5754 and equal to 1660 for the Ti6Al4V.

Equations 5.13 and 5.14 were able to approximate the available data with a

percentage error equal to 6.1% for the AA5754 and 2.3% for the Ti6Al4V. The

lower accuracy reached using the Johnson and Cook model to fit the available

data for the AA5754 can be explained based on two different factors:

1. the smaller dataset size;

2. the use of constant parameters is not suitable since the material shows

different behaviors depending on temperature and strain rate as explained

in previous paragraphs (87). Stress sensitivity to strain rate is important

only at higher temperatures while could be neglectable at low temperatures

(88).

Another important property that has to be defined is the thermal behavior of the

material. The parameters necessary for the model are the specific heat and the

thermal conductivity. Both values were kept constant for the AA5754 (89). The

Ti6Al4V shows instead a different behavior under different working temperature

(90); therefore, two regression curves 5.6 were defined using available data for

different temperatures (84).

5.4.2 Verification and Validation

The proposed model was tested and validated comparing model and experimental

results for eighteen process conditions (9 tests for each material). The maximum
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Figure 5.6: Thermal properties Ti6Al4V (Incremental Forming).

temperature achieved during the process for each experimental test is reported

in Tables 5.4 and 5.5.

Table 5.4: Maximum Temperature of the sheet (AA-5754)

Velocity 5 m/min 50 m/min 500 m/min

Tool Pitch Test Model Test Model Test Model

0.1 mm 40.2 56.11 99 107.65 172.73 186.76

0.3 mm 38.11 47.39 75.04 75.11 95.98 96.33

0.5 mm 36.04 31.31 58.19 53.48 93.04 68.87

Table 5.5: Maximum Temperature of the sheet (Ti6Al4V)

Velocity 5 m/min 50 m/min 500 m/min

Tool Pitch Test Model Test Model Test Model

0.1 mm 187 202 582 567 585 617

0.3 mm 172 183 425 399 435 499

0.5 mm 162 166 271 322 431 417

The tables show that the mathematical model is able to predict the maximum

temperature of the sheet for different process configurations. Table 5.6 lists the
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Figure 5.7: Numerical and experimental temperature trends for both the analysed

materials.

value of different statistical criteria, which the model accuracy was evaluated

with.

Table 5.6: Statistical criteria to define the model accuracy.

AA5754 Ti6Al4V

R2 0.93 0.95

MAD 7, 1 23.1

MAPE 10.12% 7.28%

Similar results could probably be achieved by using machine learning tech-

niques such as ANN, Kriging or SVR. However, the main advantage of the pro-

posed model is the possibility of predicting the temperature without the need of a

starting dataset. This characteristic is particularly relevant for this process since

it would mostly be used for small batch production. Therefore, costs related to

the execution of a few tests could substantially affect the process profitability. A

different test was performed to verify the ability of the model to predict not only

the final temperature but the entire behaviour during the process. Experimental

and model results are shown in Fig. 5.7. The measurements were recorded for

each material and they were taken on three different points located on the first

third, at the center and on the last third of the worked area (see Fig. 5.5).
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Figure 5.8: Temperature trend for different tool velocity (maximum value reached

in each point).

Figure 5.9: Temperature trend for different tool pitch (maximum value reached

in each point).

In both cases, the same process configuration with a depth step equal to 0.3mm

and a tool velocity of 50m/min was experimentally and numerically analysed. The

graphs show the different temperature trends of the two materials. In order to

understand the impact of different process factors on the final temperature of

the sheet, different tests for each parameter were performed by only changing

its value and keeping all the other process variables constant. The first test was

performed to analyze the two variables investigated in the experimental campaign.

The following graphs show the trend of the temperature variation on the sheet

due to different process velocity (Fig. 5.8) and tool pitch (Fig. 5.9).
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The maximum temperature increases by speeding up the process while main-

taining the step depth constant. The reason for this relationship is attributed

to the fact that there is less time available to dissipate the generated heat; the

reduction of the heat loss is directly linked to the monitored temperature growth.

Furthermore, using a higher speed, the temperature reaches its maximum value

after a small number of punch passes remaining approximately stable for the rest

of the process. (Fig. 5.8). As shown in Fig. 5.9, the maximum temperature

significantly increases by raising the step depth; this is because the number of

loops that involves one node is greater if smaller step depth values are set. Dif-

ferent behaviour between the two analysed materials can be observed as well; the

titanium curves tend to converge after a smaller number of punch passes with

respect to the aluminum ones. The main reason for this material behaviour is

given by the different thermal conductivity that is significantly lower for Ti6Al4V;

the heat exchanged between nodes with different temperature can be therefore

neglected in this case. On the other hand, the maximum temperature will con-

stantly increase specially for AA5754 due to the greater starting temperature of

the internal nodes.

5.5 Conclusions

The use metamodeling and FE techniques to map complicated and costly man-

ufacturing processes can be subjected to some limitaions. In some scenarios

alternative simpler customized techniques can be defined to manage the relation-

ship between the analyzed inputs and outputs. These techniques usually does not

require experimental data so it can be a free decision support tool to reduce the

elevated costs for process optimization. A mathematical model designed to solve

the problem of temperature prediction of the sheet worked through Incremental

Sheet Forming was then presented . An experimental campaign was performed for

two materials. The proposed model was calibrated using the experimental data

collected by using AA5754 sheets and, then, it was validated using new data for

Ti6Al4V. This was done to verify the accuracy achieved for different thermal and

mechanical properties proving the generality of the model. Satisfactory results,
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in terms of R2 and mean average percentage error (MAPE), were obtained as re-

ported in Table 5.6, suggesting the suitability of the proposed thermo-mechanical

model to predict the temperature distribution during the ISF process. The pro-

posed model can be utilised for industrial applications introducing mathematical

formulations instead of constant values, such as wall angle and process speed,

arising from the chosen profile geometry. At the same time, the model as it is

can be utilised to predict the temperature of the workpiece for a wide range of

process conditions, as well as for different blank materials.
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6

Adaptive KPIs prediction for

manufacturing processes: an

application to remote laser

welding

Quality is considered a key factor of success for manufacturing companies espe-

cially in the last decade where customer needs must be met by fulfilling tolerances

always lower (91). On the other hand, any company must obtain a sufficient profit

on their products by minimizing its business costs. These two goal are usually

in conflict, therefore, the process design have to be performed trying to find the

right trade-off between different objectives. The first step necessary to pursue

these objectives is to understand the mechanisms that link the process param-

eters under control and the performance indicators that the companies want to

optimize. Different machine learning or statistical techniques, can be used to

understand the process behavior changing different process parameters. Statis-

tical analysis and data mining techniques are in fact particularly useful in the

engineering world for improving the understanding of manufacturing processes

reducing the efforts involved to acquire the knowledge required to make the cor-

rect process decisions. In this chapter is presented a new technique to define

input-output relationships for manufacturing applications minimizing the num-

ber of required experiments taking into account process peculiarities and making
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use of historical data on similar problems, if available. ANN and GA are pre-

diction tools that can be used to map highly not linear relationships. However,

both the techniques usually require a large number of experiments to reach a

satisfactory accuracy. On the other hand, linear regression and fuzzy logic can

be used to manage different parameters with a smaller number of data. Nev-

ertheless both the techniques have several disadvantages that discourage their

usage in this domain. Linear regression, in fact, can not map accurately the com-

plex relationship that regulates the process, while fuzzy logic make usually use

of linguistic variables based on subjective opinions. In general, all the techniques

can provide some insights into different process phenomena and interactions be-

tween process parameters. However, to reduce the number of total experiments

it can be used a different approach that allow using iteratively the information

about the process behaviour previously collected. The ratio of this methodology

is based on the hypothesis that response values for different materials or different

process conditions follow common rules that allow introducing sequentially new

parameters inside the analysis, reducing the number of required experiments to

reach the same prediction performance (or equivalently, improve the accuracy

using the same size of data) taking into account all the data collected in the past.

In this work each key performance indicator yk (henceforth referred as KPI) of

the predicted responces vector Y = {y1, y2, .., ym} for a given process configura-

tion X = {x1, x2, .., xn} is estimated using a weighted average transformation of

previously observed similar values. We assume, so, that yk is determined by the

proximity to a similarity-weighted average for a certain similarity function. The

remainder of this cahpter is organized as follow: a general introduction of the

proposed methodology to perform the parameters selection process is presented

in section (6.1); a case study and an application of the method is then reported

in section (6.2); results and conclusions are also provided in section (6.3).

6.1 Methodology

Given a problem characterized by n input and m output parameters we want to

identify an accurate transfer function yj = fj(x1, x2, .., xn) for each output yj ∈ Y
minimizing the number of experiments to reach a good level of accuracy. The
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research work is carried out using the main steps reported in the flow chart.

Each step of the proposed methodology will be discussed in this section. To sake

Define input variables x1, x2, ..., xn

Historical data available?

Sampling strategy starting problems

Define lower and up-
per process window

DoE xk
3 (Phase 1)

Surrogate model (Pre-
liminary analysis)

Surrogate model (Up-

date f3 and PW (xk
3 ))

DoE xk
3 (Phase 2)

Surrogate model (Up-

date f3 and PW (xk
3 ))

N ≥ Nmax, ε ≤ εmin

Multi objective optimisation

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

no

no

yes

yes

Figure 6.1: Optimisation procedure (Remote Laser Welding)

of clearness a nomenclature of all the symbols used in this section is here reported.

Nomenclature

X set of input parameters
Y set of output parameters
T dataset size
t dataset index
Xt input parameters of the t-th configuration
Yt set of output parameters of the t-th configuration
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xi,t i-th element of the X vector of the t-th datum.
yj,t j-th element of the Y vector of the t-th datum.
yj,t predicted value of the j-th element of Y of the t-th datum.
xloi minimum allowed value of the i-th element of the X vector
xupi maximum allowed value of the i-th element of the X vector
xki fixed value of the i-th element of the X vector
Ω solution space
Ωf process window
E prediction error
dw weighted Euclidian distance
fw similarity function

6.1.1 Definition of the input variables

First of all the main control parameters are determined. The experimental ranges

for these parameters are selected trough preliminary tests and/or engineer’s ex-

perience.

6.1.2 Sampling strategy starting problems

Selecting an experimental design is a key issue in building an efficient metamodel.

The learning approach presented in this work is developed in a sequential way.

At each iteration the set of parameters under analysis is split in three subsets:

1. S1: parameters already investigated;

2. S2: current parameter under analysis;

3. S3: parameters not yet investigated.

At each iteration of the algorithm the following conditions holds:

S1 ∩ S2, S1 ∩ S3, S2 ∩ S3 = ∅ (6.1)

S1 ∪ S2 ∪ S3 = X = {x1, x2, ..., xn} (6.2)
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During the first iteration the parameters are sorted according to their importance

and these three set are initialized as follows

S1 = {x1, x2} S2 = {x3} S3 = {x4, ..., xn} (6.3)

Two problems are then investigated. In the first problem S1 variables are analyzed

inside their range while S2 variable is set equal to its lower value. The second

problem has the same format but this time S2 variable is set equal to its upper

bound. S3 variables are kept constant. Since no information about the process

behaviour are available at this point a full factorial DoE with 3 levels and 2 factors

is performed for both the problems.

6.1.3 Define lower and upper process window

The process window Ωf is a subregion of the solution space Ω that satisfies a set

of constraints introduced to monitor the final quality of the product or to avoid

selecting incompatible solutions according to the available equipment. More in

general a limitation may be fixed for each input/output parameter defining a

lower and/or upper allowed value.

Ωf ⊆ Ω :


xi ≤ bi i ⊆ n

xj ≥ bj j ⊆ n

yz ≤ bi z ⊆ m

yk ≥ bj k ⊆ m

(6.4)

The data generated with the DoE for the problems previously defined can be

used to build a polynomial model and define the correspondent process windows.

For the rest of the paper the notation fxki and Ωxki
will be used to represent the

fitting model and the process window of the problem pki defined as follows:

S1 = {x1, x2, ..., xi−1} S2 = {xi} S3 = {xi+1, ..., xn} (6.5)

where the value of the parameter xi is set equal to k.

85



6. ADAPTIVE KPIS PREDICTION FOR MANUFACTURING
PROCESSES: AN APPLICATION TO REMOTE LASER
WELDING

6.1.4 DoE Phase 1

To maximize the information about the most promising area of the solution space

the DoE of a new problem should be designed trying to maximize the number

of experiments selected inside the process window (keeping at the same time

good space filling properties). In the early stage the only information about the

response surface to estimate using a fitting model fxki are given by the results

achieved using the model fxloi and fxupi setting the variable xi to its lower and

upper allowed value. A first process window is estimated defining a new fitting

model for this problem through a linear combination:

fxki = λfxloi + (1− λ)fxupi (6.6)

λ =
xki − xloi
xupi − xloi

(6.7)

The assumption made to estimate the process window Ωxki
is not so strong and

reliable but it can be used as a starting point to define a first set of experiments.

New experiments will be then performed according to the results achieved with a

first surrogate model. The first set of experiments will be selected maximizing the

intersite distance inside the process window. A different approach can be used if

historical data on similar problem are available. This situation happen frequently

in manufacturing applications (i.e. use of new materials with better mechanical

properties, new machines etc.). In this case, without no further information, the

process window is assumed to be identical to the one identified for the previous

process conditions. Possible changes will be identified using the subsequent steps

of the algorithm.

6.1.5 Surrogate Model Preliminary analysis

A preliminary analysis is used to identify the complexity of the function to ap-

proximate. This phase is performed to introduce a regularization parameter (or a

penalty) to avoid over-fitting. Given a model fxk1 so that one output component

yj of the problem pki can be predicted through the equation yj = f1(x1, x2, .., xn)
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we want to identify the optimal value of a vector:

β = {β0, β1, ...., βn+1} (6.8)

that allow minimizing the error obtained on a second problem phi using a model

fxhi defined as follows:

yj = β0f1(x1 + β1, x2 + β2, .., xn + βn) + βn+1. (6.9)

The error E0 obtained on the training data by this model will be used as an

input parameters to define a risk coefficient. This parameter is estimated using

a leave-one-out cross validation (80) and the R2 criterion.

6.1.6 Surrogate Model

In this phase we develop an alternative, general theory of learning with similarity

functions. The idea of our algorithm is based on the computation of a linear

regression function in a high dimensional feature space where the input data are

mapped via a nonlinear function. In the nonlinear setting, therefore, the opti-

mization problem corresponds to finding the flattest function in the feature space.

The methodology developed in this section can be considered a generalization of

the kernel method (92). The theory behind kernel functions is based on the fact

that many standard algorithms, such as SVR (93) and Perceptron algorithm (94),

can be written in such a way that the only way they interact with their data is via

computing dot-products on pairs of examples. Usually, kernel functions are used

to fit a set of data (training data) trying to build a model that can be generalized

for a second set of data (validation data). However, the problem addressed in

this phase is different. Given two problems pki and phi for which two sets of data

Xk = {Xk
1 , X

k
2 , ..., X

k
n} and Xh = {Xh

1 , X
h
2 , ..., X

h
m} are available we want to de-

fine a surrogate model fxhi through a kernel transformation (denoted henceforth

as similarity trasdormation) on a second model fxki previously defined. This ap-

proach was used as it allows obtaining the following benefits compared to classic

kernel methods:

� ability to map complex shapes using simple transformations (overfitting risk

reduction);
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� use of historical data on similar problems.

Informally, a similarity function can be said to be good if points with similar labels

are closer to each other than points with different labels (95). The similarity

function can be any function that is estimated from the data, or that is chosen

to fit the data. However, the similarity function should be as simple as possible

to reduce the overfitting risk. Simple similarity transformations can be built

considering a weighted Euclidean distance:

dw(Xt, Xt′) =

√√√√ n∑
i=1

wi(xi,t − xi,t′)2 (6.10)

The similarity function is expected to increase decreasing the value dw reaching

the value 1 for dw=0. So typical similarity function can be:

Exponential function: fw = e−dw+d0 (6.11)

Linear function: fw =
1

1 + dw + d0
(6.12)

Logarithmic function: fw =
1

log(1 + dw + d0) + 1
(6.13)

Logarithmic function: fw = cos(dw + d0) (6.14)

where d0 is used to map translational changes of the response surface.

6.1.6.1 Model Optimisation

Given a similarity function the output of a new point Xh
j is estimated trough the

following equation:

yhj,t =
T ′∑
t′=1

αt′fw(Xh
t , X

k
t′)y

k
j,t′ (6.15)
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The optimal value of the vector α = {α1, α2, .., αT ′} is determined through a

mathematical model solved by means of genetic algorithms:

min z = λE +
T ′∑
t′=1

α2
t′ (6.16)

yhj,t =
T ′∑
t′=1

αt′fw(Xh
t , X

k
t′)Y

k
i ∀t = {1, ..., T} (6.17)

ehj,t = yhj,t − yhj,t ∀t = {1, ..., T} (6.18)

E =
T∑
t=1

(ehj,t)
2 (6.19)

The parameter λ used in equation (6.16) is inversely proportional to the risk co-

efficient E0 determined in section 6.1.5. Moreover E0 is used to tune a parameter

αmax that determines the maximum number of variables which may assume any

value other than 0.

6.1.7 DoE Phase 2

The similarity function technique will be used to make a new estimation of the

response surface of the problem defining a new fitting model fxki . The corre-

spondent process window Ωxki
should provide a better approximation compared

to the one defined in section 6.1.4. However, the prediction abilities of the new

tool could be not yet satisfactory due to the lack of data in some area of the

process window. This is particularly true in case of a significant deviation be-

tween the predicted and the real process window. A new set of experiments

will be defined to reduce this localized weakness of the tool. Each new experi-

ment is designed using the results of the current metamodel until the accuracy

of this tool can be considered statistically satisfactory. More in particular, at

each iteration a new experiment is performed considering new samples localized

in a, so called, ε-tube (96). The ε-tube is composed by all the possible solution

Xε ∈ ω : |P (x ∈ Ωxki
)−P (x /∈ Ωxki

)| ≤ 2ε. Also in this case, the new set of points

to analyze will be selected trying to maximize the distance dtot between the new
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Figure 6.2: ε-tube

point and the previous training data.

max dtot = min
t′∈T

n∑
i=1

|xi,t − xi,t′ |
xupi − xloi

(6.20)

where xi,t is the value of the i-th input parameter of the experiment t. The ε value

will be gradually reduced during the iterations. The motivation of this choice is

related to the fact that the accuracy of the prediction about the process window

boundaries will gradually increase so the subsequent iterations will lead to small

changes.

6.1.8 Stopping criteria

According to our preliminary testing, we found profitable to use two criteria to

stop the algorithm. The algorithm is arrested if:

1. the number of experiments performed exceeds a maximum threshold;

2. the accuracy of the predictive tool is greater than a given threshold εmin.

6.1.9 Multi Objective Optimisation

The response surfaces obtained using the regression technique described in the

previous chapter can be used to model a mathematical formulation of the prob-

lem according to the user needs. The parameters selection is usually a problem

that require a good trade-off between different objectives. The use of a multi ob-

jective algorithm is therefore necessary. One of the most popular algorithms to

solve multi objective problems is the NSGAII. This algorithm is characterized by

a O(MN2) complexity, where M is the number of objective functions and N the
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population size. This new algorithm incorporates also elitism ensuring the sur-

vival of the best solutions. The algorithm can be briefly described as follow: first

of all a random population is generated. This population is then sorted according

to non-domination in several fronts. The first front is totally non-dominated in

the current population while second front is dominated only by the first front.

Each individual in each front has a value of rank (fitness) based on the front to

which it belongs. A function denoted as crowding distance is also considered in

the fitness value. The crowding distance is a measure of the distance of an indi-

vidual from its neighbors. Large average crowding distance create a population

with a greater diversification. The variant of the NSGAII algorithm used in this

work make use of the simulated binary crossover (43) for the crossover phase and

polynomial mutation (97) for the mutation phase. One of the most important

aspects of this technique is given by the choice of two parameters: the population

size and the number of the generations. A too high value of these two parameters

leads to an increase of the computational time. However, decreasing the number

of generations the quality of the solutions found deteriorates while decreasing the

size of the population the maximum number of optimal solutions found is lower.

6.2 Case Study: Remote laser welding

The proposed technique was used to optimize a set of process control parameters

for remote laser welding. Laser welding is a promising technology to weld alu-

minum alloys or steels because of its potential high productivity, manufacturing

flexibility and the ease of automation (98). As a consequence, it has been increas-

ingly utilized in industrial sectors with different applications in the automotive,

marine and electronic field. Currently, resistance spot welding is the most used

joining process in the automotive field. However, it has been proved that laser

welded components offer better mechanical properties (99). Furthermore, the de-

sired user specifications can be reached with a superior repeatability. Despite of

the fact that laser welding offers a great flexibility it is also true that the amount

of process parameters that have to be monitored is higher. Laser welding process

parameters play a crucial role on the final quality of a weld joint. A compre-

hensive analysis which takes account of all the interactions is not viable due the
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factorial relationship between accuracy and number of analyzed parameters. The

proposed methodology tries to reduce this trend, however, to keep a sufficient

prediction capabilities the following steps still needed to:

1. select the most important process parameters to analyze;

2. define a fixed value for the other process parameters;

3. define a response surface to define the joint quality after different process

conditions.

The joint quality can be evaluated in terms of properties such as weld bead ge-

ometry and/or mechanical properties (100). These mechanical properties should

be controlled in order to obtain good welded joints. It is not always immediate to

define a set of quality indicators since the evaluation of a welded joints could be

different depending on the final customer and/or the specific application. There-

fore, according to the particular context it is necessary to:

� define a set of key performance indicators (KPIs);

� define a desired value (or a range) of each KPI.

Many studies use the s-value or interface weld width as a relevant characteristic

of the weld geometry (101, 102). Therefore, the s-value serves as one of the

measurements that translate strength needs into product features that are easily

measured through metallographic images.

Figure 6.3: S-value (Remote Laser Welding)

The minimum allowed s-value is a function of the thickness of the thinnest sheet
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being welded. According to Ford Standards (103), interface weld width should

be equal to or greater than 90% of the thickness of the thinnest sheet.

s ≥ 0.9× tmin (6.21)

Similar to the s-value, penetration is also a relevant quality criterion in laser

welding (104). In actual fact, laser welding has become popular due to its deep

penetration capabilities (105) and as part of the weld bead geometry, it is vital

to determine the mechanical properties of the weld (106).

Figure 6.4: Penetration (Remote Laser Welding)

The minimum penetration limit has been defined as 30% of the lower sheet thick-

ness.

P ≥ 0.3× t2 (6.22)

Top surface concavity, defined as TSC in Fig. 3, is a depression of the welds top

surface that extends below the top surface of the upper sheet (107). If present,

it could lead to a reduction of the s-value, which will decrease the mechanical

properties in terms of strength, reliability and durability. Furthermore, it could

negatively impact the appearance of the weld. This concavity might happen as

a result of gravity (108), reduction of surface tension during welding (103), or a

large gap between the two mating parts (109).

Figure 6.5: Top Surface Concavity (Remote Laser Welding)
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Although the target is not to have top surface concavity along the weld seam,

the maximum accepted value (TC) is 50% of the upper sheet thickness.

TC ≤ 0.5× t1 (6.23)

Similar to top surface concavity, bottom surface concavity might also occur. Even

though it is not considered by industry standards, laser welding projects (e.g TSB

Project) and international standards have found that it can be present along with

top surface concavity as seen in Fig. 4.

Figure 6.6: Bottom Surface Concavity (Remote Laser Welding)

Although the limit for bottom surface concavity has not been defined in industry

standards, therefore in this work will be considered the same negative effects on

strength and appearance of the weld of TSC. Hence,the same 50% limit is applied.

BC ≤ 0.5× t2 (6.24)

6.2.1 Literature Review

The research of the optimal weld input parameters for new welded products satis-

fying the required specifications is usually a time consuming task. Therefore, the

use of a trial and error approach is not practicable due to the amount of resources

necessary in terms of materials and labour time. To solve this problem, several nu-

merical models have been developed to find mathematical relationships that can

be used to select the optimal process configuration to obtain the desired quality

level. In the last years, different models have been successfully used to study the

laser partial penetration welding process. Benyounis and Olabi (110) showed how

to perform the parameters selection process using various optimization methods
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reducing time, materials and labor effort. M. Khan (111) presented an experi-

mental design approach to process parameters optimization for the laser welding

of martensitic AISI 416 and AISI 440FSe stainless steels in a constrained over-

lap configuration. Casalino (112) used Taguchi and artificial neural network to

perform a statistical analysis of the effects of welding parameters on the shape of

the welded area and the hardness variation in Ti6Al4V alloy. A similar approach

(113) was used to find out the optimal levels of welding speed, laser power and

focal position for CO2 keyhole laser welding of carbon steel. Reisgen et al (114)

proposed a three factor three level Box-Behnken statistical design to optimize

and evaluate the main effects of laser power, welding speed and focal position on

the weld penetration, weld width, tensile strength and welding operation costs.

Through this analysis has been pointed out that welding speed and laser power

are the most critical parameters that affect the weld penetration. This result is

due to the fact that an increase on the power level leads to an increase in the heat

input. An opposite approach can be defined for the welding speed. Therefore to

achieve the maximum penetration the laser power has to be maximized while the

welding speed minimized. Kim (115) conducted an analysis to verify the feasi-

bility of applying laser welding on alluminium alloy to a car body under various

welding conditions. The radiation angle of the laser incidence angle, laser power,

and welding speed were used as control variables. Analysis of variance (ANOVA)

was conducted to identify the effect of the process variables on the tensile shear

strength. A final model was then developed using different regresion techniques.

Palani (116) showed an application of the Taguchi method to find the optimal

welding process parameters for cladding of austenitic stainless steel. According

to Galantucci (117) defects in welds are mainly induced by material character-

istics and can be strongly influenced by the choice of process parameters. The

defects taken into account in his analysis are pores, undercut and excessive sags.

According to this analysis laser power and welding speed are the most significant

parameters that have to be monitored to reduce these defects since a concentrated

energy input and the high speed of the process can reduce pore formation. The

mathematical relationship between process parameters has been detected using

a feedforward neural network. A quality index was then defined to select the
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optimal process parameters.

6.3 Experimental Test and Results

In this section, we present the results of numerical studies we performed to prove

the effectiveness of the proposed algorithm. The application of the different

algorithm steps are discussed highlighting the intermediate results. The algorithm

was implemented as a single thread code in Matlab and all tests are performed

on a desktop computer equipped with an Intel Core i3 processor with 2.2 GHz, 6

GB RAM, and running Windows 7 Professional. The above introduced method

was used to find the optimal laser welding process configuration for different

combination of materials. More in particular, the technique was used to:

� develop a model between RLW process parameters an quality performance

indicators

� select the optimal process parameters for different combinations of thickness

and material of the two mating parts;

In order to generalize the results making several tests under different conditions,

we found profitable to use artificial data that properly describes the domain under

analysis. To this aim a response surface developed in a previous work (118) was

used as a black box.

6.3.1 Definition of input Variables

As previously described there is a huge number of parameters that can affect the

quality of a welded joint. It would be impossible to define an accurate model

with such a great number of controlled parameters. Moreover, some of them are

measurable but not controllable in practice. According to the literature overview

and the preliminary analysis undertaken, four independently controllable process

parameters, which have a significant influence on the key performance indicators

defined in section 1, have been selected:
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Table 6.2: Process parameters

Process Parameter Units Lower Value Upper Value Id variable

Speed m/min 1 4 x1

Gap mm 0.05 0.5 x2

Laser Power kW 2 4 x3

� Laser Power (kW): the time rate at which energy is emitted, transferred,

or received;

� Welding Speed (m/min): speed at which the weld is created over the work-

piece;

� Gap (mm): vertical distance between mating parts;

� Stack-up: combination of materials and thicknesses.

The range identified for each process parameters is reported in Table 4: The lower

value for the laser power was chosen according to the minimum level of power

required to reach a satisfactory level of penetration. The upper value is instead

constrained by the maximum value achievable with the available equipment. The

welding speed range was chosen according to the laser power range in such a way

to reach a suitable level of energy. The allowed ranges for the part-to-part gap

it was determined based on the fact that a gap value of 0.1 mm to 0.3 is usually

sufficient to overcome porosity, but if this range is exceeded it could lead to

quality issues (119). To undesrtand clearly this trend we expanded the analyzed

rang to 0.05-0.5. Five different stack-ups (id variable x4) have been analyzed in

this work. The main features of each stack-up are reported in Table 5.

6.3.2 Sampling strategy starting problems

This step is performed only once at the first iteration. The three set S1, S2 and

S3 have been defined in the following way:

S1 = {Speed,Gap} S2 = {Power} S3 = {Stack − up}
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Table 6.3: Stack-up features

Upper Part Lower Part

Material Thickness Material Thickness

Stack-up 1 DX56D+Z 0.75 DX52D+Z 1

Stack-up 2 DX56D+Z 0.75 DX54D+Z 1.8

Stack-up 3 DX56D+Z 1 DX54D+Z 0.7

Stack-up 4 DX56D+Z 1 DX54D+Z 1

Stack-up 5 DX56D+Z 1.2 DX53D+Z 1.8

Two problem (p2kW3 and p4kW3 ) are defined using the following set of variables.

In the first problem the laser power is set equal to 2kW while in the second is

set equal to 4kW. The upper value of this variable has been chosen according

to machine constraints while the lower value has been defined according to a

qualitative analysis since with a lower value of these parameters it would be

difficult to reach a sufficient level of penetration. Both the problem have been

analyzed using a full factorial DoE.

6.3.3 Define lower and upper process window

The process window of both the problem has been defined using a polynomial

model. The degree of the model was chosen maximizing the R2 using a leave-

one-out cross validation. Moreover the irrelevant variables interaction have been

neglected using the ANOVA techniques. As example, the results achieved for the

prediction of the first KPI (penetration) are reported in the following tables:

Table 6.4: Polynomial model p2kW3 results

Degree Number of terms Intercept R2

1 2 yes 0.442

2 5 yes 0.851

3 8 yes 0.913
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Table 6.5: Polynomial model p4kW3 results

Degree Number of terms Intercept R2

1 2 yes 0.523

2 5 yes 0.867

3 9 yes 0.929

These models have been used to define the correspondent process windows based

on the following set of constraints.

Ω2kW
x3

,Ω4kW
x3
⊆ Ω :


penetration ≥ 0.3

s− value ≥ 0.675

TC ≤ 0.375

BC ≤ 0.5

(6.25)

6.3.4 DoE Phase 1

The response surfaces of these two power values have been used to define the

design of experiments to estimate the new response using a laser power equal to

3kW. A first prediction of the process window of this problem was defined using

a linear combination between the two response surfaces available.

Figure 6.7: Process window

A first set of 8 experiments was designed inside this process window according to
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the following rules.

1. Feasibility constraints: gap level equal to a multiple value of 0.05.

2. Maximum intersite distance.

In practice, the feasibility constraint is added because the control of the part-

to-part gap solution is achieved through the use of dimples or shims with a pre-

determined thickness to force the gap between the mating parts. The process

configuration analyzed and the correspondent results are presented in Table 8.

Table 6.6: DoE Phase 1

Speed Gap Penetration S-value Top Concavity Bottom Concavity

3.62 0.05 0.65 1.34 0.02 0.3

4 0.25 0.16 0.41 0.06 0.02

1 0.35 0.04 1.34 0 0.46

1 0.05 0.45 1.33 0 0.46

2.81 0.1 0.52 1.45 0.03 0.44

2.48 0.25 0.3 1.55 0.06 0.44

3.29 0.2 0.03 0.32 0.11 0.16

1.62 0.15 0.87 1.55 0.06 0.44

6.3.5 Surrogate model preliminary analysis

The surrogate model of the problem p2kWi was used as reference point to develop

a new model for the problem p3kWi using a combination of simple transformations.

The only changes allowed in this phase are translations along the x and y axes

using a different magnitude level.

As explained in section 6.1.6 this model will not be used for prediction purposes

both only to tune some parameter of the surrogate model.

100



6.3 Experimental Test and Results

Table 6.7: Surrogate model (Preliminary analysis)

KPI R2 Phase2

Penetration 0.517

S-value 0.421

Top Concavity 0.623

Bottom Concavity 0.578

Average 0.534

6.3.6 Surrogate model

The results achieved using the preliminary analysis was used to define the λ pa-

rameter in the model (6.16)-(23) defined in section 6.1.6.1. Different similarity

transformations were tested on this problem trying to map the relationship be-

tween the problems analyzed maximazing the value of the information available.

The results of this phase are summarized in the next table:

Table 6.8: Surrogate model (Best Similarity Function Accuracy)

KPI R2 Phase2 Similarity Function

Penetration 0.721 Exponential

S-value 0.741 Exponential

Top Concavity 0.753 Exponential

Bottom Concavity 0.664 Exponential

Average 0.772 Exponential

As it is possible to see, the best results are achieved using the exponential function

for all the KPIs. This model will be used to develop a new DoE strategy.

6.3.7 DoE Phase 2

The results obtained were used to define a second set of experiments. The experi-

ments have been selected iteratively around an ε-tube (ε=0.05) until the accuracy
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was greater than a predetermined treshold. The ε value will be iteratively modi-

fied at each iteration t according to the residual number of maximum experiments

available using the following formula:

εt = ε0 − ε0
Tcurrent
Tmax

(6.26)

Where Tcurrent and Tmax are respectively the current and the maximum number

of performed experiments. Also in this case the selected process configurations

and the KPIs value are presented through a table.

Table 6.9: DoE Phase 2

Speed Gap Penetration S-value Top Concavity Bottom Concavity

3.58 0.15 0.20 1.27 0.08 0.13

2.2 0.15 0.16 1.55 0.04 0.45

2.48 0.05 0.33 1.34 0.04 0.46

2.56 0.2 0.19 1.48 0.12 0.40

3.05 0.15 0.41 1.54 0.08 0.36

2.85 0.15 0.42 1.55 0.08 0.41

3.21 0.1 0.57 1.45 0.04 0.38

This second set of data was used to refine the response surfaces and therefore the

process window. The accuracy of the model before and after this second phase is

reported in the following table:

Table 6.10: Model Accuracy (Phase 2)

KPI R2 Phase2 R2 Phase2

Penetration 0.819 0.902

S-value 0.831 0.941

Top Concavity 0.718 0.798

Bottom Concavity 0.913 0.965

Average 0.820 0.902
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6.3.8 Stopping criteria

Two stopping criteria have been used in this analysis as described in section 6.1.8.

The accuracy of the tool was measured using the R2. The threshold value of this

parameter was fixed equal to 0.9. To set the maximum number of experiments we

used the polynomial method with full factorial DoE as a benchmark. The number

off required experiments to achieve an average R2 greater than 0.9 was equal to

320 experiments. The following procedure was repeated for all the combination

of thicknesses and materials. However the starting point of the new analysis was

performed using the following sets:

S1 = {Speed,Gap, Power} S2 = {Stack − up} S3 = {∅}

where the process window of the previous stack-up was used to select the first set

of experiments (DoE phase 1).

6.3.9 Multi-Objective analysis

The surrogate model defined in the previous section was finally used to determine

the optimal process configuration for each stack-up. The major objectives defined

are given by the minimization of the operative costs that are affected by the laser

power and the welding speed (labour cost). Therefore the following mathematical

formulation has been defined.

min Power (6.27)

max Speed (6.28)

Penetration ≥ 0.3t1 (6.29)

S-value ≥ 0.9tmin (6.30)

Top Concavity ≤ 0.5t1 (6.31)
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Bottom Concavity ≤ 0.5t2 (6.32)

P ([Speed,Gap,Power]) ∈ Ω) ≥ 0.9 (6.33)

This model have been solved for each stack up using the NSGAII algorithm. The

different efficient frontiers are represented in the following figure:

Figure 6.8: Efficient frontiers

6.3.10 Verification and Validation

Once the model has been built, estimating its prediction abilities is an important

issue. To prove the capabilities and the effectiveness of our proposed method-

ology we compared our results with other benchmark approach usually used in

machine learning applications. Two comparative tests have been performed. In

the first one we set a minimum accuracy level (R2 ≥ 0.9) and we measured the

minimum number of required experiments to satisfy this constraints. The results
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of this test are reported in Table 13.

Table 6.11: Comparative analysis Test 1(minimum number of experiments)

NN LinReg RSM Kriging NFuzzy SF

FF 320 null 320 320 320 246

LH 243 null 296 267 269 208

CCD null null null null null null

Rd 292 null 331 256 312 213

AS 210 null 224 245 267 178

As it is possible to see from the table the best overall results are obtained using

the proposed approach based on the similarity function method as prediction tool

and the adaptive sampling technique to collect the data to analyze. A different

approach was used for a second test. We set a constant number of 30 experiments

for each stack-up and we measured the correspondent R2. Also in this case this

value is calculated as the average for the different KPIs. The results of this second

test are highlighted in Table 14.

Table 6.12: Comparative analysis Test2 (maximum accuracy)

NN LinReg RSM Kriging NFuzzy SF

LH 0.791 0.410 0.757 0.783 0.729 0.879

CCD 0.771 0.412 0.795 0.756 0.708 0.845

Rd 0.789 0.411 0.791 0.747 0.712 0.897

AS 0.846 0.409 0.812 0.856 0.873 0.912

The table shows that also in this case the tool with the best prediction abilities is

the one proposed in this work. The main advantage of the proposed algorithm is

given by the possibility to use a response surface of a similar problem previously

developed to reduce the number of required experiments. The ability of this al-

gorithm is therefore surely affected by the relationship between the two problems

under analysis. A sensitivity analysis has been developed to understand strength

and possible limitations of this methodology. To this aim, for each input xi ∈ X
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the following couple of problems have been analyzed:

S1 = {x1, x2, ...., xi−1, xi+1, ..., xn} S2 = {xloi } S3 = {∅} (6.34)

S1 = {x1, x2, ...., xi−1, xi+1, ..., xn} S2 = {xupi } S3 = {∅} (6.35)

For each problem we measured the R2 achieved for different dataset size compar-

ing the results with the ones obtained with a polynomial model as shown in the

next graph:

Figure 6.9: Sensitivity analysis

It is possible to see that in each case the proposed algorithm reach a superior

level of accuracy for any dataset size. However, the improvement achieved using

a response surface with a different speed value is significantly lesser. A possible

interpretation of this result is given by the fact that in case of excessive significant
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interactions the response surface of the previous problem can not be used as a

suitable starting point.

6.4 Conclusion

In this chapter has been presented a new algorithms to automatically deter-

mine input-output relationships in manufacturing applications. This method was

tested and validated on a laser welding problem taking into account three input

and five output variables. The experimental results demonstrate that the pro-

posed method based on an adaptive sampling DoE and a prediction tool based

on shape similarities between a set of surfaces lead to better results compared to

benchmark approaches used for this kind of problems. The proposed methodology

could be used to solve problems on different domains. However, this technique is

particularly effective if at least one of this conditions is satisfied:

� the influence of some input parameters is significantly greater;

� restricted interest in a particular subarea of the solutions space;

� some interactions between input parameters are negligible.

All these conditions are exploited in order to obtain the desired information re-

ducing the number of required experiments which is directly related to the cost

and time necessary to perform the parameter selection process.
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7

Multi-Objective Optimization

7.1 Introduction

In the last years evolutionary algorithms have created more interest among re-

searchers and manufacturing engineers for solving multiple-objective problems.

The objective of this chapter is to provide comprehensive understanding and also

to give a better insight into the applications of solving multi-objective problems

using evolutionary algorithms for manufacturing processes. Many papers have

focused on the combination of FE or phisical experiments and optimization tech-

nology to solve different problems in forming or machining applications and it

has been found that these processes are a typical multi-objective problem (MOP)

with conflicting relationships between multiple objective functions.

The method of previous studies used to solve the MOP by single-objective

optimization method, such as the weight coefficients approach which combined

multiple objective functions into one. Unfortunately, it is a big trouble for users

to determine the value of these coefficients, although these coefficients are crucial

for the results of optimization. What is more, another problem is each set of

coefficient combination can only acquire one optimal solution, and it is hard to

make sure whether the solution achieved is an optimal one. However, in engineer-

ing design domains, more and more attentions have been paid on multi-objective

evolutionary algorithm, which mimics the natural selection process in which a

superior creature evolves whilst inferior creatures fade out from their population

as generations go by. Many advantages of MOGA are very attractive, such as the
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capability of exploring a large design space and the merit of none gradients infor-

mation is needed. But, the most important one is MOGA can compute multiple

independent objective functions simultaneously in one optimization run without

converting multiple objective functions into a single objective by weighted lin-

ear combination. For these reasons, MOGA can be used for higher non-linear

MOPs which often arise in manufacturing applications. The most important fea-

ture of evolutionary algorithms is that it can successfully find globally optimal

solutions without getting restricted to local optima. Another advantage of these

algorithm is that it can be combined with sophisticated metamodeling techniques

without significantly affect the required computational time. As it will be shown

in the next sections this is not possible using other benchmark technique that

require a formal mathematical description of the problem. Among the evolution-

ary algorithms, the third version of the generalized differential evolution (GDE3)

has emerged as most efficient algorithms for solving multi-objective problems in

manufacturing processes. A new methodology based on this algorithm is deeply

described and analyzed. The chapter concludes by showing an application of

the proposed evolutionary algorithms on the porthole extrusion process in which

multiple objectives has been considered.

7.2 Multi-Objective problem optimization

Multi-objective optimization refers to the optimization of problems with a for-

mulation that involves at least two objective functions. The solution of these

problem is usually not unique but is composed of a set of non dominated so-

lutions because there is not a solution that minimizes all the objective function

simultaneously. A solution of this set is called Pareto optimum. A multi objective

optimization problem can be described as follows:

min {f1(x), f2(x), ..., fn(x)} (7.1)

x ∈ Ω (7.2)
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where n ≥ 1 is the number of objective function and Ω is the objective space of

the problem. The objective space Ω is given by the set of solution that satisfied

all the constraints of the problem:

Ω = {x ∈ Rm : h(x) = 0, g(x) ≤ 0} (7.3)

where h(x) is the set of equality constraints and g(x) the set of inequality con-

straints. An important concept in the multi-objective problems is the dominance

criterion. A solution x1 dominates a solution x2 if fi(x1) ≤ fi(x2) ∀i ∈ {1, ...n}
with at least one inequality. The dominance criterion is used to express the

definition of Pareto optimum solution. A Pareto optimal solution can be:

1. weak Pareto optimum: a solution xw is weak efficient if there is no x ∈ Ω :

fi(x) < fi(xw) ∀i ∈ {1, ...n}

2. strict Pareto optimum: a solution xs is strict efficient if there is no x ∈ Ω :

fi(x) ≤ fi(xs) ∀i ∈ {1, ...n} with at least one inequality.

The set of Pareto optimal solutions is called efficient frontier or Pareto front.

7.3 Benchmark techniques

7.3.1 Weighted sum method

The weighted sum method is the most simple multi-objective optimization tech-

niques and probably the most used. In this approach all the objective func-

tions are multiplied for different weights wm, usually in the range [0,1] with∑M
m=1wm = 1, and combined into a single function. To assign the same value. To

assign the same importance to the different objectives, the functions have been

normalized in the range [0,1]. In this problem the new objective function will be

therefore:

min z =
M∑
m=1

wmfm(x) (7.4)

It has been prove that the solution to the problem presented is Pareto-optimal

if the weight is positive for all the objectives. However this not means that all
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the optimal solution can be reached using a positive weight vector. The main

disdvantages related to this technique are connected with the fact that a uniform

distribution set of weights is not always connected to a uniform distribution set

of Pareto optimal solutions and that diffent combinations of weighs can produce

the same solution.

7.3.2 ε-Constraint method

In the ε-Constraint method only the model is modified assuming of a single ob-

jective optimization problem. The other objective functions are transformed into

constraints that limit their value to a specific upper bound ε. Like for the weighted

sum method the unique solution of the ε-constraint problem stated is Pareto-

optimal for any given upper bound vector. Given the value of ε the correspondent

model obtained assume the following formulation;

min z = f1(x)
f2(x) ≤ ε2
f3(x) ≤ ε3

...
fm(x) ≤ εm

(7.5)

The value of the parameter ε have to be chosen in the range between the minimum

and maximum value that the objective function can reach. Like for the weighted

sum method the found solution strongly depends on the value of the parameter

but it is difficult to chose a set of values to represent exaustively the entire pareto

front.

7.4 Method

The proposed method is based on the combined use of a machine learning tool

with a multi-object optimization algorithm. More in particular to study the be-

haviour of the process changing the input parameters has been used a neural

network. One of the main disadvantages of the neural network is that is usually

used like a black box due to the difficulty to formalize correctly the mathematical

relationship between input and output. Therefore in the second phase where the
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information obtained with the neural network have to be used to optimize the

process configuration is not suitable the use of the classical multi-object opti-

mization techniques like ε− constraints or the weighted sum method because it

would be necessary to formalize the equations to put in the model. The model

to optimize has in fact the following configuration:

min z1 = Fx (7.6)

min z2 = Gx (7.7)

Lb ≤ x ≤ Ub (7.8)

where x is a vector that represents the data of a process configuration Fx and

Gx are the estimated results of the output variables through the neural network.

These functions could be defined using the information in the weights matrix and

the activation functions of the hidden layers of the network using the following

formula:

Fx = fo(bH−1 +

NH∑
i=1

XH−1
i wi) (7.9)

where fo is the activation function of the output layer, H is the number of hidden

layers in the neural network, bh and Nh are the weight assigned to the bias node

and the number of neurons in the layer h and Xh
i is the input of the neuron i of

the layer h. The value of Xh
i is calculated with a recursive approach. However

the expressions obtained can not be manageable in a short computational time

because the activation functions are usually not linear. To solve this problem

has been used an evolutionary algorithm called GDE3. The reason of this choice

is that evolutionary algorithms are able to deal with problems with objective

functions that are non-linear, non-differentiable and non-convex finding a set of

solutions in a very short time. In brief, the outline of the approach used to find

the set of solutions in the efficient frontier is the following:

1. Definition of the input and output variables of interest;

2. Definition of the dataset by tests;
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3. Training of neural networks to estimate the input-output relations;

4. Implementation of the multi-object optimization algorithm;

5. Resolution of the model using the GDE3 algorithm.

The different step will be analyzed more in details in the following sections. The

quality of the implemented algorithm will be compared in the last section on a

case study with the previously cited standard multi-objective algorithms where

the function between input and output parameters has been approximated using

a regression technique.

7.4.1 GDE3 Algorithm

In the last few years the number of applications of the evolutionary algorithm is

growing due to their fast convergence and their good distribution of the found

solutions along the Pareto front. One of the most used evolutionary algorithms

is the GDE3. It is has been proved that this algorithm outperforms other evo-

lutionary algorithms in the large majority of benchmark problems. The GDE3

Algorithm is the third version of the Generalized Differential Evolution. In this

algorithm has been introduced a new concept of dominance called constraint

domination. A solution x1 constraints-dominates a solution x2 if one of these

conditions is satisfied:

� x1 is feasible and x2 is not

� x1 and x2 are both feasible and x1 dominates x2

� x1 and x2 are both not feasible and x1 dominates x2 in the constraint

function violation space.

Given a problem with H equality and G inequality constraints, the constraint

function violation space is calculated in the following way:

max(gk(x), 0) ∀k ∈ G (7.10)

max(|hk(x)|, 0) ∀k ∈ H (7.11)
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The first step of the algorithm is to generate a starting population. Each elements

of these population is initialized randomly from a uniform distribution. Then

like in the most part of the evolutionary algorithms the solutions evolve using

combination, mutations and selection operators. Different variants of the GDE3

algorithm have been used in literature using different equation for the combination

and mutation operators. In this work the combination phase has been done using

the Simulated Binary crossover (SBX ). The SBX crossover is known as one of the

best crossover operators in term of search power. The search power is defined as

the ability to generate any arbitrary solution from two parents. In this operator

given two parent solutions p1, p2 two child solutions c1, c2 are generated based on

the value of a parameter named spread ratio. The spread ratio β is expressed

trough the following equation:

β =

∣∣∣∣ c1 − c2p1 − p2

∣∣∣∣ (7.12)

Starting from this parameter it is possible to calculate an approximated probabil-

ity to generate a solution with the desired value of β using the following formula.

P (β) =

{
0, 5(n+ 1)βn, if β ≤ 1

0, 5(n+ 1) 1
βn+2

, otherwise
(7.13)

Where n is a positive real number. Using a large value of n gives there will be an

high probability to create solutions similar to the parent, whereas with a small

value of n even very distant points can be selected as children solutions. In this

work the value of n is not static but evolve decreasing during the iterations. The

idea of this choice is that in the earliest iteration the algorithm should to examine

how many zones of the space solutions as possible but in the latest iterations the

algorithm should converge examining only solutions near the actual estimated

efficient frontier. In the form described the SBX operator is able to generate any

solution in the interval [−∞,+∞ ]. However in our problem, each variable xi is

defined in the interval xlbi ≤ xi ≤ xubi so it could be useful to modify the algorithm

limiting the research of new solutions in the region of interest. The probability

to extract a solution outside the bound will be therefore set to 0. To do so, the

spread factor and the cumulative distribution probability will be calculated for
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both the bounds using the following equations:

βlb =
p1 + p2 − 2xlbi
|p2 − p1|

βub =
2xubi − p1 − p2
|p2 − p1|

(7.14)

P1 =

∫ βlb

0

P (β) dβ P2 =

∫ βub

0

P (β) dβ (7.15)

Two new spread factors are then calculated using a distribution probability of

P (β)/P1 and P (β)/P2. In this way the algorithm do not produce any solution out

of the bound because the new probability distributions is scaled using the range

of each variable. At each iteration the outline of the SBX operator The algoritm

proceed as follow. First a random number u in the range [0,1] is generated.

This number is used to find the correspond value of β so that the cumulative

probability is equal to u; ∫ β

0

P (β) dβ = u (7.16)

Subsequentially the formula 7.14 and 7.15 are used to calculate the value of β1 and

β2 and finally two children solutions are generated using the following equations:

c1 = 0.5[(p1 + p2)− β1|p1 − p2|] (7.17)

c2 = 0.5[(p1 + p2)− β2|p1 − p2|] (7.18)

The mutation phase has been done using the approach proposed by Rechenberg

in the 1973. In this approach each gene gi is mutated with a give probability pm

as follows:

gt+1
i = gti +N(0, σ) (7.19)

where N(0, σ) is a normal distribution with zero mean and standard deviation

σ. One of the most important aspects of the evolutionary algorithms is given by

the choice of two parameters: the size of the population and the number of the

generations. A too high value of these two parameters leads to an increase of the

computational time. However, decreasing the number of generations the quality

of the solutions found deteriorates while decreasing the size of the population the

number of optimal solutions found is lower. The algorithm proceeds iteratively
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until the computation time exceeds a maximum time or the id of the current

generation is greater than a predetermined upper bound. The outline of the used

GDE3 algorithm is therefore the following:

1. Set Gcurrent = 0 and Tcurrent = 0;

2. generate a random population of NP individuals;

3. evaluate the value of each objective function and each constraint function

for each solution of the starting population;

while Gcurrent ≤ Gmax and tcurrent ≤ tmax

4. apply the mutation and crossover operators;

5. apply the selection operator on the current population;

6. update the value of Gcurrent and tcurrent;

end while

7. return the current population.

The pareto front obtained with the GDE3 has been proved to approximate better

the set of optimal solutions of the problem compared with the standard multi-

objective algorithms. To prove this point, the case study of this paper has been

solved also with these techniques where the objective functions of the problem

have been approximated using the response surface method. The response sur-

face methodology is a collection of mathematical and statistical techniques for

empirical model building. The goal of this method is to optimize a response

(output variable) that is influenced by many independent variable (input vari-

able). Generally the true response function f is unknown and the research of a

good approximation starts with a low-order polynomial function. If the output

variable can be defined using a linear function of input variables the approximat-

ing function is a first order model. A first order model with n different input

variable can be written as:

y = β0 +
n∑
i=1

βixi + εi (7.20)
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Where β is a vector of n unknown constant coefficients referred to the input

variables, β0 is the bias term and ε is a random experimental error assumed to

have zero mean. The second order model can be written, instead, as:

y = β0 +
n∑
i=1

βixi +
n∑
i=1

n∑
j=1

βijxixj +
n∑
i=1

γix
2
i + εi (7.21)

Models with a higher degree are not recommendable because they have a high

probability of overfitting. Moreover even in the second degree model usually not

all the term are necessary. In this work the relevant parameter have been selected

using the ANOVA technique and the correspondent vectors β and γ are found

using the software Stat− Ease Design− Expert v7.0.

7.5 Case Study

7.5.1 Porthole Die Extrusion

Due to its significant relevance in the field of metal forming, the multi-objective

optimization will be implemented on the Extrusion process. The last is one of the

most important and common industrial bulk-forming processes used to transform

raw materials into semi-finished or finished products. Since the end of the second

world war, with the diffusion of heating systems, the extrusion process takes place

in the industries thanks to its versatility. The diffusion and the large utilization

of this forming process motivate scientists to invest in research on applications

and advantages, trying to find properly solutions to its limits. In this paper, the

attention will be concentrated on porthole die extrusion, a technique useful to

produce cable product as tube or whole profile in general, for which a billet is

forced to flow first in a more complex die, named porthole, and then in the welding

chamber, before passing through the die bearing to form a hollow geometry (120).

In particular, an I section (Fig. 7.14) was investigated in order to observe the

functions behavior for changing of both geometrical and process variables: i.e.

profile thickness (tp) and process velocity (V). The value of the b section remains

unvaried. Accordingly, an experimental set up composed by nine configurations
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Figure 7.1: Extrusion Perspective (72)

Figure 7.2: Porthole extrusion process: I section
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has been created, changing the tp and V values in the following way:

tp[mm] = 0, 5; 1; 2. (7.22)

V [mm/s] = 1; 5; 10. (7.23)

The material flow from larger sections to more restricted one could generate

profile distortions and wrappings which compromise the product integrity and

quality. Inside the die, the material is firstly split into two streams which join in

a 5mm height welding chamber. The working material was an AA6060-T6 alu-

minum alloy, firstly subjected to an annealing process and subsequently heated in

an electrical furnace up to 500C and maintained at this temperature enough time

to its core homogenization. It was supplied in cylindrical D30x20mm billets. The

tests were carried using a sequence of three billets for each configuration. The

optimized functions: quality and sustainability. In order to obtain the best pos-

sible combination of output quality maximization and extruded manufacturing

environmental impact minimization, it has been necessary to choose two suit-

able response functions to optimize. The extruded manufacturing environmental

impact is quantified towards the energy consumption of the machine, obtained

by integrating the load F [kN] over a specified displacement s [mm] (Fig. 7.3),

defined as follows:

E =

∫
γ

Fds. (7.24)

In this estimation, additional aliquots are neglected because the analysis fo-

cuses on the strictly manufacturing process without considering the entire pro-

duction line. The designed specimens were thought in order to obtain a fracture

on the welded tongue. So, as regards the extruded product quality measurement,

according to Donati and Tomesani (121), the best quality estimation of the weld-

ing line is the strain to failure. Fig. 7.4 shows the tensile test equipment used to

estimate quality.
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Figure 7.3: Training error

Figure 7.4: Tensile test equipment

7.5.2 Analysis of the results

The multiobjective technique illustrated in the previous section has been used

to optimize the process parameters of a porthole die extrusion considering con-

trastant objective functions. More in particular the objectives considered are the

quality of the final product Q and the maximum load to execute the process F .

The process parameters taken into account are the tickness TC of the profilate

and the process velocity V . The range considered for these two variables are

respectively of [0.5mm,2mm] and [1mm/s,10mm/s]. The material used in these

test is the AA6060. As described previoulsy to map the input-output relation-

ship with a neural network the first step is to built an adequate dataset trought

test in the lab. The number of test considered is 27. More in particular for

each test have been made 3 complete test analysis of a 32 where 3 is the number

of level for each variable and 2 is the number of considered variables. The 3

level are set to 1mm, 1.5mm and 2mm for the tickness and 1mm/s, 5mm/s and

10mm/s for the process velocity. A sketch of an example of the results obtained

are illustrated in the next figure: The neural network used in this analysis has
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Figure 7.5: Neural Network prediction

been created in the Java environment using the ENCOG library (122). Then

the multi-objective problem has been solved using The GDE3 algorithm. This

algorithm has been implemented in Java making the necessary adjustment on the

MOEAframework. In the next figure is illustrated the efficient frontier obtained

setting a maximum time of 5 minutes and, a maximum number of generations

of and a population size equal to. Like already said in the previous chapters

the pareto front found with the GDE3 has been compared with the the classical

multi-objective algorithm approximating the input output relationship with the

responce surface method. The input-output functions has been found with the re-

gression teechinque previously described. The results obtained are the following:

Q = −0.115 + 0.781Tc − 0.022V − 0.003TcV − 0.292T 2
c + 0.001V 2 (7.25)

F = −208.166− 14.017V − 69.452Tc − 0.639TcV + 0.912V 2 + 44.502T 2
c ; (7.26)

In the next figure is reported the pareto front obtained for this problem using the

weighted sum method and the ε-Constraint method.

It is possible to see that the pareto front extimated is completely the same for

the the weighted sum and the ε-Constraint methods. This result was expected

since the two models are based on the same regression equations and character-

ized by a very simple structure since are present only bound constraints for the
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7.6 Conclusion

Figure 7.6: Efficient frontiers obtained with the different algorithms

two variables. It is therefore easy to provide a good approximation of the effi-

cient frontier for both methods. The value of the two objective functions for the

solution in the Pareto-front found with the GDE3 is instead slightly different.

However for all the techniques the results show that the optimal point are in the

same zone. In fact, all the solution found with the three methods are character-

ized by a minimum value of the process velocity and a value of tickness in the

range [0.6mm,1.7mm] The results obtained with the GDE3 algorithm seem more

reliable than the other illustrated methods because the prediction error obtained

with the neural network is less than a third of the error obtained with the regres-

sion technique. Moreover the number of point found is extremely greater and the

computional time lower.

7.6 Conclusion

In this chapter it has been discussed the use of multi-objective techniques for

manufacturing applications. Many different studies that makes use of multi-

objective algorithm to optimize complicated processes with contrastant objectives

are available in the literature. Recently the attention of the researcher has moved

around the development of evolutionary algorithm that show greater performance

compared to benchmark approach use in the past. A new methodology based on

the GDE3 algorithm has been discussed in this chapter. The technique is based on

the use of neural networks and evolutionary algorithms. Finally a case study on

a porthole die extrusion process for an allumin AA6060 has beeen discussed. The
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7. MULTI-OBJECTIVE OPTIMIZATION

analysis involves the evaluation of a quality and an economic function altering the

value of different process parameters. The results show that is not possible to find

a unique solution that allow both the function to be minimized at the same time.

Therefore an efficient frontier has been mapped representing different efficient

solutions. How it is possible to see from the results the technique proposed

in this work allow to predict and optimize the process using few experiments.

Moreover this approach is very general and could be used to evaluate the impact

of different parameters or material or even for different manufacturing processes.
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Conclusions

This dissertation explores the use of mathematical and statistical tools to analyze,

control and optimize manufacturing processes. Table 8.1 summarizes the topics

analyzed and the contributions of this dissertation.

The main topic discussed in this thesis is related to the features that have to be

taken into account to select, according to the analyzed process:

1. the metamodel technique;

2. the sampling strategy;

3. the optimization algorithm

All these problems were analyzed from two different point of views. Attacking

the problems from a Computer Science angle has led to the development of a

general version of the methodologies. In contrast, it is also crucial to analyze the

process from a mechanical point of view trying to detect peculiarities that may

simplify the computational effort to solve the problem making use of the available

knowledge.

Chapter 2 provides a brief introduction of the most used approaches to define

input-output relationships. It is pointed out that each technique is affected by

many limitations that could significantly affect the accuracy of the model under

certain conditions.
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Table 8.1: Dissertation Contributions.

Chapter Theory Applications

Chapter 1 Introduction, research state-

ment and scope of the thesis

Chapter 2 Machine learning techniques

introduction

Impression die forging

Chapter 3 Heuristic technique to opti-

mize neural network perfor-

mance

Extrusion, rolling and shearing

Chapter 4 Kriging metamodel for mixed

continuous/discrete problems

Incremental sheet forming:

thickness distributon

Chapter 5 Manufacturing processes prob-

lem modeling

Incremental sheet forming:

temperature prediction

Chapter 6 Adaptive KPI prediction based

on response surface projection

through similarity function

Remote laser welding

Chapter 7 Multi Objective Techniques.

Development of a GDE3 based

algorithm.

Porthole extrusion

Chapter 3 discusses the use of heuristic algorithms to solve these limitations.

Different techniques were developed to improve the performance of a neural net-

work metamodel. In particular three heuristics were developed and used to:

1. select the network architecture;

2. select the starting weights;

3. reduce the training time through an hybrid algorithm (simulated anneal-

ing+backpropagation)

Chapter 4 presents a novel kriging metamodel to solve problem characterized by

both continuous and discrete variables. The model was coupled with a customized
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sampling strategy to reduce the number of experiments to reach a required ac-

curacy. Typically, a specific DoE method is most suitable in combination with

each individual metamodel formulation. The proposed designs try to maximize

a space-filling property. This feature assures a balanced predictive performance

of the approximation model throughout the investigated model space. To collect

training data efficiently, the locations for sampling points have to be chosen sys-

tematically thus assuring a maximum gain in information with minimal effort. In

particular the space filling criterion was considered only around a feasible region

denoted as process window.

Chapter 5 discuss the use of customized model based on prior knowledge of the

process.

According to that chapter 6 presents a new methodology with which a meta-

model is developed making use of qualitative knowledge and/or historical data

on similar problems. The metamodel try to iteratively develop new response sur-

faces through a geometrical projection based on a similarity function.

Finally chapter 7 discuss the use of evolutionary algorithm to solve multi ob-

jective problems making use of the previous developed metamodel.

To conclude, it is believed that this dissertation explores machine learning and

optimization techniques for manufacturing from many angles, and that several of

the ideas presented here will be useful both in practice and for theoretic studies
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[63] Ben Kröse, Ben Krose, Patrick van der Smagt, and Patrick Smagt. An introduction to neural networks. Citeseer, 1996. 36

[64] Georg Thimm and Emile Fiesler. Neural network initialization. In From Natural to Artificial Neural Computation, pages

535–542. Springer, 1995. 38

131



REFERENCES

[65] D Lamy and P Borne. Neural networks initialization. In Systems, Man and Cybernetics, 1993.’Systems Engineering in

the Service of Humans’, Conference Proceedings., International Conference on, pages 491–495. IEEE, 1993. 38

[66] Derrick Nguyen and Bernard Widrow. Improving the learning speed of 2-layer neural networks by choosing initial

values of the adaptive weights. In Neural Networks, 1990., 1990 IJCNN International Joint Conference on, pages 21–26.

IEEE, 1990. 38

[67] Jim YF Yam and Tommy WS Chow. A weight initialization method for improving training speed in feedforward

neural network. Neurocomputing, 30(1):219–232, 2000. 38

[68] Jonathan Engel. Teaching feed-forward neural networks by simulated annealing. Complex Systems, 2(6):641–648,

1988. 40

[69] Kenneth D Boese and Andrew B Kahng. Simulated annealing of neural networks: thecooling’strategy reconsidered.

In Circuits and Systems, 1993., ISCAS’93, 1993 IEEE International Symposium on, pages 2572–2575. IEEE, 1993. 41

[70] Jeffrey Fluhrer. DEFORMTM 3D Version 5.0 User’s Manual [Z]. Columbus: Scientific Forming Technologles Corpo-

ration, 2005. 44

[71] Schmid SR Kalpakjian S. Manufacturing processes for engineering materials, 5. Pearson education, 2010. 45

[72] Gagliardi F Giardini C Ceretti E, Fratini L. A new approach to study material bonding in extrusion porthole dies.

CIRP Annals-Manufacturing Technology, 58(1):259–262, 2009. 48, 119

[73] Umbrello D Ambrogio G, Filice L. Numerical analysis of the fracture surface in thick sheets blanking. In Proc. of

the 7th ESAFORM Conference, pages 757–760, 2004. 49

[74] Filice L Ambrogio G, Gagliardi F. First experimental and numerical evidences concerning the Hydropiercing

process. 7th Esaform conference on material forming, Trondheim (Norway), 28-30 April 2004, 2004. 49

[75] Peter ZG Qian, Huaiqing Wu, and CF Jeff Wu. Gaussian process models for computer experiments with qualitative

and quantitative factors. Technometrics, 50(3), 2008. 54

[76] P Jaeckel and R Rebonato. The most general methodology for creating a valid correlation matrix for risk

management and option pricing purposes. Journal of risk, 2(2):17–28, 1999. 54

[77] J Jeswiet, F Micari, G Hirt, A Bramley, Joost Duflou, and J Allwood. Asymmetric single point incremental forming

of sheet metal. CIRP Annals-Manufacturing Technology, 54(2):88–114, 2005. 55, 57

[78] Giuseppina Ambrogio, L De Napoli, Luigino Filice, and M Muzzupappa. Experimental evidences concerning geometrical

accuracy after unclamping and trimming incrementally formed components. Key Engineering Materials, 344:535–

542, 2007. 56

[79] Alessandro Baldi Antognini and Maroussa Zagoraiou. Exact optimal designs for computer experiments via Kriging

metamodelling. Journal of Statistical Planning and Inference, 140(9):2607–2617, 2010. 58

[80] Gavin C Cawley and Nicola LC Talbot. Efficient leave-one-out cross-validation of kernel Fisher discriminant

classifiers. Pattern Recognition, 36(11):2585–2592, 2003. 59, 87

[81] Omer El Fakir, LiLiang Wang, Daniel Balint, John P Dear, and Jianguo Lin. Predicting Effect of Temperature, Strain

Rate and Strain Path Changes on Forming Limit of Lightweight Sheet Metal Alloys. Procedia Engineering,

81:736–741, 2014. 67

[82] D Young and J Jeswiet. Wall thickness variations in single-point incremental forming. Proceedings of the Institution

of Mechanical Engineers, Part B: Journal of Engineering Manufacture, 218(11):1453–1459, 2004. 67

[83] LUCA GAMBIRASIO and EGIDIO RIZZI. On the Constitutive Modeling of Strain Rate and Temperature Dependent

Materials. Part I- Calibration Strategies of the Johnson-Cook Strength Model: Discussion and Applications

to Experimental Data. 2013. 68

[84] Jeffrey Fluhrer. DEFORM-3D Version 5.0 users manual. Scientific Forming Technologies Corporation, 2004. 68, 73,

74
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