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Sommario

Durante l’ultimo decennio, il channel hot carrier (CHC) é

stato considerato uno dei più importanti meccanismi di degrado

della moderna tecnologia CMOS. La degradazione CHC si veri-

fica quando un voltaggio superiore a quello di saturazione viene

applicato sul terminale di drain e, contemporaneamente, un

voltaggio superiore alla tensione di soglia (VTH) viene applicato

sul terminale di gate. Nel presente lavoro, abbiamo utilizzato

la cosiddetta defect-centric distribution (DCD) per spiegare e

descrivere il meccanismo di degradazione CHC. Il DCD si basa

su due presupposti: il VTH prodotto da una singola carica segue

una distribuzione esponenziale (valore medio η) e il numero to-

tale di difetti segue la distribuzione di Poisson (valore medioNt).

La combinazione di questi due presupposti da come risultato la

DCD. Negli ultimi anni, la distribuzione DCD è stata usata per

descrivere e spiegare la bias temperature instability (BTI) ed è in

grado di predirre le code estreme della distribuzione ∆VTH fino

a 4σ. Il vantaggio di usare il DCD è che i suoi primi e secondi

momenti sono direttamente correlati ai parametri fisici η e Nt.
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Nel presente lavoro, é stato dimostrato che il DCD è anche

in grado di descrivere e spiegare il degrado della distribuzione

∆VTH fino a 3σ. É stata studiata la dipendenza dei parametri

deffect-centric, η e Nt, in relazione alla geometria del dispos-

itivo. É stato dimostrato che η è inversamente proporzionale

all’area del dispositivo come in la degradazione BTI. Inoltre, il

valore previsto della distribuzione ∆VTH (< ∆VTH >) si incre-

menta fortemente quando la lunghezza di canale (L) diminuisce

e si incrementa debolmente con il decremento della larghezza

del dispositivo (W ). In la degradazione BTI, si riporta che

non vi è alcuna dipendenza tra < ∆VTH > ed L. Pertanto, la

forte dipendenza trovata è da atribuire alla degradazione CHC.

Si é anche studiata la dipendenza della temperatura (T ) dei

parametri defect-centric e abbiamo trovato che η non dipende da

T , al contrario degli esperimenti BTI, dove invece Nt aumenta

con T , fatto che si spiega con l’attivazione del meccanismo di

dispersione elettrone-elettrone. Inoltre, abbiamo estratto una

energia di attivazione di ∼ 56meV per Nt. Finalmente, abbi-

amo usato dispositivi matching-pair con la finalitá di studiare

la variabilità tempo zero e la variabilità dipendente dal tempo.

É stato dimostrato che il tempo di stress e la tensione di stress

applicati sul terminale di drain non influenzano la variabilità.
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Summary

During the last decade, channel hot carrier (CHC) has been

considered one of the most important degradation mechanisms

in modern CMOS technology. The CHC degradation occurs

when a voltage higher than the saturation voltage is applied on

the drain terminal and, simultaneously, a voltage higher than

the threshold voltage (VTH) is applied on the gate terminal.

In the present work, we have used the so-called defect-centric

distribution (DCD) in order to explain and describe the CHC

degradation mechanism. The DCD is based in two assumptions:

the VTH produced by a single charge follows an exponential dis-

tribution (mean value η) and the total number of traps (or de-

fects) is Poisson distributed (mean value Nt). The combination

of these two assumptions gives us the DCD. During the last

years, the DCD distribution has been used for describing and

explaining the bias temperature instability (BTI) and it is able

to predict the extreme tails of the VTH shift distribution up to

4σ. The advantage of using the DCD is that its first and second

moments are directly related to the physical parameters η and

Nt.
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In our work, we have shown that the DCD is also able to describe

and explain the VTH shift distribution of CHC degradation up

to 3σ. We have studied the dependence of the defect-centric

parameters , η and Nt, with respect to the device geometry. We

have shown that η is inversely proportional to the device area as

in BTI degradation. As well, the expected value of the VTH shift

distribution (< ∆VTH >) strongly increases when the channel

length (L) decreases and weakly increases with the decrement of

the device width (W ). In BTI degradation, it has been reported

that there is no dependence between < ∆VTH > and L; there-

fore, the strong dependence we have found is the signature of the

CHC degradation. As well, we have studied the temperature (T )

dependence of the defect centric parameters and we have found

that η does not depend on T , as in BTI experiments, whereas

Nt increases with T , which is explained by the activation of the

electron-electron scattering mechanism. Moreover, we have ex-

tracted an activation energy of ∼ 56meV for Nt. Finally, we

have used matching pair devices in order to study the time-zero

variability and the time-dependent variability. We have shown

that the stress time and the stress voltage applied on the drain

terminal do not affect the time-dependent variability.
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Chapter 1

Introduction

1.1 Channel Hot Carrier degradation

in long channel devices

During the 80’s, the study of the Channel Hot Carrier (CHC)

degradation had a lot of interest because of the high voltages

(∼5V) applied on the drain and gate terminals when the Metal-

oxide-semiconductor field-effect transistor (MOSFET) was in

on-state. The application of a gate voltage (VGS) larger than

the threshold voltage (VTH) and, simultaneously, a drain volt-

age (VDS) larger than the saturation voltage provokes the injec-
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tion of high energetic electrons and holes (hot carriers) into the

gate dielectric. The most accepted physical mechanism for CHC

degradation in large devices is that hot carriers are generated by

the impact ionization mechanism at the pinch-off region. This

mechanism is supported by lucky-electron model developed by

Chemin Hu [1, 2, 3]. In this model, a single particle (electron

or hole) is accelerated by the lateral electric field (Elat) in the

channel, and then it collides with a valence electron of a static

crystal atom. As result of this collision, an electron-hole pair

with enough energy to cross the band gap of the dielectric ox-

ide is generated [1, 2, 3, 4]. With this model, the field-driven

paradigm began, since hot carrier are supposed to be generated

and controlled by the Elat.

Microscopically, this carrier injection provokes a degradation of

the oxide-channel interface due to the increment of the interface

traps (∆Nit) [4, 5]. Macroscopically, this interface degradation

causes a reduction of the drain current (IDS) and an increment

of VTH . In addition, ∆Nit in function of the stress time (tstress)

follows a power law with a typical exponent of 0.5 [5].

In nMOSFETs, hot electrons are injected into the gate, whereas

hot holes are injected into the bulk generating an increment

11



of the bulk current (IBS), which is a measure of the CHC

degradation severity [4, 5]. In pMOSFETs occurs the oppo-

site: hot holes are injected into the gate and hot electrons into

the bulk. The maximum of IBS is the criterion for consider-

ing the maximum CHC degradation (worst-case) and it occurs

when VGS = VDS/2 [4, 5, 6]. The typical criteria for calculating

the transistor life-time are: a reduction of 10% of IDS in the

saturation region, a reduction of 10% of IDS in the linear region

or a VTH shift of 30mV [6, 7, 8].

1.2 Channel Hot Carrier degradation

in short channel devices

With the scalings of the channel length and the supply volt-

age, the CHC degradation was considered less relevant dur-

ing the 90’s, whereas the bias temperature instability degra-

dation (which provokes a VTH shift due to an application of a

VGS > VTH at high temperature) became more important [5, 6].

However, the supply voltage scaling slows down in comparison

to the channel length scaling due to the non-scalability of the

sub threshold slope [6, 7, 9, 10]. This has originated that, from

the beginning of the last decade, CHC injection was again con-
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sidered one of the most important degradation mechanisms.

When the channel length decreases below the 130nm, the maxi-

mum damage condition changes from the maximum impact ion-

ization (VGS = VDS/2) to VGS = VDS , where a higher vertical

electric filed is applied [4, 5, 6, 11]. The exponent of the power

law of ∆Nit vs. tstress is still found between 0.4∼0.6 show-

ing that the dominant damage is generated by the increment

of ∆Nit [5]. However, in [11], it has been found exponents of

the power law in the range 0.1∼0.2 in CHC experiments done

in short channel nFinFETS with high-κ dielectric, showing, in

these cases, that the dominant degradation mechanism is the

generation of oxide bulk defects. The peak of Nit in function

of the channel length coordinate shows the maximum degrada-

tion region in the channel, which is located at the drain over-

lap [4, 5]. However, this peak does not coincide with the maxi-

mum of Elat [4].

In short devices, the channel length is not enough to accelerate

the charges in order to generate electron-hole pairs with enough

energy to cross the dielectric band-gap [4, 5]. In addition, it has

been found channel hot carrier degradation even at low stress

voltages in short devices [4, 5]. All these evidences show that
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in short devices, the Elat is not the only cause of damage to

the device. In order to explain these changes, the energy-driven

paradigm developed by Rauch and La Rosa was introduced. Ac-

cording to this new paradigm, the carrier energy plays the most

important role to damage the oxide-channel interface [12].

It is well known that the increment of ∆Nit is caused by the

rupture of the Si-H bond during CHC degradation [4, 5, 13, 15].

This rupture can be done by a single particle (SP, like in the

lucky-electron model) or by a series of multiple particles (MP,

cold carriers) that bombard the bond until its rupture [4, 5,

13, 14]. In ultra-scaled devices, the probability of having a SP

mechanism is very low and the MP mechanism is dominant [4].

A good way to understand the CHC degradation mechanism is

by computing the carrier energy density function (DF), which

takes into account the majority of the energy exchange mech-

anisms like: impact ionization, surface scattering, scattering

at ionized impurities, electron-phonon scattering, and electron-

electron scattering (EES). As well, other important mechanisms

like Auger recombination and electron-dipole interaction can be

considered [4, 5, 13, 16]. In long devices, the scattering mecha-

nisms depopulate the high energies of the carrier energy DF and

then soften the CHC degradation in agreement to the decrement
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of this degradation with respect to the temperature (T ) [17]. On

the other hand, in short channel devices, the EES plays an im-

portant role and populates the tail of the carrier energy DF,

and as result, the increment of T increases the CHC degrada-

tion [4, 5, 13, 18].

1.3 Aim of this work: A Defect-Centric

Analysis

The purpose of this work is to understand the defect generation

(microscopical property) from the extraction of the VTH shift

(macroscopical property) caused by the CHC degradation. In

order to study the defect generation, we use the so-called Defect-

Centric theory developed by Kaczer and Graser in [19, 20]. The

result of this theory is the Defect-Centric distribution (DFD),

which is based in two assumptions [19, 20]:

i) the VTH shift produced by a single charge follows an ex-

ponential distribution with mean value η, and

ii) the total number of traps follows a Poisson distribution

with mean value Nt.

The DCD has been used for describing and explaining the
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BTI degradation behaviour, and it has been shown that it can

predict very well the extreme tails of the VTH shift distribu-

tion up to 4σ [22]. The DCD and its capacity of predicting

the BTI behaviour has been tested in five generations of Intel

technologies (from 90nm to 22nm) in different materials and

architectures, showing very good results [23]. The model takes

into account the traps located in the oxide as well as the inter-

face traps without any distinction [21].

The average parameters used for estimating the life-time in long

devices (see section 1.1) are not valid in short devices where the

complete distribution is needed to understand and predict the

degradation behaviour [19, 20]. The principal reason is that only

few atomistic defects can affect the device operation behaviour

in ultra-scaled devices. In addition, there is a limited number

of studies on the statistical distribution of CHC-induced degra-

dation in nanoscale devices [24, 25, 26, 27]. Taking into account

all these considerations, the novelty of the present work is to

use the Defect-Centric model (used and tested in BTI degrada-

tion) in order to explain the CHC degradation behaviour. This

type of analysis is extremely useful to physically understand the

CHC degradation of nanoscale MOSFETs in terms of individual

defects.
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1.4 Outline of the document

Chapter 2: The principal physical models for explaing the CHC degra-

dation are reviewed in this chapter. Here, we study the

Hess model, the energy-driven paradigm, the Bravaix model

and the Tyaginov model.

Chapter 3: Here, we present the principal experimental measurement

techniques. In addition, a complete description of the

DCD is presented.

Chapter 4: In this chapter, we show a defect-centric analysis of the

CHC degradation for different geometries. As well, the

principal defect-centric parameter dependences are stud-

ied.

Chapter 5: Here, we present a Defect-Centric analysis of the temper-

ature dependence in CHC degradation.

Chapter 6: This chapter shows a defect-centric analysis of the time-

zero variability and the time-dependent variability.

Chapter 7: Finally, conclusions and future works are presented in this

chapter.
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Chapter 2

Principal Channel Hot Carrier Degra-

dation Models in Short Devices

The four principal models used for explaining the CHC degra-

dation in short devices are described in this chapter. A very

good review of these models can be found in [4]. All these mod-

els emerged from the necessity of explaining and understanding

the CHC degradation in short devices, where the field-driven

paradigm is not longer valid.
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2.1 Hess model

Originally, this model was developed to understand and sim-

ulate the absorption and desorption processes of the hydro-

gen/deuterium from passivated Si interfaces [30, 31, 32]. The

main contribution of this model is the introduction of the accel-

eration integral (AI). As we explained before, the peak of ∆Nit

does not coincide with the Elat,max, either with other macro-

scopical quantities, such as the average carrier density and dy-

namic temperature [4, 28, 29]. The behaviour of the ∆Nit peak

is better explained by the AI, which represents the cumulative

ability to dissociate bonds [4]. The Hess model introduces the

use of the AI for representing the SP and MP mechanisms. The

bond rupture process provoked by a single particle is caused

by the excitation of bonding electrons to an antibonding state;

therefore, a repulsive force is induced over the H atom, generat-

ing its release [4]. This mechanism is called AB process, whose

AI has the form [4, 30, 31, 32] (see Fig. 2.1).

RSP ∼
∫ ∞
ETH

F (E)P (E)σ(E)dE, (2.1)

where RSP is the SP rate, F (E) is the carrier flux, σ(E) is

the bond dissociation reaction cross section, P (E) is the proba-
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bility of such reaction releases a H atom, and ETH is the bond-

breakage energy for this reaction. The carrier flux is the number

of charges impinging the interface per unit area, per time, and

per unit energy, and it is the result of:

F (E) = f(E)g(E)v(E) = DF (E)v(E), (2.2)

where f(E) is the carrier distribution probability, g(E) is

the density-of-states (DOS), v(E) is the carrier velocity, and

DF (E) is the carrier energy DF.

Figure 2.1: Left: SP and MP mechanisms, which are represented by the
truncated harmonic oscillator. Right: schematic of the analogous AB and
MVE processes. Figure taken from [4].

The Hess model also introduce the concept of the multiple

vibrational excitation (MVE) of the bond associated to the MP
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mechanism (see Fig. 2.1). This process is triggered when a se-

ries of cold carriers excite the electron bond until its rupture.

The AIs of the MVE process are related to the rates of excita-

tion (Pu) and deexcitation (Pd) processes, which are explained

by the truncated harmonic oscillator model for representing the

Si-H bond (see Fig. 2.1). These AIs have the following expres-

sions [4]:

Pd ∼
∫ ∞
ETH

I(E)σab(E) (1− fph(E − ~ω)) dE, (2.3)

Pu ∼
∫ ∞
ETH

I(E)σemi(E) (1− fph(E − ~ω)) dE, (2.4)

where I(E) is the carrier flux bombarding the bond, σab and

σemi are the cross sections for the phonon absorption and emis-

sion reactions, and fph is the level occupation number, which

follows the Bose-Einstein distribution. Note that ~ω is the dis-

tance between the levels of the oscillator (see Fig. 2.1). The

ratio between Pd and Pu represents the MP process rate and

has the following expression [4]:
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RMP =

(
EB
~ω

)Pd + exp

(
−~ω
kBT

) Pu + ωe

pd + exp
(
−~ω
kBT

)
 ,

(2.5)

where EB is the energy level of the last bonded state, ωe is

the inverse of the phonon life-time, and kB is the Boltzmann

constant [4].

One of the most important advantages of the Hess model is

that it takes into account the multiple combinations of MVE

and AB processes. For example, a bond electron can be excited

by multiple cold carriers to a medium level, and then a SP with

enough energy (and with less energy than a SP excited from the

ground state) can break the bond. With this consideration, the

total bond-breakage rate is [4]:

R =

Nl∑
i=0

IDSfv + ωeexp
(
−~ω
kBT

)
IDSfv + ωe

i

AiIDSfd, (2.6)

where fv, fd, and Ai are empirical parameters used to intro-

duce the macroscopical parameter IDS .
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This model has some shortcomings [4]:

• The life-time is computed as the time when ∆Nit achieves

a threshold value, giving not correct estimations.

• The ∆Nit generation is not well connected to macroscop-

ical quantities.

2.2 Rauch and La Rosa model (energy

driven paradigm model)

Rauch and La Rosa changed the driven force paradigm of CHC

degradation in short devices from the electric field to the car-

rier energy [4, 12, 33, 34, 35]. They showed that carrier energy

plays an important role during CHC degradation. Following

this paradigm, they suggested that the SP mechanism in short

devices is due to the EES mechanism. In short channel devices,

the probability of having a SP mechanism is close to zero, but

according to this model, the EES mechanism changes this pic-

ture because it is able to provoke SP mechanisms [4, 33, 35].

In addition, the EES mechanism populates the tails of the car-

rier energy DF and enhances the CHC degradation when T in-

creases.
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The AI used in this model has the following form:

AI ∼
∫
DF (E)S(E)dE, (2.7)

where DF (E) is the carrier energy DF and S(E) is the cross

section of the corresponding reaction. As DF (E) decreases

rapidly and S(E) increases with a power law, the product of

both functions shows two maxima (see Fig. 2.2), which can be

related to empirical parameters such as stress voltages instead of

carrier energies. In this way, the computational time decreases

significantly.

The main shortcoming of this model is that it does not take

into account the defect generation, which excludes the micro-

scopic level of the CHC degradation.
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Figure 2.2: A sketch of the cross section function (S(E)), the carrier
energy density function, (DF (E), in the plot f(E)), and the product of
both function (DF (E)S(E)). Figure taken from [4].

2.3 Bravaix model

The Bravaix model divides the CHC degradation mechanism

in three independent modes. For the formulation, the Bravaix

group uses the concept of lifetime instead of computing the car-

rier energy DF. These life-times are related to macroscopical

parameters through empirical factors [5, 37]. This model intro-
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duces the necessity of studying the carrier transport in order

to correctly describe the physics of the three modes [5, 16, 36].

These modes are explained below.

1. The SP mechanism is activated when there are high aver-

age carrier energies. In this case the lifetime is [37, 38, 4]:

1

τSP
∼
(
IDS
W

)(
IBS
IDS

)m
, (2.8)

where W is the device width and m ∼ 2.7 is an empirical

factor.

2. The EES mechanism is activated when the flux and energy

of the carriers are in an intermediate regime. The lifetime

for this mode is [37, 38, 4]:

1

τEES
∼
(
IDS
W

)2(
IBS
IDS

)m
, (2.9)

3. The MP process is activated when the channel carrier flux

is high and the average of the carrier energy is low. In this

mode, the Si-H bond is described as a truncated harmonic

oscillator as in the Hess model [5, 36]. Here, the lifetime

is:
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1

τMP
∼
[
(qVDS − ~ω)

1/2

(
IBS
W

)]EB
~ω

exp

(
−Eemi
kBT

)

'
[
V

1/2
DS

(
IBS
W

)]EB
~ω

,

(2.10)

where Eemi is the emission energy.

The device lifetime is the weighted combination of the three

lifetimes as follows:

1

τd
=
KSP

τSP
+
KEES

τEES
+
KMP

τMP
, (2.11)

where τd is the device lifetime and KSP , KEES , and KMP

are parameters related to the probability of having a SP, EES or

MP mechanisms. Following the Hess model, the Bravaix group

arrives to the following system of differential equations [5]:

dn0

dt
= Pdn1 − Puno, (2.12)

dni
dt

= Pd(ni+1 − ni)− Pu(ni − ni−1), (2.13)
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dnN
dt

= PunN−1 − Pd∆Nit[H∗], (2.14)

where [H∗] is the concentration of released hydrogen and

n0, ni, and nN represent the occupation densities of the ground

state, the ith level, and the last level, respectively. We can see

that this model does not take into account combinations of MP

and SP as the Hess model. The Pu and Pd rates are calcu-

lated with empirical parameters related to IDS , reducing the

computing time significantly. Another important advantage of

this model is its ability to explain the temperature behaviour

of the CHC degradation in short channel devices. In this case,

the EES mechanism enhances the degradation process because

it populates the tail of the carrier energy DF [5, 16].

Finally, the model has two important shortcomings [4]:

• The three modes are considered independent, which is not

true because the carrier energy DF changes with respect

to the stress time. In consequence, the weighted param-

eters must change. Therefore, a self-consistent model is

necessary.

• In the newest version of the model [40], the authors say

that the EES mechanism is overestimated but there is
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some experimental evidence that shows the opposite [13].

2.4 Tyaginov and Bina model

The Tyaginov and Bina model solves the Boltzmann transport

equation (BTE) in order to compute the carrier energy DF.

In this way, the principal novelty of this model is the intro-

duction of the transport perspective for the CHC degradation.

The earlier version of the model uses the stochastic Boltzmann

transport equation solver MONJU, which is based on Monte-

carlo methods [4, 13, 18]. The result of this simulation is the

carrier energy DF for each discretized channel coordinate and

for each stress time [4]. The DF is the input of the next mod-

ule, which uses a simplified approach for solving the BTE. For

this purpose, the MiniMOS simulator is used, which is based on

the energy transport (ET) and drift-diffusion (DD) schemes [4].

The result of this step is the calculation of the principal charac-

teristics of the degraded device. The AIs, used in the MONJU

simulator, have the following form [4]:

AI
(e/h)
SP/MP =

∫ ∞
ETH

f (e/h)(E)g(e/h)(E)σ
(e/h)
SP/MP (E)v(E)dE,

(2.15)
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where f (e/h)(E) is the carrier DF for electrons/holes, g(e/h)(E)

is the DOS, v(E) is the group velocity, and σ
(e/h)
SP/MP (E) is the

Keldysh-like reaction cross section for the SP/MP mechanism.

The model takes into account all possible combinations between

AB (SP mechanism) and MVE (MP mechanism) processes, as

the Hess model [4, 13, 18]. For instance, a cold carrier can ex-

cite the Si-H bond to an intermediate state and then, a SP can

break the bond through an AB process. All these combinations

are considered independent and weighted by probability coef-

ficients [4, 13]. With all these considerations, there were two

shortcoming with respect to this earlier version [4]:

• This model considers the combinations of SP and MP

mechanisms independent. It is necessary a self-consistent

point of view of these mechanisms.

• It is not possible to simulate short channel devices (L <

100nm) due to some restrictions in the MiniMOS simu-

lator. The simplified vision of the ET and DD schemes

precludes a good accuracy between experimental and sim-

ulated data.

The new model version uses the deterministic Boltzmann

transport equation solver ViennaSHE. Previously, the device
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structure is simulated by using Sentaurus Process, which is cou-

pled with the ViennaSHE simulator [4, 13, 18]. This simulator

takes into account some energy exchange mechanisms like: sur-

face scattering, scattering at ionized impurities, impact ioniza-

tion, electron-phonon scattering and EES [4, 13, 18]. Moreover,

the model is able to simulate dipole moment interactions with

the oxide electric field [4, 13]. As in the Hess model, all possible

combinations between AB and MVE processes are considered,

but in a self-consisted way. This means that these mechanisms

compete to release the H atom in order to obtain a Si dangling

bond [4, 13, 18]. In this model the AI for the AB process is:

AI
(e/h)
AB =

∫ ∞
ETH

f (e/h)(E)g(e/h)(E)σ(E)v(E)dE, (2.16)

where

σ(E) =

{
σ0(E − Eth)11 if E ≥ ETH
0 if E < ETH ,

(2.17)

where σ0 is an attempt frequency. In the same way, the AI for

the MVE process is:
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AI
(e/h)
AB =

∫ ∞
ETH

f (e/h)(E)g(e/h)(E)σ0(E − ~ω)v(E)dE, (2.18)

Following the truncated harmonic oscillator model for repre-

senting the Si-H bond, a system of coupled differential equations

(similar to equations (2.12), (2.13) and (2.14)) is obtained [4].

This system can be reduced to a single differential equation in

order to compute Nit:

dNit
dt

= (N0 −Nit)<−N2
itβ, (2.19)

where N0 is the number of initial interface states, < is the

cumulative bond breakage rate, and β is the Arrhenius term for

the thermal activation, which has the form:

β = νpexp

(
−Epass
KBT

)
, (2.20)

where νp is the attempt rate and Epass is the pass energy

(see Fig. 2.1). Eq. (2.19) shows that the CHC degradation

increases the ∆Nit generation rate [4, 18].

This model is able to simulate, with very good accuracy with

experimental data, the CHC degradation in long and short chan-
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nel devices, as we can see in Ref. [4, 18]. As well, it is possible

to analyse the contribution of each transport mechanism in the

device degradation [13, 18]. Finally, the main shortcoming is

related to the computing resources required for a single simula-

tion [4].
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Chapter 3

Experimental and Analytical Tools

for Studying the Channel Hot Car-

rier Degradation under the Defect-

Centric Point of View

The principal experimental and analytical tools, used in the

present work, are studied in this chapter. First, we start with

the principal CHC measurement techniques and then, we de-

scribe the defect-defect centric distribution.
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3.1 Principal channel hot carrier mea-

surement techniques

3.1.1 I-V stress

In this technique, the initial VTH0 is measured from a complete

IDS − VGS characteristic with a VDS = 50mV . Then, the gate

and drain terminals are stressed. This stress condition is inter-

rupted several times in order to measure complete IDS − VGS
curves in order to extract a new VTH (after stress) [41]. The

VTH shift is extracted as follows:

∆VTH = VTH0 − VTH . (3.1)

We can see some typical IDS−VGS characteristics for several

stress times in Fig. 3.1. At the end, we obtain one ∆VTH for

each stress time. The principal shortcoming of this technique

is that the recoverable degradation component is not well mea-

sured due to the time needed for taking a complete IDS − VGS
curve [41]. This effect is stronger in BTI measurements while is

weak in CHC experiments due to the permanent nature of the

degradation (the generated interface traps are permanent).
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Figure 3.1: IDS − VGS characteristics for several stress times. We can
see that the characteristic curve moves to the right when the stress time
increases, showing an increment of VTH . In the I-V stress technique, the
VTH is extracted from the complete curve.

3.1.2 Measure-Stress-Measure (MSM) technique

Firstly, a complete IDS−VGS characteristic is measured without

any stress. Then, a logarithmic stress pulse is applied to the

drain and gate terminals as we can see in Fig. 3.2 [41]. The part

of the pulse related to the stress increases logarithmically while

the time where the measurement is done (sense) is constant with

tsense = 0.5s in our experiments. During the stress time, the
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drain and gate terminals are set to VGstress and VDstress (these

values depend on the experiment). During the sense time, we

apply VGsense = 0.5V (close to VTH) and VDsense = 0.05V and

we measure IDS . These IDS measurements are transformed

into ∆VTH values by projecting them into the initial IDS−VGS
curve (measured before applying the stress pulse) as we show in

Fig. 3.3. This technique enables us to measure the recoverable

component of the degradation [41].

Figure 3.2: An example of a logarithmic stress pulse of the MSM tech-
nique. Top: the stress pulse for the gate terminal. Bottom: the stress pulse
for the drain terminal. In this case, VGsense = 0.5V and VDsense = 0.05V .
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Figure 3.3: In the MSM technique, during the sense time, the IDS current
is measured several times according to the logarithmic pulse (square dots).
These values are projected into the initial IDS − VGS curve in order to
extract the ∆VTH value.

3.2 The defect-centric distribution

It is well known that the VTH shift generated by a single charge

follows an exponential distribution with mean value η [42, 43,

44]. The principal expressions for this distribution are: [20, 44]:

fη(∆VTH) =
1

η
exp

(
∆VTH
η

)
, (3.2)

Fη(∆VTH) = 1− exp
(

∆VTH
η

)
, (3.3)
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where fη and Fη are the probability density function and

the cumulative function, respectively. If we consider n of these

single defects in a device (device level), we have that the total

∆VTH is equal to the convolution of the n individual exponential

distributions [20, 44]. In this case, we have:

gη,n(∆VTH) =
∆V

(n−1)
TH

ηn(n− 1)!
exp

(
∆VTH
η

)
, (3.4)

Gη,n(∆VTH) = 1− 1

(n− 1)!
Γ(n,∆VTH/η), (3.5)

where gη,n is the probability density function, Gη,n is the

cumulative function and Γ is the Gamma function. The to-

tal number of traps, in several devices (chip level), are Poisson

distributed with mean value Nt [45, 46, 47]. In this case, the

probability density function is:

PNt(n) =
exp(−Nt)Nn

t

n!
. (3.6)

Hence, the total ∆VTH in a chip is the sum of Gη,n weighted

by PNT
(n) [20, 44]:

Hη,Nt(∆VTH) =

∞∑
n=0

e−NtNn
t

n!
Gη,n(∆VTH) (3.7)
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or

Hη,Nt(∆VTH) =

∞∑
n=0

e−NtNn
t

n!

[
1− Γ (n,∆VTH/η)

(n− 1)!

]
, (3.8)

where Hη,Nt
is the cumulative function of the defect-centric

distribution. The advantage of using the DCD is that its first

and second moments are related to physical parameters as fol-

lows [19, 20, 21, 53]:

〈∆VTH〉 = Ntη, (3.9)

σ2 = 2Ntη
2. (3.10)

where 〈∆VTH〉 is the expected value of ∆VTH and σ2 is the

distribution variance. Finally, for computing the cumulative

distribution of the experimental ∆VTH data, it is necessary to

sort them and then, apply a ranking algorithm. In our case, we

have used the Benard approximation [48]:

H(i) =
i− 0.3

n+ 0.4
. (3.11)

where i is the position of a sorted experiment and n is the

total number of experiments.
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Chapter 4

Study of the Geometry Device

Dependence of the Defect-Centric

Parameters

In this chapter, we study the dependence of principal defect-

centric parameters with respect to the device geometry. We

show that the DCD explains very well the CHC degradation

behaviour. As well, we demonstrate that the CHC degradation

strongly depends on the channel length and weakly depends on

the device width.
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4.1 Defect-centric distribution of ex-

perimental data of CHC-induced

∆VTH

Fig. 4.1 shows the experimental data and their fittings with

the DCD of 50 CHC degradation experiments for several stress

times. The MSM technique was used over bulk planar nMOS-

FETS with an effective channel length (Leff ) of 100nm, W =

85nm and a gate dielectric of 1.8nm of SiON [49]. The stress

conditions were: VGstress = VDstress = 2.0V , which repre-

sents the most degrading CHC stress condition for short chan-

nel devices. The sense voltages were: VGsense = 0.5V and

VDstress = 50mV (see Fig. 3.2) [49]. In the x − axis, we have

the CHC-induced threshold voltage shift values for several times,

and in the y − axis, we have the cumulative distribution, H(i),

in probit scale. For computing H(i), we have used the Bernard

ranking algorithm (see eq. 3.11). In these experiments, we can

see that the DCD fits very well from −2σ to 2σ.
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Figure 4.1: Distributions of the CHC-induced ∆VTH for several stress
times. We can see that η is constant and the variation of < ∆VTH > is
only due to the increment of Nt. In this case: VGstress = VDstress = 2V .

In Fig. 4.1, we can see that the defect-centric parameter

η (related to the second moment) is constant with respect to

the stress time and the increment of t< ∆VTH > is directly

related to the increase of Nt, according to eq. (3.9). This can

be seen in Fig. 4.2, where Nt and tstress follow a power law

with exponent 0.45, which agrees well with the typical values

for CHC degradation (0.4 ∼ 0.6) [5, 6, 11]. In addition, this

value shows that the principal degradation mechanism is the

generation of interface traps according to Ref. [11]. Note that
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the DCD takes into account the traps formed at the interface

and those generated in the oxide [21, 49].

Figure 4.2: Nt increases with respect to tstress. The exponent of the
power law Nt = tn is 0.45.

Figures 4.3 and 4.4 show more fittings of CHC degradation

experiments with the DCD for several stress times. In these

cases, the tests were done on nMOSFETs processed in 45nm

and 65nm bulk planar CMOS commercial technologies [50]. We

have performed 160 experiments per technology. The channel

width is 1µm for both processes and the effective channel lengths

are 37nm and 50nm for the 45nm and 65nm technologies, re-
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spectively. The gate dielectric consists of 1.85nm of SiON. In

this case, we use the I − V technique for the CHC degradation

measurements. The stress conditions are: VGstress = 1.1V and

VDstress = 1.8V for the 45nm technology, and VGstress = 1.2V

and VDstress = 1.8V for the 65nm technology [50]. We can see

that the DCD fits very well with the experimental data up to

3σ [50].

Figure 4.3: CHC-induced ∆VTH follows a DCD in 45nm commercial
technology. In this case: VGstress = 1.1V and VDstress = 1.8V .
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Figure 4.4: CHC-induced ∆VTH follows a DCD in 65nm commercial
technology. In this case: VGstress = 1.2V and VDstress = 1.8V .

4.2 Length and width dependences of

the defect-centric parameters

For studying the channel length dependence of the defect-centric

parameters, we take into account the effective length (Leff ,

which represents only the channel length of a device), instead of

the total length (L, which takes into account the channel length

and the overlaps). We have extracted the defect-centric param-

eters for three different Leff : 120nm, 70nm and 40nm. For
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these cases, the device width is 90nm (constant). For the width

dependence, we have chosen four different W : 70nm, 85nm,

100nm and 200nm with a constant Leff = 100nm. For both

groups of experiments, the gate stack consists of 1.8nm of SiON.

We have used the MSM stress technique with the same stress

conditions for both groups: VGstress = VDstress = 2V . The

sense voltages were: VGsense = 0.5V and VDsense = 50mV with

a tsense = 0.5s. The defect centric parameters: η and Nt were

extracted from the first and second moment of the DCD by

applying eq. (3.9) and .eq. (3.10).

Figure 4.5: ∆VTH for different Leff and same W = 90nm. The first
and second moments strongly decrease with Leff .
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Figure 4.6: ∆VTH for different W and same Leff = 100nm. The first
and second moments weakly decrease with W .

Figures 4.5 and 4.6 show the ∆VTH distributions for differ-

ent Leff and W . We can see that the DCD has stronger depen-

dence on Leff than W . In both cases, η ( second moment of

the DCD) decreases with Leff and W , whereas the first moment

(< ∆VTH >) strongly increases with Leff and weakly increases

with W ; this can also be seen in Fig. 4.7. These tendencies

are better explained in Fig. 4.8, where η is plotted in function

of the effective area (Aeff ), and in Fig. 4.9, where the num-

ber of traps is shown in function of the studied dimension. Fig.

4.8 shows that η is inversely proportional to Aeff and, there-
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fore, to Leff and W . The same result has been reported for

BTI degradation in [21, 51]. Fig. 4.9 shows that Nt decreases

with Leff and increases with W . In one hand, we have that

< ∆VTH > and σ strongly decrease with the increment of Leff

due to the diminution of η and Nt. On the other hand, we have

that < ∆VTH > and σ weakly decrease with the increment of

W because the diminution of η is partiality compensated by the

increment of W .

Figure 4.7: < ∆VTH > as function of Leff or W . The expected value
of ∆VTH strongly decreases with Leff and weakly decreases with W .
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Figure 4.8: η scales as 1/Aeff .

In Fig. 4.10, we plot the density of traps, Dt = Nt/Aeff , in

function of Leff or W . We can see that Dt strongly decreases

with Leff due to the higher lateral electrical field applied during

the CHC degradation. The weak increment of Dt with respect

to W can be attributed to some process related non-uniformities

of the gate dielectrics along the shallow trench isolation edge [52]

and it explains the soft decrement of < ∆VTH > when W in-

creases. In BTI degradation, it has been reported that Dt is

constant [21, 53]; therefore, the BTI-induced ∆VTH does not

change with respect to Leff and W . Thus, this strong change
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of < ∆VTH > with respect to Leff is the signature of the CHC

mechanism.

Figure 4.9: Nt as function of Leff or W . Nt decreases with Leff and
increases with W .
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Figure 4.10: Dt as function of Leff or W . Dt strongly decreases with
Leff and slightly decreases with W .
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Chapter 5

A Defect-Centric Analysis of the

Temperature Dependence of the

Channel Hot Carrier Degradation

In this chapter, we study the temperature dependence of the

defect-centric parameters, η and Nt. The experiments were

carried out in bulk planar nMOSFETs with W = 90nm and

Leff = 40nm. The gate stack consists of 1.8nm of SiON. The

temperature range varies from 25◦C to 150◦C in steps of 25◦C.

We performed 30 experiments per temperature, giving a total

population of 180 devices. For generating the CHC stress, we

have used the MSM technique with the following conditions:
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VDstress = VGstress = 1.6V (maximum damage condition) and

VDsense = 50mV and VGsense = 0.5V . In order to compare

results, we perform CHC stress measurements in wider devices

(W = 1µm, Leff = 40nm) with the same stress conditions.

5.1 Temperature dependence of the defect-

centric parameters

Fig. 5.1 shows the ∆VTH distribution for several temperatures.

We can see that experimental data fits well with the DCD. Ac-

cording to Fig. 5.1 and Fig. 5.2, < ∆VTH > increases with

T in agreement with previous CHC experiments [5, 6, 7, 16].

This tendency can be explained by the activation of the EES

mechanism which is dominant at high energies in the carrier

energy DF, according to Bravaix model [5, 16]. In order to un-

derstand the physics of microscopic mechanisms for explaining

these macroscopic results, we have extracted the defect centric

parameters in function of the studied temperature range.
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Figure 5.1: CHC-induced ∆VTH distribution for several temperatures.
All experiments agree well with the DCD. We can see that < ∆VTH >
increases with T .
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Figure 5.2: The expected value of the CHC induced VTH shift increases
with T in agreement to the activation of the EES mechanism.

On one hand, Fig. 5.3 shows that the total number of traps,

Nt, and the density of traps Dt increase with T . On the other

hand, Fig. 5.4 shows that η is independent of the temperature.

It is important to mention that the temperature independence

of η has also been reported for BTI degradation [54]. These two

results show that the increment of the CHC degradation with

respect to T (measured on the increase of < ∆VTH >) is as-

cribed to the higher number of generated defects and not to the

higher impact of defects on VTH . This physical interpretation

agrees well with the enhancement of the defect generation due
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to the activation of the EES mechanism [16, 18].

Figure 5.3: Nt increases as function of T . On the right axis, Dt is
plotted.
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Figure 5.4: η is independent of T .

During the the CHC stress, the oxide close to the drain ter-

minal is affected by CHC degradation mechanisms, whereas the

oxide close to the source terminal experiences the cold carrier

injection due to the high oxide electric field, resulting in a pos-

itive bias temperature instability (PBTI) degradation. In or-

der to study the contribution of the PBTI component in the

total device degradation, we have performed PBTI measure-

ments in the short devices with the same stress condition on

the gate terminal. We have obtained a ∆VTH ' 1.25mV for a

tstress = 1464s at T = 125◦C; therefore, the PBTI contribu-

tion can be neglected in comparison with the CHC component.
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Thus, the observed temperature dependence is only ascribed to

CHC degradation.

5.2 Extraction of the activation energy

Fig. 5.5 shows the Arrhenius plot of Nt for several stress times.

We have extracted an average value of ' 58meV for the EACT ,

which is similar to that obtained in BTI degradation (EACT '
60meV ) [54]. The extracted EACT is related to the following

empirical expression [54]:

Nt ∝ exp
(
−EACT
kBT

)(
VGS − VTH0

tox

)
tnstress, (5.1)

where tox is the oxide thickness, and VTH0 is the initial

threshold voltage measured before applying the stress. Accord-

ing to the DCD and our experimental results, we have that:

< VTH >= ηNt and η is constant; therefore, < VTH > also

follows an empirical rule like eq. (5.1). In Fig. 5.6, we show

the Arrhenius plot of < ∆VTH > for small devices (90nm x

40nm) and wider devices (1µm x 40nm). The activation ener-

gies (EACT ) are very similar for both geometries and close to

the value calculated for Nt (small devices: EACT ' 53meV and
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wider devices: EACT ' 56meV ).

Finally, in order to calculate the activation energy related to the

failure time, in Appendix A, we have shown that both activation

energies are related by:

< EAcapture >=
1

n
EACT , (5.2)

where < EAcapture > is the activation energy related to the

failure time, and n is the exponent of the power law: Nt = Ktn

(which is in the range 0.4 ∼ 0.6 for CHC degradation). In

our experiments, we have found that < EAcapture
>= 0.117eV ,

where an extracted n = 0.45 was used.
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Figure 5.5: Arrhenius plot of < ∆VTH > for small and large devices.
For both geometries, similar values of EACT are obtained.
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Figure 5.6: Arrhenius plot of Nt for several stress times. EACT values
are similar to those obtained for BTI degradation.
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Chapter 6

A Defect-Centric Study of the Chan-

nel Hot Carrier Variability

In this chapter, we begin studying the principal variability con-

cepts. Then, we perform an analysis, based on the DCD, in

order to study the dependence of < ∆VTH > with respect to

the drain voltage and stress time. Finally, the time-zero variabil-

ity and the time-dependent variability of the CHC degradation

are studied.
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6.1 Variability concepts

The mismatch of a parameter X measured in a pair of matching

devices is defined by [9]:

δX = XA −XB , (6.1)

where δX is the mismatch of the parameter X, and XA and

XB are measurements of the X parameter on devices A and B,

respectively. In this chapter, we study the mismatch of:

i) the initial threshold voltage measured before applying the

stress or time-zero mismatch: δVTH0 = VTH0A
− VTH0B

,

and

ii) the threshold voltage shift measured after applying the

CHC stress or time-dependent mismatch: δ∆VTH = ∆VTHA
−

∆VTHB
.

We use the following nomenclature: δ denotes the difference

between paired devices and ∆ denotes a CHC-induced shift in

one device. The total mismatch of VTH after stress is the sum of

the time-zero mismatch and the time-dependent mismatch [9]:

δVTH = δVTH0 + δ∆VTH . (6.2)
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Thus, there are two sources of fluctuations for computing

δVTH : fluctuations related to VTH0 (pristine devices or time-

zero) and fluctuations due to CHC (time-dependent) [9]. The

variance of δVTH can be computed by [9]:

σ2
δVTH

= σ2
δVTH0

+ σ2
δ∆VTH

+ 2ρσδVTH0
σδ∆VTH

, (6.3)

where σ2
δVTH

is the variance of the total VTH mismatch,

σ2
δVTH0

is the variance of the time-zero mismatch, σ2
δ∆VTH

is the

variance of the time-dependent mismatch and ρ is the correla-

tion factor between time-zero fluctuations and time-dependent

fluctuations. Note that the variability is defined as the standard

deviation of the mismatch [9].

In addition, there are two kind of sources of variability: system-

atic (or extrinsic) and random (or intrinsic) [55, 56]. Systematic

sources are process related and affect the real values of the ex-

tracted parameters. In this perspective, the time-zero variability

has been well-studied in deeply-scaled very-large-scale integra-

tion (VLSI) technologies. For example, in Ref. [57] the time-

zero threshold voltage (VTH0) distribution has been studied up

to 5.4σ on 11 billions of transistors. As result, this distribution
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is assumed to be normal with mean value < VTH0 > and vari-

ance σVTH0
[57]. The random component of σVTH0

scales with

respect to the area, as follows [58, 59, 60]:

σ2
VTH0,int =

K2
VTH0

A
, (6.4)

where KVTH0
is a scaling parameter, A is the device area,

and the sub-index int represents the intrinsic (random) com-

ponent. The time-dependent variability has also been studied

under the defect-centric framework in Ref. [55, 56], where the

use of matching pair devices (MPD) enables to extract the ran-

dom component of the time-dependent variability as follows (see

Appendix B for the demonstration) [50, 55, 56]:

σ2
∆VTH ,int =

σ2
δ∆VTH

2
. (6.5)

The same approach can be applied to the time-zero variabil-

ity [55, 56]:

σ2
VTH0,int =

σ2
δVTH0

2
, (6.6)

Thus, the total variance of the CHC-induced ∆VTH is:

σ2
∆VTH

= σ2
∆VTH ,int + σ2

∆VTH ,ext, (6.7)
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where the sub-index ext is used for representing the extrinsic

variability component. In the defect-centric framework, we have

that η2 is directly proportional to the variance of the CHC-

induced ∆VTH distribution: σ2
∆VTH

= 2Ntη
2. Therefore, the

total η also has two components:

η = ηint + ηext, (6.8)

where ηint is considered the correct value. In this context,

for studying the time-dependent variability, we use the defect-

centric parameter, η, instead of σ∆VTH
.

6.2 Experimental results

The experiments were carried on two groups of nMOSFETs pro-

cessed in 45nm and 65nm bulk planar commercial technologies.

For both technologies, the width is 1µm and the effective chan-

nel lengths are estimated to be 37nm and 50nm for the technolo-

gies of 45nm and 65nm, respectively. The gate stack consists of

1.85nm of SiON. The I − V technique was used for generating

the CHC stress with the following conditions:

• 45nm technology: VDstress = 1.7V , 1.8V and 1.9V , VGstress =

1.1V
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• 65nm technology: VDstress = 1.8V , 2.0V , 2.2V and 2.4V ,

VGstress = 1.2V

The measurements were done over 80 MPD for each stress

configuration, giving an overall population of more than 1000

samples.

6.2.1 Drain voltage and stress time dependences

As we mentioned in previous sections, Nt follows a power law

with respect to tstress with an exponent in the range 0.4 ∼ 0.6.

If we consider that η is constant with respect to tstress (as we

show in section 4.1), and by using the defect-centric expression:

< ∆VTH >= Ntη, we have that < ∆VTH > should also follow a

power law with respect to tstress with an exponent in the same

range as Nt. This tendency can be seen in Figs. 6.1 and 6.2.

In these plots, the average slope is ∼ 0.55 [50]. Moreover, we

have also found the same tendency for the VDstress dependence,

where < ∆VTH > follows a power law with respect to VDstress

with a slope of ∼ 12.5, as we can see in Figs. 6.3 and 6.4 [50].
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Figure 6.1: The expected value of the CHC-induced ∆VTH follows a
power law with respect to tstress with an average slope of ∼ 0.55 for the
45nm technology.

Figure 6.2: The expected value of the CHC-induced ∆VTH follows a
power law with respect to tstress with an average slope of ∼ 0.55 for the
65nm technology.
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Figure 6.3: The expected value of the CHC-induced ∆VTH follows a
power law with respect to VDstress with an average slope of ∼ 0.12 for the
45nm technology.

Figure 6.4: The expected value of the CHC-induced ∆VTH follows a
power law with respect to VDstress with an average slope of ∼ 0.13 for the
65nm technology.
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6.2.2 Time-zero variability

Fig. 6.5 shows the distribution of VTH0 in a normal probit scale

(NP) for both technologies. We can see that VTH0 follows a

normal distribution up to 3σ in pristine devices in agreement

with Ref. [57]. Fig. 6.6 shows the distribution of the mismatch

of VTH0 for both technologies. We can see that the variability

of the 45nm technology is higher than the 65nm technology, in

agreement with the scaling rule 1/Aeff (see equation (6.4)) [56].

As well, the δVTH0 data follows a normal distribution up to 3σ.

Fig. 6.7 shows the total and the intrinsic time-zero variabilities.

We have extracted the intrinsic variability by applying equation

(6.6). As we expected, the intrinsic (random) variability is lower

than the total one.
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Figure 6.5: The time-zero VTH0 follows a normal distribution up to 3σ
for both technologies.

Figure 6.6: The time-zero mismatch follows a normal distribution up to
3σ for both technologies.
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Figure 6.7: Total and intrinsic time-zero variabilities in function of the
effective channel length for both technologies.

6.2.3 Time-dependent variability

Figs. 6.8 and 6.9 show the ∆VTH mismatch for both technolo-

gies. We can see that the variability increases with tstress due

to the increment of < ∆VTH > (see Fig. 6.1 and Fig. 6.2). In

addition, these mismatch data follow a normal distribution up

to 3σ.

73



Figure 6.8: The time-dependent mismatch follows a normal distribution
up to 3σ for several stress times in 45nm technology.

Figure 6.9: The time-dependent mismatch follows a normal distribution
up to 3σ for several stress times in 65nm technology.
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In Figs. 6.10 and 6.11 we can see that η is practically in-

dependent of the stress time in single devices (total η) and in

MPD (intrinsic or correct η); whereas in Figs. 6.12 and 6.13, we

can see the independence of η (total and intrinsic) with respect

to VDstress. Here, we have used equation (6.5) for extracting the

intrinsic values of η. As we expected, a lower time-dependent

variability is obtained in MPD in function of tstress and VDstress.

We can observe that the 45nm technology exhibits a higher

time-dependent variability than the 65nm technology. This is

ascribed to the scaling rule η ∝ 1/Aeff reported in section 4.2.

In BTI degradation η is in the range: η0 ≤ η ≤ 2η0 with:

η0 =
q

Cox
, (6.9)

where q is the elementary charge and Cox is the oxide ca-

pacitance. We can see in figures 6.10, 6.11, 6.12 and 6.13 that

the extracted values of η are higher than the BTI range. This

occurs because of the non uniform degradation region formed

during CHC stress [50, 55]. Thus, the value of η can increase

or decrease with respect to stress parameters, depending on the

lateral extend and the magnitude of the degraded region [50, 55].
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Figure 6.10: The time-dependent variability is practically independent
of the stress time in 45nm technology.

Figure 6.11: The time-dependent variability is practically independent
of the stress time in 65nm technology.
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Figure 6.12: The time-dependent variability is practically independent
of the drain voltage in 45nm technology.

Figure 6.13: The time-dependent variability is practically independent
of the drain voltage in 65nm technology.
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Chapter 7

General Conclusions and Future

Work

7.1 Conclusions

The CHC degradation under the defect-centric point of view has

been studied. Particularly, we have analysed the behaviour of

the defect-centric parameters: η, Nt and < VTH > under the

variation of different parameters: Leff , W , tstress, VDstress and

T . In addition, we have studied the variability of the defect-

centric parameters by using MPD. For generating the CHC

stress, we have used the I − V and MSM techniques. In to-
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tal we have performed more than 1400 experiments.

We have demonstrated that the DCD is able to describe well

the experimental data of the CHC degradation up-to 3σ. We

have showed that < VTH > and Nt follow a power law with

respect to tstress with an exponent in the range of 0.45 ∼ 0.55,

which coincide with typical values for CHC degradation. One of

the most important results we have found, is the following scal-

ing rule: η ∝ 1/Aeff , which coincides with BTI degradation. As

well, < VTH > strongly increases with the diminution of Leff

and weakly increases with the diminution of W . In addition, Nt

decreases with Leff and increases with W ; whereas Dt (normal-

ized Nt) strongly decreases with Leff and weakly decreases with

W . Below, we can find the explanations for these tendencies:

• For the W dependence: when W increases, the decrement

of η is partially compensated by the increment of Nt, given

a weakly decrement of < VTH > with respect to W .

• For the Leff dependence: when Leff increases, the decre-

ment of η is strengthened by the decrement of Nt, given

a strong decrement of < VTH > with respect to W . Note

that this Leff dependence is the most important difference

between CHC and BTI degradations.
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In the temperature experiments, we have found that η is in-

dependent of T as in BTI degradation. As well, Nt and< VTH >

increase with respect to T in agreement with the activation of

the electron-electron scattering mechanism, which populates the

tails of the carrier energy density function and enhances the de-

fect generation. This increment of defects exhibits an activation

energy of about 60mV, which coincides with BTI experiments.

Finally, we have studied the time-zero variability and the time-

dependent variability. For the time-zero variability, we have

showed that VTH and δVTH0 follow a normal distribution up to

3σ. As well, the 45nm technology exhibits more time-zero vari-

ability than the 65nm technology in agreement with the scaling

rule σ2
VTH0

∝ 1/Aeff . In the time-dependent variability exper-

iments, we have shown that the total η and the intrinsic η are

independent of tstress and VDstress. As well, we have found

that the 45nm technology has more variability than the 65nm

technology in concordance with the scaling rule η ∝ 1/Aeff .

7.2 Future work

• In order to determine the percentage of interface traps,

charge pumping experiments could be performed after each

80



stress time. This will enable us to confirm the basic theory

that the interface states are predominant in CHC degra-

dation.

• It would be very interesting to perform CHC experiments

in high-κ metal gate devices. In these devices, it would

be necessary to separate the natural high density of oxide

traps from those generated at the interface by the CHC

stress.

• As well, It would be interesting to implement CHC exper-

iments at high T in high-κ metal gate devices. In these

devices the BTI component cannot be neglected and both

degradations (CHC and BTI) will be present.
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Appendix A

Activation Energy Conversion

According to experimental results, < ∆VTH > follows a power

law in function of tstress. If we consider the temperature, the

empirical rule can be written as:

< ∆VTH >= Kexp

(
−EACT
kBT

)
tnstress, (A.1)

where K is a constant, n is an exponent in the range 0.4 ∼
0.5 for CHC experiments, and EACT is the activation energy

extracted from the typical curve < ∆VTH > vs. T . With this

equation, the stress time can be calculated by:
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tstress =

 < ∆VTH >

Kexp
(
−EACT

kBT

)
 1

n

. (A.2)

One of the typical criterion for computing the failure time

in CHC degradation is when a < ∆VTH >= 30mV is obtained.

If we replace this criterion in eq. (A.2), we have:

tfailure =

 K1

Kexp
(
−EACT

kBT

)
 1

n

. (A.3)

where K1 = 30mV and tfailure is the failure time. Finally,

we obtain:

tfailure =

 K1

Kexp
(
−EACT

kBT

)
 1

n

=

(
K1

K

) 1
n

exp

(
EACT
kBT

) 1
n

,

(A.4)

log (tfailure) =
1

n
log

(
K1

K

)
+
EACT
n

1

kBT
. (A.5)

Therefore, EAcapture = EACT

n . The relation of both activa-
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tion energies is also explained in Fig. A.1.

Figure A.1: In this simulated plot of < ∆VTH > vs. tstress, we can see
the difference between both activation energies. In this case the exponent
of the power law is 0.5.
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Appendix B

Conversion between the Variances

of Single Device Experiments and

Matching Pairs Experiments

The mismatch of a parameter X, measured in MPD, is:

δX = XA −XB . (B.1)

Then, the variance of δX is:
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var(δX) = var(XA−XB) = var(XA)+var(XB)−2cov(XA, XB).

(B.2)

By considering that XA and XB are statistically indepen-

dent and equally distributed, we have: cov(XA, XB) = 0 and

var(XA) = var(XB), therefore:

var(δX) = 2var(XA) = 2var(X). (B.3)

Finally,

var(X) =
var(δX)

2
. (B.4)
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