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## SOMMARIO

Negli ultimi decenni si è verificato un crescente interesse scientifico verso gli studi volti alla comprensione delle basi genetiche dell'invecchiamento e della longevità umana. Questo crescente interesse è giustificato dall'aumento della popolazione anziana verificatosi negli ultimi 50 anni nei Paesi sviluppati, causato da un generale miglioramento delle condizioni igienico-sanitarie. Il rapido incremento di questa fascia della popolazione rappresenta oggi un importante problema di carattere sia sanitario che sociale.

La difficoltà nello studio delle basi biologiche dell'invecchiamento e della longevità umana è principalmente dovuta (i) alla specificità dell’invecchiamento rispetto alla coorte ed alla popolazione analizzate, (ii) alla mancanza di una chiara ed oggettiva definizione del fenotipo da analizzare, (iii) alla natura poligenica della longevità umana. Sulla base di queste osservazioni, gli studi qui riportati rappresentano dei nuovi approcci per lo studio dell'invecchiamento e della longevità umana. Essi sono stati condotti su dati ottenuti dalla popolazione calabrese, caratterizzata da un'elevata omogeneità genetica e un basso tasso di immigrazione dovuti a motivi geografici, storici e sociali.

Il primo approccio che abbiamo utilizzato si basa sull'analisi spaziale degli individui longevi in Calabria. Mediante questo approccio abbiamo verificato che la distribuzione spaziale di tali individui in tale regione non è uniforme. Inoltre, mediante l'analisi dei cognomi calabresi, abbiamo verificato l'esistenza di una correlazione significativa fra inbreeding e longevità maschile in una particolare area di questa regione.

Il secondo approccio si basa sull'applicazione di una Cluster Analysis, con parametri geriatrici ben riconosciuti, per l'identificazione di "fenotipi di invecchiamento" nella popolazione calabrese. I risultati ottenuti dimostrano che i "fenotipi di invecchiamento"
identificati mediante Cluster Analysis hanno una solida base geriatrica e presentano una chiara componente genetica.

Infine, mediante un approccio multilocus, abbiamo analizzato l'influenza della variabilità di geni candidati sulla sopravvivenza in età avanzata. Sulla base di una curva di sopravvivenza sintetica ottenuta utilizzando i dati storici di mortalità della popolazione italiana e utilizzando modelli di regressione multivariati, abbiamo dimostrato che i fattori genetici influenzano la sopravvivenza in età avanzata in modo sesso ed età-specifici I risultati qui riportati dimostrano che l'applicazione di questi nuovi approcci può risultare utile negli studi dell'invecchiamento e della longevità umana. D'altro canto, essi dimostrano come per lo studio di tali tratti complessi sia importante e necessario un approccio di tipo multidisciplinare.

## SUMMARY

The past few decades has witnessed a growing scientific interest in genetic studies on human aging and longevity. This growing interest may be explained by the increasing number of elderly subjects in developed countries over the last 50 years due to the continued improvements in health care. Such a fast increase of these population segments represent a huge problem for the societies in terms of social care and welfare.

The difficulty in understanding the biological basis of human aging and longevity is mainly represented by (i) the cohort and the population-specificity of human aging and longevity, (ii) the lack of a clear and objective definition of the phenotype, (iii) the polygenic nature of the human longevity. On the basis of these observations, the studies reported here represent new approaches for the study of human aging and longevity. They were carried out on data obtained from the Calabrian population, characterized by high genetic homogeneity and a scarce level of immigration due to geographical, historical and social reasons.

The first approach we used was to analyze the spatial distribution of long-lived individuals in Calabria. Using this approach, we verified that the spatial distribution of such individuals in this region is not uniform. In addition, by using surname data, we verified a significant correlation between population inbreeding and male longevity in a particular area of this region.

The second approach is based on the application of a Cluster Analysis with well established geriatric parameters to identify aging phenotypes in the Calabrian population. The results obtained show that, the aging phenotypes recognized by Cluster Analysis are consistent from a geriatric point of view and have a clear genetic component.

Finally, using a multilocus approach, we analyzed the influence of genetic variability of candidate genes on survival at old age in good health. On the basis of a synthetic survival curve built using historic mortality data from the Italian population and using multiple regression models, we found that genetic factors influence survival at advanced ages in good health in a sex and age specific way.

The results reported here show that the application of these new approaches may be useful in human aging and longevity studies. Furthermore, they demonstrate that a multidisciplinary approach is necessary to analyze human aging and longevity.

## List of abbreviations

| ADL | Activity of Daily Living |
| :---: | :---: |
| APOA1 | Apolipoprotein A1 |
| APOA4 | Apolipoprotein A4 |
| APOB | Apolipoprotein B |
| APOE | Apolipoprotein E |
| BZ | Blue Zone |
| CA | Cluster Analysis |
| CR | Centenarian Rate |
| DZ | Dizygote |
| ECHA | European Challenge for Healthy Ageing |
| F/M | Female/Male |
| G1 | Group 1 |
| G2 | Group 2 |
| G3 | Group 3 |
| GD | Genetic Demographic model |
| GDS | Geriatric Depression Scale |
| GIS | Geographic Information System |
| HSP70-1 | Heat Shock Protein 70-1 |
| HSP90 $\alpha$ | Heat Shock Protein 90 alpha |
| HSP903 | Heat Shock Protein 90 beta |
| IGF | Insulin-like Growth Factor |
| IGF-I | Insulin-like Growth Factor I |
| LD | Linkage Disequilibrium |
| MMSE | Mini Mental State Examination |
| mNR | Male Nonagenarian Rate |
| mtDNA | Mitochondrial DNA |
| MZ | Monozygote |
| NP | Non Parametric |
| NR | Nonagenarian Rate |
| OR | Odds Ratio |
| PR | Parametric |

$\mathrm{QI}(\mathrm{I}=1, \ldots, 4)$ Municipalities belonging to the I -th quartile of the mNR distribution (Fig. 2, Chapter 2) or of theFisher's alpha distribution (Fig. 5, Chapter 2)
RR Relative Risk
$\mathrm{S}(\mathrm{x}) \quad$ Synthetic survival function
S''(x) Second derivative of the synthetic survival function
$\mathrm{S}_{1} \quad$ Sample 1 (65-85 year old subjects)
$\mathrm{S}_{2} \quad$ Sample 2 ( $>90$ year old subjects)
SA Spatial Analysis
SES Socio Economic Status
SIR Silent Information Regulator
SIRT3 Silent Information Regulator 3
SP Semi Parametric
TH Tyrosine Hydroxylase
VNTR Variable Number of Tandem Repeats

## 1. INTRODUCTION

Aging is a complex process of progressive physical decline that characterizes every biological species and leads to a dramatic reduction of the individual survival probability and, ultimately, to death. Most of the characteristics of aging, such as lifespan, have been observed to be species specific, suggesting a genetic control on aging. On the other hand, within each species the quality and the rate of the aging process are characterized by a considerable variability, which implies noticeable differences in the individual aging phenotype and in life span. Such variability is due to the interplay of genetic, environmental and stochastic factors (Kirkwood, 2005; Herndon et al., 2002; Kirkwood and Finch, 2002). Almost every aspect of the individual phenotype undergoes modification with aging, and over the years this phenomenological complexity has led to a proliferation of ideas about specific cellular and molecular causes. Recent advances have resulted in significant progress in the theoretical underpinnings of aging research. The emerging idea is that, although aging is not a programmed process, a network of evolutionarily conserved cellular and molecular mechanisms modulates the aging process (the network theory of aging). According to this theory, aging is characterized by an age-related remodelling and adaptation of every cell and organ of the body in order to cope with the continuous attrition caused by internal and external stresses (Franceschi et al., 2000).

In the last few decades there has been a growing scientific interest regarding the basis of individual variability in aging, especially concerning humans. This growing interest may be explained by the increasing number of elderly subjects in developed countries over the last 50 years due to the continued improvements in health care (Kannisto, 1994). For instance, in 1961 the population aged 65 and older in Italy was 4.8 million $(9.5 \%$ of the total population), while in 1981 this number increased up to 7.5 million ( $13.2 \%$ of the total population) and in 2001 it grew up to 10.6 million ( $18.7 \%$ of the total population). In addition, the population aged 90 and older is growing at a faster pace as it has quintuplicated in the last 10 years (Istituto Centrale di Statistica 1986; www.istat.it). Such a fast increase of these population segments represent a huge problem for societies in terms of social care and welfare. This problem is strengthened by the high prevalence among these subjects of chronic diseases, cognitive impairment and other disorders responsible for functional limitations that are often associated with aging. In order to cope with the challenges posed by the increase of the elderly population, both the European Union and
the United States of America have devoted notable resources to research on the biological basis of aging.

The studies aimed to understand the biological basis of aging in humans, as does all the research dealing with complex traits, have faced the difficulty of clearly defining the phenotypes associated with aging. In this context, particularly important is the concept of "successful aging". The concept of successful aging, put forward by Rowe and Kahn (1987), suggested that within the category of normal aging, a distinction can be made between usual and successful aging. Although today there are a number of possible definitions of successful aging, the one proposed by the same authors, and perhaps the most inclusive, incorporates several interactive components: absence of disease, maintenance of cognitive and physical functioning, engagement with life, and longevity (Rowe and Kahn, 1998). This definition takes into account the notion that there is a distinction to be made among primary (normal), secondary (impaired), and optimal (successful) aging. Consequently, most of the studies on aging have focused on the assessment of health in the elderly, while this is still poorly understood especially for very old subjects such as nonagenarians and centenarians, and on the biological basis of human longevity.
From a genetic point of view two most important points must be taken into account in studies of human aging and longevity: the polygenic nature of the trait and the effects of a population genetic structure on the same.

## The polygenic nature of human longevity

In order to infer the effect of genetic factors on the aging process, it is important to keep in mind that aging is a complex trait such that no single gene or attribute can be considered as an independent predictor of it. Morever, common genetic variants with important effects on human longevity are unlikely to exist because of the lack of Mendelian patterns of inheritance for this trait. On the contrary, many interacting genes whose individual effects are rather small probably affect survival at old age (Hjelmborg et al., 2006). Thus, studies that consider marker genotypes at one locus in connection with survival may capture only a small proportion of the total combined effects of the susceptibility genes which affect the phenotype. Since the development of complex traits involves multiple genes and their interactions, multi-locus association analyses have been proposed to overcome this kind of problem (Hoh and Ott, 2003).

## Population genetic structure and human longevity

Human populations are characterized by specific gene pools which are the result of their history, in terms of chance (genetic drift), migrations and adaptative selection to environment. Recently, two main lines of evidence have shown a possible role played by the population genetic structure on human longevity. The first is the significant correlation found between population genetic patterns and Female/Male (F/M) ratio among centenarians in the Italian population (Passarino et al., 2002). The second is the observation that in Sardinia centenarians are clustered in restricted areas characterized by a high level of geographic isolation and endogamy (Poulain et al., 2004). Here, the F/M ratio among centenarians varies according to these areas. On the basis of these observations, the impact of geography on human longevity may represent a direct consequence of the genetic structure of the population.

### 1.1 Aassessment of health status in the elderly

The choice of a phenotype is critical for the study of a complex genetic process, such as the aging process. In the last decade most of the studies aimed at explaining the biological basis of "healthy" or "successful" aging have based their phenotype definition on survival measures, primarily on age at death or longevity (Finkel et al., 1995; McGue et al., 1993). Although longevity should imply a quality of aging which is quite good, it is common experience that nonagenarians and centenarians constitute a very heterogeneous group, and that most suffer of disabilities or diseases (Jeune, 2002). In addition, the continuous improvement of medical care is leading to an increased number of old people afflicted with many chronic diseases but surviving for many years. Therefore, an ideal definition of the aging phenotype should take into account not only the age but also the health status of the subject. To date, a quantitative definition of the health status in old subjects is still lacking. This represents a serious obstacle in disentangling the complex interplay of genetic, environmental, and historical factors that modulate the aging process and the physical decline which is associated with this process.

The arbitrary definition of healthy aging has represented for many years the most serious obstacle for the definition of a criterion to assess the health status in the elderly. Nowdays there is agreement on the fact that a multidimensional assessment could measure the capacity to function well and cope with environmental challenges in domains assessing physical, mental and social well-being (Peel et al., 2004). The effort to define a phenotype for outlining the health status in the elderly took a step forward when the frailty syndrome was recognized. Practionners and geriatric clinicians have long recognized the existence of a subset of older adults who are frail, that is a subset of old subjects who are more vulnerable than others to a number of poor health outcomes (such as falls, hospitalization and death). The identification of these subjects may represent an important step for facing the challenge posed by the aging population. However, it has been extremely difficult to define frailty and to understand its biological basis. In fact, the diagnosis of frailty was mostly subjective, and physicians seldom thought of specific treatment. The first attempts to try to set an "objective" measure of frailty have led to consider frailty as synonymous of disability, co-morbidity or advanced old age (Hoffman et al., 1996; Wagner et al., 1996; Pope and Tarlov, 1991). More recently, clinicians and investigators have begun to recognize frailty as a distinct biological geriatric syndrome. Central to the clinical definition of frailty is the concept that no single altered system defines this state, but that multiple systems are involved (Rockwood, 2005). Patients classified as frail typically
exhibit loss of muscle strength, are physically inactive, and have a slow gait, with an increased risk (and fear) of falling. They are likely to have a poor appetite and to have undergone a recent, unintentional loss of weight. Frail individuals are more likely than the non frail to experience impaired cognition and depression. A very important step forward to further understand the biology of frailty was the study by Fried and Waltson (1998). These authors developed a hypothetical "cycle of frailty" that illustrated how disease and age-related changes may trigger frailty and how disability may evolve from this condition. Figure 1 illustrates the frailty cycle and how the loss of muscle mass, altered energy expenditure, and decline in nutritional intake may lead to this cycle of decline.

Figure 1. Cycle of frailty (modified from Fried et al., 2001).


Subsequently, Fried and colleagues (Fried et al., 2001) provided a potential standardized definition of the frailty phenotype. Based on a prior research and on clinical consensus, they proposed that frailty is fundamentally a wasting syndrome, characterized by weakness and poor nutritional status. They hypothesized that a series of characteristics compose the "phenotype of frailty" and then evaluated whether this phenotype identified a subset of individuals at high risk for adverse health outcomes clinically associated with frailty. In Fried's study, frailty was defined as a clinical syndrome of signs and symptoms in which at
least three of five possible criteria are present: (i) low grip strength, (ii) slow walking speed, (iii) low physical activity, (iv) self-reported unintentional weight loss, (v) selfreported exhaustion. Validation work has shown that patients meeting this definition of frailty were more likely to die, to be hospitalized, or to become disabled over 6 years of follow-up, independently of age and other risk factors for mortality (Fried et al., 2001).

After Fried and colleagues had outlined the basis to clinically define the frailty syndrome, the American Medical Association stated that frail subjects represent a group of patients who present the most complex and challenging problems to the physician and health care professionals (American Medical Association, white paper on elderly health). Moreover, in 2003, the National Institute on Aging recognised frailty as a priority for research and made $\$ 1.8$ million available for studies on this topic.

Although much of the literature on frailty focuses mainly on biological and medical factors, recent work suggests that the social network of support and psychological components may influence the quality of life at old age and in turn influence the progression of frailty. Different markers of frailty have been proposed in the literature to monitor the progression of frailty and the onset of adverse outcomes and disability. A number of scores have been also developed for use in the research setting. Although the methodological approaches to identify markers of frailty differ in the specific criteria used, mounting evidence suggests that multiple interrelated physiological systems, including neurological and musculoskeletal functioning, inflammatory status, energy metabolism, influence the health and well-being of the entire organism and are modestly altered in frail older adults. A number of potential serum markers for frailty, disability, or adverse outcomes in old patients have also been identified. These include: peripheral blood markers of inflammation (IL-6, C-reactive Protein, Serum Albumin, Cholesterol) (Cohen et al., 1997; Ranieri et al., 1998; Corti et al., 1994), Coagulation Factors (Fibrinogen, Factor VIII, D-dimer) (Cohen et al., 2003; Walston et al., 2002), IGF-I levels, creatinine, haematological parameters (haemoglobin, haematocrit) (Leng et al., 2002). Moreover, in a recent work carried out by Bartali and co-workers (Bartali et al., 2006), evidence was provided that low intakes of energy and selected nutrients (protein, vitamins D, E and folate) are independently associated with frailty.

In the long run, testing these selected physiological parameters as potential correlates of frailty may provide clues for the development of more detailed etiologic studies.

### 1.2 The biological basis of human longevity

The factors determining human longevity have drawn the attention of researchers from a variety of disciplines including sociologists, biologists, gerontologists, psychologists and scientists. This great interest is chiefly due to the increase of the mean average life expectancy in developed countries. Reliable data from various European and North America countries show that the population of centenarians has doubled every decade since 1960, mostly as a result of the increase in survival past 80 years of age (Jeune and Vaupel, 1995). In several countries, as in Sweden, female death rates at older ages has fallen since 1950, with a large absolute reduction at advanced ages. The pattern is similar for males, although from conception to old age males suffer higher death rates than females, and progress in reducing male mortality has generally been slower than for females. Consequently, most old people in the world are women. With more and more people celebrating their 100-year birthdays, there is a great increase in studies aimed at understanding why these people survive where others failed, and what can help to explain the life span heterogeneity. From a demographical point of view, this growth of the oldest population can be attributed to two main factors: the increase in the probability of surviving to advanced age and the reduction of mortality at older ages, occurred since 1950 (Kannisto, 1996; Vaupel, 1997).

As a complex trait, life span is controlled by the same three components which modulate multifactorial phenotypes: genes, environment and chance. Vaupel et al. (1998) summarized the impact of different factors on human longevity and proposed that conditioning factors that arise in the first part of life (socio-economic state of parents, education and month of birth, which has been found to reflect the environmental conditions during the prenatal and early postnatal period) account for $25 \%$ of the interindividual variability in lifespan; life circumstances at adult and old age (including socio-economic status (SES) and medical assistance) may account for about $50 \%$. As for the genetic influence on longevity, based on of a previous study on twins (Herskind et al, 1996), it should account for the remaining $25 \%$ (Fig. 2).

Figure 2. Components of the variation in lifespan in contemporary populations (modified from Vaupel et al., 1998).


Interestingly, much evidence suggests that genetic factors have a different impact on survival at different ages. In 1825 Benjamin Gompertz proposed that the mortality rate increased exponentially with age (Gompertz B, 1825). However, at very old age, mortality begins to decelerate in organisms such as medflies (Carey et al., 1992), nematode worms (Brooks et al., 1994; Johnson, 1990) and humans (Thatcher et al., 1990). Different hypotheses have been formulated to explain the mortality deceleration. Most likely this occurs because frailer individuals drop out of the population, leaving behind a more robust cohort who continues to survive. As a consequence, the intra-cohort distribution of specific genotypes and other survival-related attributes changes with older and older ages (Vaupel et al., 1979; Vaupel and Yashin, 1985; Vaupel, 1997). This selecting-out process is termed demographic selection (Vaupel et al., 1998). In addition, Hjelmborg et al. (2006) by studying a large population of Scandinavian monozygotic (MZ) and dizygotic (DZ) twins found that the genetic influence on lifespan is minimal prior to age 60 , but increases thereafter.

The last decade has seen a surge of activity aimed at identifying genes controlling aging and longevity in model organisms such as the nematode worm and the fruitfly. Mutations in several genes have been found to increase lifespan by slowing the aging process (Lin K et al., 1997; Lin YJ et al., 1998; Guarente et al., 2000; Arantes-Oliveira et al., 2003; Bartke et al., 2003; Hsu et al., 2003). One class of genes identified in C. elegans, Drosophila and mice define a pathway of insulin/IGF signaling (Brown-Borg et al., 1996; Kimura et al.,

1997; Clancy et al., 2001). Mutations that downregulate this pathway, such as the $d w a r f$ mutations in mice, extend life span. The dwarf mutations reduce signalling by growth hormone, which, in turn, lowers the level of IGF-1. Moreover, experiments in model organisms have shown a correlation between this pathway and the gene silencing system controlled by SIR (Silent Information Regulator) proteins (Murphy at al., 2003). Sir2 genes regulate the rate of aging in many species, modulating gene silencing and coordinating the pace of aging with the metabolic rate (Armstrong et al., 2002). Understanding the biological function of the product of such "longevity genes" turned out to be useful in studying human aging and longevity.

It is not obvious why "longevity genes" should persist in humans or any species, and to explain the persistence in different organisms of such "longevity genes" the antagonistic pleiotropic theory has been proposed. This theory was originally formulated by Williams (1957). It held that aging was due to the decline of the force of natural selection late in life, and that alleles with positive effects upon fitness early in life also have deleterious effects late in life. In this view, these later deleterious effects are the direct cause of aging (Leroi et al., 2005). Such theory remained largely untested until 1990 when different research groups observed a negative correlation between reproductive success and longevity in lines of fruit-flies (Rose, 1984; Sgrò and Partridge, 1999). Then, the antagonistic pleiotropic theory was reproposed and today it is quite popular in diverse areas of gerontology.
Taking advantage of the rapid development in molecular genetics, the past few decades have seen a significant increase in genetic studies on human longevity (De Benedictis et al., 2001). In these studies the model of centenarians emerged as crucial, as centenarians give information that no other experimental model can provide. In fact, unlike model organisms, centenarians personify the longevity phenotype naturally occurring in an outbreed species. In addition, their entire life was led in an environment that continuously pushed the organism to cope with intrinsic and extrinsic antigenic loads. Finally, no other biological category has experimented so many rapid changes as those which have occurred in the last century in all countries across the world, and chiefly in developed countries. Therefore, the model of centenarians is not simply an additional model with respect to common model organisms such as yeast, worm, Drosophila and mouse, but it provides unique insights on the complex network of biological and non biological factors which guide individual survival at old age (De Benedictis and Franceschi, 2006). The studies on centenarians have pointed out that human "longevity genes" could function in several important ways. They may slow the rate of age-related changes in cells and tissues,
improve the effectiveness of repair mechanisms, and increase resistance to environmental stresses like infection and injury. "Longevity genes" could also affect a wide spectrum of debilitating age-related conditions. These requirements are consistent with the observation that elderly children of centenarians have fewer incidence of diabetes and ischemic heart disease, and better self-rated health, than age-matched controls (Terry et al., 2003; Frederiksen et al., 2002). This suggests that the offspring of centenarians inherited a set of genes from their long-lived parent that protects them against these disorders.

In order to make appropriate inferences regarding the effect of observed genetic covariates on life span, one must bear in mind that life span is a complex trait such that no single gene or attribute can be considered to be an independent predictor of it. This is different from the situation where a single locus is responsible for a distinct dichotomous phenotype regardless of environment or genotypes at other loci (McClearn 1997). Because of complexity of the trait, efficient data analysis techniques are crucial in helping to interpret the results. In contrast with the rapid development in biological techniques involved, the statistical methods used in data analysis have remained mainly simple $\chi^{2}$-tests. Various statistical approaches, borrowed from the genetic epidemiology and particularly developed in survival analyses, have been applied. In the following, I summarize the different analytical methods currently applied to identify genes affecting longevity.

### 1.2.1 The case-control approach

Most of the studies on the genetics of human longevity are cross-sectional association studies in unrelated people. In these studies, polymorphic variants for candidate genes are compared between a group of individuals selected for longevity, such as centenarians, and groups of individuals of younger ages. In this frame, centenarians are considered as cases and younger people as controls. Different applications of this approach can be found in the literature. Examples include the intensive study on apolipoprotein gene variations and their relationship to longevity (Kervinen et al., 1994; Schachter et al., 1994; De Benedictis et al., 1997, 1998; Pepe et al., 1998; Jian-Gang et al., 1998, Christensen et al., 2006). In this context, the $\chi^{2}$-test is used to compare the frequency of a certain allele or genotype between cases and controls. An effect on aging/longevity by a certain genotype or allele can be detected when a significant difference is found. Although popular in use and powerful for revealing limited chromosomal regions encompassing the susceptibility locus, the casecontrol method has some disadvantages:

1. Life span is a continuous quantitative trait. Therefore, the case-control approach does not fully make use of the individual survival information available in the analysis, thus it presents a low efficiency for making inferences.
2. The case-control approach may be affected by confounding factors, such as heterogeneity in ethnicity, social environment, sex differential mortality. By stratifying the sample, it is possible to control some confounding factors, but this usually requires large sample sizes because the data have to be divided into smaller subsets and this consequently reduces the statistical power of the sample.
3. Similar to the above problem, the case-control approach is not an ideal method of dealing with interactions. Evidence of gene-environment and gene-sex interactions have been found in previous studies (De Benedictis et al., 1998, 1999; Ivanova et al., 1998). Interactions can be detected by making separate conclusions on different sexes or geographical regions when the sample is accordingly grouped. Again, inference has to be made on considerably smaller subsets of data.
4. As a continuous trait, life span is affected by factors that can be both biological and environmental. This results in individual differences in the aging process. The consideration of such differences is crucial for evaluating the influence of both genetic and environmental attributes in modulating life span. The case-control approach is not able to integrate unobserved heterogeneity.
5. In cross-sectional studies, participants are taken from different birth cohorts. They exhibit heterogeneous patterns of survival due to secular trends in mortality improvement (Vaupel et al., 1998). However, since the differences in individual survival probability are ignored using the case-control approach, the conclusions reached by such an approach could be biased.

### 1.2.2 The Logistic Regression Approach

As an extension of the case-control approach, the logistic regression model can be used to account for confounding factors or interactions. In the case-control approach, we look at the difference of gene frequencies in two age groups. A natural extension is to study the age trajectories of frequencies. Such a situation can be modeled by the logistic regression model (Tan et al., 2001). In the basic form of a logistic regression

$$
\ln \frac{p(x)}{1-p(x)}=\beta_{0}+\beta_{1} x
$$

the odd of the frequency $p(x)$ of the allele or genotype of interest is modelled as a linear function of age $x$. When $\beta_{l}$ is significantly different from zero, the frequency of the allele or genotype increases ( $\beta_{l}>0$ ) or decreases $\left(\beta_{l}<0\right)$ when age increases. The odds ratio for frequency change between two adjacent ages can be measured as $e^{\beta_{1}}$. In the logistic regression approach it is not necessary to group the individuals into cases and controls, thus obtaining more power in the analysis. Moreover, assuming Hardy-Weinberg equilibrium, the logistic regression model with polytomous responses can be introduced to handle highly polymorphic genes (Tan et al., 2003). Genotype and allele-based parameterization can be used to investigate the modes of gene action and to reduce the number of parameters so that the power is increased while the number of multiple testing is minimized. Another very important feature of logistic regression is the possibility of modelling non-monotonous patterns of gene frequencies, which may arise from antagonistic pleiotropic effects in gene action during the aging process. (Leroi et al., 2005). This is achieved by modelling the allele or genotype frequency as a non-linear function of age $x$ (Tan et al., 2003), for example by fractional polynomials (Royston et al., 1994). The partial likelihood ratio test can be applied to choose the best fitting model and to make inferences on the statistical significance of the age-dependent pattern as compared with a linear model.

### 1.2.3 Multi-locus approach

Several studies searched for associations between longevity and susceptibility genes by comparing gene pools of centenarians and younger subjects. However, studies that consider marker genotypes at one locus in connection with survival may capture only a small proportion of the total combined effects of the susceptibility genes which affect the phenotype. Since the development of complex traits involves multiple genes and their interactions, multi-locus association analysis is appealing (Hoh and Ott, 2003). The term multi-locus analysis includes two different procedures. The first is designed to find multiple risk loci, not necessarily on the same chromosome; the second is designed to analyse haplotypes using a set of ordered markers. In the former approach, if multiple risk loci are observed, a joint analysis should exhibit more power because it can capture the interactions among the loci, which are lost in single locus analysis. Statistical tools have been proposed for multi-locus analysis to uncover epistasis in human disease studies
(Cordell, 2002; Bohringer et al., 2003). However, more work is needed in developing and implementing multi-locus models for aging and longevity studies (Tan et al., 2006).

The study of haplotypes and linkage disequilibrium (LD) have proven fruitful in human population genetics. Because particular DNA variants may remain together on ancestral haplotypes for many generations, groups of neighbouring gene variants can form haplotypic diversity with distinctive patterns of LD that can be exploited in both genetic linkage and association studies (Schork et al., 2000). Haplotype analysis is more efficient than the single-locus association test because it makes use of LD information contained in the flanking markers (Akey et al., 2001). Haplotype approaches have been applied to detect allelic associations when parental genotypes are available for phase inference and for constructing the controls (Terwilliger and Ott, 1992; Clayton, 1999). Unfortunately, such methods are not applicable in longevity studies because parental genotype information is unavailable for old subjects. In order to reconstruct the missing phases in the multi-locus genotype data, different algorithms have been proposed among which the well-known EM algorithm (Excoffier and Slatkin, 1995). Recently, methods for haplotype-based multilocus analysis of human survival have been proposed for cross-sectional (Tan et al., 2005) and for cohort (Tan et al., 2006) studies of unrelated individuals. In these models, a retrospective likelihood function is constructed upon the multinomial distribution of the explicitly observed multi-locus genotypes using haplotype-based parameterization. Moreover, these models are capable of capturing gene-sex and gene-environment interactions (Tan et al., 2005).

### 1.2.4 Demographic approach

In comparison with the case-control approach, the genetic-demographic (GD) approach uses information on survival functions and mortality rates for groups of individuals carrying the candidate gene or genotype (Yashin et al., 1999). Although more complex, GD remains really promising for its potential in the genetic research on aging and longevity. The complexity of the method is represented by the necessity of introducing:

- a survival model;
- a model that links gene frequencies and survival;
- a procedure for estimating model parameters starting from data;

The GD approach is based on two important assumptions. The first is that the initial gene frequencies in all birth cohorts represented in the cross-sectional sample under study are the same. This is true if there are no particular phenomena, such as bottleneck or genetic
drift, that rapidly change the genetic composition of the population. The second assumption is that the genotypic specific mortality does not depend on the birth year of the cohort. This assumption is not fulfilled because of the changes in socio-economic and sanitary conditions in the last century. To overcome this problem the use of a "synthetic" survival function has been proposed (Yashin et al., 1999; Dato et al., 2006).

The key point of the demographic approach consists in the possibility of using the representation of marginal survival function, $S(x)$ - which can be taken from the cohort demographic life tables - as a discrete mixture of the respective survival functions for genotypes (or alleles). The GD approach requires that the whole sample population is divided into carriers and non-carriers of a given allele or genotype.
Let $\mathrm{S}_{\mathrm{A}}(\mathrm{x}), \mathrm{S}_{\mathrm{B}}(\mathrm{x})$ be the survival functions of carriers and non-carriers, respectively, evaluated at age $x$. The relation between the marginal survival functions for allele carriers/non-carriers and the survival function of the population is

$$
S(x)=P S_{A}(x)+(1-P) S_{B}(x)
$$

where $P$ is the initial frequency of carriers in the population.
The relative frequency of carriers at age $x$, here denoted as $\pi_{A}(x)$, is given by:

$$
\pi_{A}(x)=\frac{P S_{A}(x)}{S(x)}=\frac{P S_{A}(x)}{P S_{A}(x)+(1-P) S_{B}(x)} .
$$

The frequency $\pi_{B}(x)$ of non-carriers at age x is given by:

$$
\pi_{B}(x)=1-\pi_{A}(x)=\frac{(1-P) S_{B}(x)}{S(x)}=\frac{(1-P) S_{B}(x)}{P S_{A}(x)+(1-P) S_{B}(x)} .
$$

The above formulas enable us to compute the age distribution of relative frequencies given the respective survival function and initial frequencies. The survival functions can be written in terms of the relative frequencies of carriers and non-carriers:

$$
S_{A}(x)=\frac{\pi_{A}(x) S(x)}{P} ; \quad \quad S_{B}(x)=\frac{\pi_{B}(x) S(x)}{1-P} .
$$

Several approaches for the analysis of combined demographic and genetic data have been proposed (Yashin et al., 1999): the "non parametric method" (NP), the "relative risk method" (RR), the "parametric method" (PR), and the "semi-parametric method" (SP). All these methods are based on the formulas previously reported and share some similarities as, for example, the use of maximum-likelihood criterion for the estimation of the parameters and the existence of constraints such as the age-related decrease of the survival functions. The conceptual difference is that RR, PR and SP methods require that a model of mortality (a trend of the hazard function) is defined a-priori, while NP does not.

### 1.3 Aim of the study

Aim of the work carried out during my PhD appointment was to explore new routes in genetic studies on human aging and longevity, and in particular:

- to analyze longevity in Calabria in order to verify if the geographic distribution of long-lived subjects is random or not.
- to investigate the multidimensional nature of the quality of aging by trying to obtain an operative phenotypic classification able to measure the degree of vulnerability in elderly people.
- to combine demographic information and multi-locus analysis for estimating the influence by the genetic variability of ten candidate genes on survival at advanced ages.

In the following chapters the results of the above mentioned investigations are reported. In particular, the first part reports the results of a study focused on the spatial analysis of the distribution of the male longevity phenotype in Calabria (Italy).
The second part reports the integral version of a manuscript entitled "A cluster analysis to define human aging phenotypes", which is in press in Biogerontology.
Finally, the third part reports the integral version of a manuscript entitled "Sex-and-age specificity of susceptibility genes modulating survival at old age", which is in press in Human Heredity.

## 2. SPATIAL ANALYSIS OF THE DISTRIBUTION OF THE MALE LONGEVITY PHENOTYPE IN CALABRIA

(Montesanto et al, Ms. in preparation)

### 2.1 Background

Individual variability of human lifespan is influenced by an interplay of environmental, genetic and stochastic factors. The disentangling of such factors is complicated by cultural and genetic heterogeneity of human populations. Human societies undergo continuous changes with the improvement of the environment (for instance cleaner water and better food) and medical assistance. This leads to the increase of average and of maximum life span that are now far beyond where they were a few decades ago. Although the improvement of environmental conditions is occurring all over western societies, it has a different pace in different areas, and this reflects on the conditions of aging and of longevity (Jeune et al., 2006). In addition, it has been shown that genetic factors are able to predispose to longevity in certain populations but not in others, either because some variants are population specific or because the interaction of that variant with the environment is specific for the geographic area. On the whole it is emerging that most of the factors influencing longevity are heterogeneous and population specific. This calls for a close monitoring in different populations of the trajectories of lifespan and of their correlation with different factors that are likely to affect longevity in that population.

Recently, it has been reported an intriguing population-specific feature of longevity: the female/male (F/M) ratio among centenarians ranges from $2 / 1$ in Sardinia and southern Italy to $5 / 1$ in northern Italy and most of western European countries (Poulain et al., 2004; Passarino et al., 2002). Subsequently, Robine and co-workers (2006) analysed the F/M ratio among centenarians in four different Italian regions. They showed that the significant differences observed in F/M ratio among centenarians are mainly due to differences of male mortality over the age of 60 years. In particular, they observed that mortality of men over the age of 60 years is lower in Calabria (the most southern region of the Italian peninsula) than in other regions under study and in the whole of Italy. The identification of possible patterns of aggregation of areas characterized by high proportion of long-lived individuals may help to understand the effect of environmental factors on this trait, as well as the role played by the population genetic structure.

The recent observation that in Sardinia centenarians are clustered in restricted areas characterized by a high level of geographic isolation and endogamy (Poulain et al., 2004),
and recent findings indicating an increased homozigosity at loci involved in human longevity (Bonafé et al., 2001; Cardelli et al., 2006) prompted us to explore the effects of population inbreeding on human longevity. Therefore, we decided to study male longevity in Calabria with two objectives:
(i) to verify if the geographic distribution of long-lived subjects is random or not;
(ii) to explore the possible effects of inbreeding on the distribution of long-lived individuals.

The interest was on males because of their particular mortality pattern.
As a longevity index we used the Nonagenarian Rate (NR). It is a modified version of the index called Centenarian Rate (CR) proposed by Robine et al. (2006) which is an attractive tool to compare populations over time and across communities, controlling for the size of birth cohorts, infant mortality, past migrations, and policies of naturalisation (Robine and Paccaud, 2005).

To explore the possible effects of inbreeding on the distribution of long-lived individuals we used surname data. They represent a very important tool for population genetics. In fact, due to systems of surname attribution through the paternal line, the surname can be regarded as a single gene with many alleles transmitted only through the Y chromosome. Different studies have used surname analysis to estimate genetic parameters (e.g. drift, kinship and migrations) relevant in the study of the effects of the population structure on human evolution (Gottileb, 1983; Lasker, 1985; Brunet et al., 2001; Cavalli-Sforza et al., 2004). Recently, Cavalli-Sforza and co-workers (2004) have shown a significant correlation between the estimates of inbreeding obtained from consanguinity and those obtained from surname data.

### 2.2 Materials and Methods

### 2.2.1 Data

We used regional census data from 1971 and 2001 (Istituto Centrale di Statistica, 1974, 2002). In particular, we used the regional census data of 1971 to obtain the number of individuals resident in Calabria who in that year were 60-69 years old; we used the regional census data of 2001 to obtain the number of individuals resident in Calabria who in that year were 90-99 years old.

### 2.2.2 Nonagenarian Rate

The number of oldest-old people that we expect to observe today depends on the number of births in the corresponding cohorts: for example, the number of centenarians who we expect to observe today in a given region depends on the number of births a hundred years earlier in that region. However, a direct comparison of the observed number of oldest-old people with the number of births in the corresponding cohorts does not take into account important phenomena such as infant mortality, past migration etc, which are not related to aging. Recently, Robine et al. (2006), analyzing the evolution of the number of centenarians in Italy, proposed the Centenarian Rate (CR). Following this suggestion we have characterized longevity in different municipalities of Calabria according to the Nonagenarian Rate (NR) defined as the ratio between the number of survivors at age 90-99 years and the number of survivors at the age of 60-69 years, whitin the same cohort:

$$
N R(i)=\frac{X_{90-99}(i)}{X_{60-69}(i)}
$$

where

- $X_{90-99}(i)$ is the number of residents in the i-th municipality, 90-99 years old, registered by the 2001 national census;
- $X_{60-69}(i)$ is the number of residents in the i-th municipality, 60-69 years old, registered by the 1971 national census.

Obviously the Nonagenarian Rate can be defined for any area consisting of several municipalities:

$$
N R_{A}=\frac{\sum_{i \in A} X_{90-99}}{\sum_{i \in A} X_{60-99}}
$$

where the summation is over the municipalities enclosed in the area $A$. Note that $N R_{A}$ is not the average of the NR values of the municipalities, but the weighted average.

### 2.2.3 Spatial Analysis

To test the hypothesis that the geographical distribution of oldest-old subjects in Calabria is non-random and that peculiar geographic areas could be identified where NR is consistently and significantly higher than in the whole of Calabria, we used Spatial Analysis (SA). SA is the process of extracting or creating new information about a set of geographic features. Methods of SA can be simple or very sophisticated, but usually they are applied by using a computer-based tool, the Geographic Information System (GIS).

### 2.2.4 Statistical analysis

If we hypothesize a uniform regional distribution of nonagenarians with respect to the size of the same cohort 30 years earlier in the different municipalities of the region, the expected number of nonagenarians in the i-th municipality is:

$$
X_{90-99}^{\prime}(i)=X_{60-69}(i) \times \frac{\sum_{i=1}^{N} X_{90-99}(i)}{\sum_{i=1}^{N} X_{60-69}(i)}
$$

where $N$ is the number of Calabrian municipalities and $N R_{\operatorname{Reg} g}=\frac{\sum_{i=1}^{N} X_{90-99}}{\sum_{i=1}^{N} X_{60-69}}$ is the regional value of the Nonagenarian Rate (NR).
Significant departures from a uniform distribution of the NR can be identified by using the chi-square goodness-of-fit test between observed and expected number of nonagenarians. For this test the statistic is

$$
X_{\text {Obs }}^{2}=\sum_{i=1}^{N} \frac{\left[X_{90-99}(i)-X_{90-99}^{E x}(i)\right]^{2}}{X_{90-99}^{E x}(i)}
$$

Since several municipalities show a number of nonagenarians which are less than five, the assumption that the test statistic has a $\chi^{2}$ distribution may be severely violated. Therefore we constructed the "empirical distribution" of $\mathrm{X}^{2}$ by numerical simulation, on the null hypothesis that NR is uniform across Calabrian municipalities: $N R(i)=N R_{\text {Re } g}$.

Ten thousand patterns of $\mathrm{NR}(\mathrm{i})$ were generated, each characterized by a distribution of nonagenarians given as $X_{90-99}^{\operatorname{sim}(k)}(i), \mathrm{i}=1, \ldots, \mathrm{~N} . X_{90-99}^{\operatorname{sim}(k)}(i)$ is a pseudorandom integer from
the binomial distribution with parameters $(p, n)$ given by $p=N R_{\operatorname{Re} g}, n=X_{60-69}(i)$. The rationale is that random departures from a uniform pattern of nonagenarians can come as number of "successes" in samples of different initial sizes ( $X_{60-69}(i)$ ), but with the same "probability of success" $\left(N R_{\text {Reg }}\right)$. For each simulated pattern the statistic $\mathrm{X}^{2}$ was computed as

$$
X_{S}^{2}(k)=\sum_{i=1}^{N} \frac{\left[X_{90-99}^{\sin (k)}(i)-X_{90}^{E x}(i)\right]^{2}}{X_{90-99}^{E x}(i)}, k=1, \ldots, 10000 .
$$

The histogram of the values $X_{S}^{2}(k), k=1, \ldots, 10000$ gives us an "empirical" probability distribution of the test statistic, on the null hypothesis of regional uniformity. Denoting by z the number of values in $\left\{X_{S}^{2}(k), k=1, \ldots, 10000\right\}$ which exceed the observed value $X_{\text {Obs }}^{2}$, the empirical significance level of the test is $p=\frac{z}{10000}$.

With such test we are able to verify if the distribution of nonagenarians across the municipalities of Calabria is random or not.

If the hypothesis of uniformity is rejected, we verify if the observed distribution of nonagenarians in Calabria exhibits a clustering pattern. To this purpose, we repeated the above mentioned tests considering as reference unit the area consisting of one municipality with its neighbours. On the basis of these new reference units, we redefined NR values and tested if the pattern of $X_{90-99}$ in these new units departs from that corresponding to a uniform regional distribution of survival. Finally, the units (a given municipality with its neighbours) with a significant positive departure from the uniform distribution, identified on the basis of the relevant NR values, were heuristically overlapped to obtain wider areas with high NR values.

### 2.2.5 Surnames

In order to analyze the distribution of surnames we used the directory of Calabrian users registred by Italian telephone companies, edited by SEAT (CD-ROM 2005). Only persons listed as private telephone users who have given informed consent to use their personal data for direct marketing were used, for a total of 250000 subjects. Fisher's alpha, a
measure of species diversity in a sample (Fisher, 1943), was used as a measure of surname abundance to estimate inbreeding. Singletons surnames were excluded for reasons discussed by Zei et al., (1986), Du et al., (1992), Cavalli-Sforza (2001).

### 2.3 Results

### 2.3.1 Identification of Blue Zones

In this study we define as Blue Zone (BZ) an area characterized by a NR value significantly higher than the regional value.

For all municipalities of Calabria we computed the NR values of the male population ( mNR ). Figure 1 reports the distribution of the mNR computed index across the Calabrian municipalities.

Figure 1. Frequency distribution of Nonagenarian Rates in Calabrian municipalities computed on the basis of the male population (mNR).


Thus, we defined four quartiles of the mNR distribution. The four quartiles were used to define four groups of municipalities: we define as first group (Q1) the municipalities
belonging to the quartile with the lowest values of mNR ; as second group (Q2) those belonging to the second quartile; as third group (Q3) those belonging to the third quartile; as fourth group (Q4) those belonging to the fourth (Table 1).

Table 1. Municipality classification on the basis of the male Nonagenarian Rate (mNR).

|  | $\left.\mathrm{mNR} \mathrm{(x10}^{4}\right)$ |
| :--- | :---: |
|  |  |
| Group 1 (Q1) | $<357$ |
| Group 2 (Q2) | $357-505$ |
| Group 3 (Q3) | $505-671$ |
| Group 4 (Q4) | $>671$ |
|  |  |

The following map represents the distribution of the mNR values across the Calabrian municipalities (Fig. 2):

Figure 2. Map of the Calabrian municipalities identified with different colours according to belonging to the different mNR groups (Q1, Q2, Q3 and Q4).


In order to verify the existence of areas characterized by very high NR values (see Materials and Methods), we evaluated the mNR for the areas consisting of municipalities and their neighbours. On the basis of these results we heuristically increased the level of aggregation, thus identifying two clusters of municipalities (including about $10 \%$ of the population of the respective provinces) characterized by a significant positive deviation of mNR values with respect to the average regional value. The first cluster is located in the province of Reggio Calabria; the second cluster is located in the province of Cosenza (Fig. 3).

Figure 3. Map of Blue Zones, that is of the areas characterized by a significant positive deviation of mNR values with respect to average regional value.


Following Poulain et al. (2004), we defined the areas in which these municipalities are located as Blue Zone 1 (BZ1) the cluster in the province of Reggio Calabria and Blue Zone 2 (BZ2) the cluster in the province of Cosenza. Table 2 reports the municipalities included in BZ1 and BZ2.

Table 2. List of municipalities included in the Blue Zones.

| Municipality of BZ1 <br> (Reggio Calabria province) | Municipality of BZ2 <br> (Cosenza province) |
| :--- | :--- |
| Africo | Casole bruzio |
| Benestare | Castiglione Cosentino |
| Bianco | Castrolibero |
| Bova | Celico |
| Bova marina | Lappano |
| Bovalino | Lattarico |
| Brancaleone | Luzzi |
| Bruzzano Zeffirio | Marano Marchesato |
| Caraffa del Bianco | Marano Principato |
| Careri | Montalto Uffugo |
| Casignana | Rende |
| Ferruzzano | Rose |
| Palizzi | Rovito |
| Plati | San Benedetto Ullano |
| Roghudi | San Fili |
| Samo | San Pietro in Guarano |
| San Luca | San Vincenzo la Costa |
| Sant'Agata del Bianco | Serra Pedace |
| Santa Cristina d'Aspromonte | Spezzano della Sila |
| Staiti | Spezzano Piccolo |
|  | Trenta |
|  | Zumpano |
|  |  |

The characteristic features of BZ1 and BZ2 are presented in Table 3, in comparison to the relevant Calabrian provinces and Italy.

Table 3. Characteristics of BZ1 and BZ2.

|  | BZ1 | RC <br> province | $\mathbf{B Z 2}$ | CS <br> province | Calabria | Italy |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of municipalities | 20 | 97 | 22 | 155 | 409 | 1092 |
| Men 60-69 years old at 1971 census | 2558 | 26723 | 2814 | 25908 | 77155 | 2420136 |
| Men 90-99 years old at 2001 census | 187 | 1295 | 195 | 1339 | 3798 | 101714 |
| Total Male NR $\left(\times 10^{4}\right)$ | 731 | 485 | 693 | 517 | 492 | 420 |
| F/M in nonagenarians at 2001 census | 1.19 | 1.82 | 1.76 | 1.97 | 1.98 | 2.85 |

As expected, the mNR values in the BZ are higher than those in the respective provinces, in the entire region (Calabria) and nation (Italy). The significance of the departure of the mNR value in the BZ from provincial and regional values was ascertained by $\chi^{2}$ test ( $\mathrm{P}<0.0001$ in all cases).
Interestingly, the F/M ratio in nonagenarians is extremely low in the BZ1, while it is not different from the regional value in the BZ2.

### 2.3.2 Surname Analysis

To verify a possible contribution of high inbreeding rate to the geographic pattern of male longevity shown in Figure 2, we carried out the surname analysis in Reggio Calabria and Cosenza provinces. The distribution of surname abundance, as measured by the Fisher's alpha values, is shown in Figure 4. The values of Fisher's alpha have been transformed into logarithms because the log-transformed values are approximately normally distributed.

Figure 4. Distribution of Fisher's alpha in Reggio Calabria and Cosenza provinces (A natural scale, B logarithmic scale).


In Figures 5a-d the maps of surname abundances in the two Calabrian provinces are compared to the correspondent BZ maps.

Figure 5. Comparison between the distribution of Fisher's alpha ( A and C maps) and the Blue Zones ( $B$ and D maps) in Cosenza and Reggio Calabria provinces (Southern Italy). Fisher's alpha is a measure of surname abundance.


Figure 5 shows a significant overlapping between the BZ in the Reggio Calabria province and an area characterized by low surname abundance (high inbreeding level), whereas in
the Cosenza province the overlapping is not observed. In order to quantify the different relationships between surname abundance and mNR by which BZ were identified, we computed the corresponding correlation coefficients. As expected, we found a significant negative correlation between mNR and surname abundance values in Reggio Calabria province ( $\mathrm{r}=-0.254 ; \mathrm{P}<0.05$ ), while in Cosenza province the correlation was not found ( $\mathrm{r}=-$ 0.051 ; $\mathrm{P}=0.526$ ).

### 2.4 Discussion

Male mortality after the age of 60 has been found to be lower in Calabria than in the other Italian regions (Robine et al., 2006). This has led to a an extremely low F/M ratio among oldest olds when compared to other Italian and European areas. In order to better understand this phenomenon, we aimed to verify whether the geographic distribution of long-lived subjects is uniform throughout the Calabrian territory or it is concentred in specific areas. We found that the distribution of oldest old people across the region is not uniform. In addition, we observed a correlation between population inbreeding and male longevity.

By using a SA approach it was possible to identify two areas of male longevity: the BZ1 (located in the province of Reggio Calabria, around Platì territory) and the BZ2 (located in the province of Cosenza, along the middle course of river Crati and near the city of Cosenza). It is interesting to notice that $\mathrm{BZ1}$ is characterized by a very low F/M ratio among nonagenarians, while in the BZ2 this ratio is not different from the regional value (Table 3), due to the female NR which is the highest in the region (data not shown). These data suggest that male longevity characterising the two Calabrian BZ may be related to different causes. In particular, male longevity in BZ1 might be related to some phenomena causing exclusively male longevity, while male longevity in BZ2 appears to be related to a more general phenomenon affecting also female longevity.
From an economic, cultural and geographic point of view BZ1 and BZ2 areas are extremely different. The BZ1 is located in a mountainous area which abruptly slopes down to the Ionian sea, with deep valleys (fiumare); its economy is essentially rural; communication with other parts of Calabria were very difficult up to a few years ago. By contrast, BZ2 is included in an economically, socially and culturally developed area, a node of communication between Ionian and Tirrenian coasts, and north and south of Calabria.

The recent observation that in Sardinia centenarians are clustered in restricted areas characterized by high level of geographic isolation and endogamy, suggested we explore the effects of population inbreeding on male longevity in Calabria. Surname analysis revealed that there was no correlation between surname abundance and mNR values in the province of Cosenza. On the other hand, the surname abundance analysis revealed a significant negative correlation between surname abundance and mNR values in the province of Reggio Calabria: high mNR values are associated with low surname abundance, and hence high inbreeding level.

On the whole these data suggest that the low male mortality in the BZ2 might be related to the improved economic and social conditions. As to BZ1, male longevity might be related to specific features of that area. In the present study, we show that population inbreeding may be one these features. These results, which are in line with those reported by Poulain et al (2004), might be interpreted by assuming that the high inbreeding level marked by the low surname abundance increases homozigosity at loci involved in male longevity (Bonafé et al., 2001; Cardelli et al., 2006).

## 3. A CLUSTER ANALYSIS TO DEFINE HUMAN AGING PHENOTYPES

Passarino G, Montesanto A et al., (2006) Biogerontology in press.

### 3.1 Introduction

A prerequisite for disentangling genetic, epigenetic and environmental factors which modulate rate and quality of human aging is the definition of the phenotype. Chronological age is not sufficient, because the variability of the aging trait is manifest within and between populations. Hence several studies searched for indicators of health and functional status in old and very old subjects by which objective phenotypes could be defined (Fried et al., 2001 and 2004; Bortz, 2002; Mitniski et al., 2002; Jones et al., 2004 and 2005). From these studies the concept of frailty emerged as a distinct clinical entity characterized by a state of vulnerability for adverse health outcomes, such as hospitalization or death, and therefore correlated to co-morbidity, disability and increased mortality hazard (Walston et al., 2006). Therefore the identification of a precise frailty phenotype could help to recognize homogeneous population groups enriched of genetic risk factors predisposing to a poor quality of aging. Cognitive, psychological and functional measures turned out to be the most effective to identify the frailty phenotype, since these parameters condense most of the frailty cycle that occurs in the elderly (Fried et al., 2004).

We wanted to verify if a Cluster Analysis (CA), that used well established geriatric parameters, was able to recognize the frailty phenotype. The term CA encompasses a number of different algorithms and methods for grouping cognate objects in a way that the degree of association between two objects is maximal if they belong to the same group and minimal otherwise. By using Mini Mental State Examination (MMSE), Hand Grip strength and Geriatric Depression Scale (GDS) as variable parameters, we analyzed by CA two samples of old subjects recruited in Calabria (southern Italy). This region, as other European regions, is experiencing a great increase in the number of old subjects, probably also due to a reduced mortality at advanced ages consequent to improvement in medical care. For example, people older than 65 and 90 years of age represented $13 \%$ and $0.15 \%$ of the population, respectively, in 1991 (Italian Census data); at January 2004, these proportions were increased up to $18 \%$ and $0.6 \%$ respectively. However, despite the increased survival, the quality of aging in Calabria is still poor when compared with other European regions (Jeune et al., 2006).
We collected phenotypic and genetic data in two samples of old Calabrian subjects by using questionnaires, geriatric tests and laboratory analyses. Then we applied CA and
verified, from phenotypic and genetic perspectives, the reliability of the frailty phenotypes we obtained.

### 3.2 Materials and Methods

### 3.2.1 Samples

Two samples were analyzed. The first ( $\mathrm{S}_{1}$ ) included 65-85 years old subjects ( 252 subjects, 107 males and 145 females; median ages 73 and 75 years respectively); the second ( $\mathrm{S}_{2}$ ) included 117 subjects older than 90 years of age ( 54 males and 63 females; median ages 98 and 99 years respectively). Out of the 252 subjects in $\mathrm{S}_{1}, 80 \mathrm{had}$ at least one living centenarian parent included in $\mathrm{S}_{2}$. All the subjects were born in Calabria (southern Italy) and their ancestry in the region had been ascertained up to the grandparents generation. The samples had been recruited in the frame of the European research program European Challenge for Healthy Aging (ECHA project: http://biologia.unical.it/echa/) and of an independent study we carried out in unrelated people. In both the studies, we collected phenotypic information by using the ECHA questionnaires (http://biologia.unical.it/echa/results.htm). Vital status at 18 months after the visit was traced for 249 subjects in $\mathrm{S}_{1}$ and for all the 117 subjects in $S_{2}$ through the population registers of the municipalities in which the respondents were domiciled. All the subjects had given informed consent for studies on aging carried out by our research group.

### 3.2.2 Anthropometric and geriatric measures

The physical examination included the record of height, weight, knee-to-floor height and waist and hip circumferences.

Cognitive function was assessed by Mini Mental State Examination (MMSE) test (Folstein et al., 1975). Since the test is affected by age and educational status, the scores were normalized for these variables.
Hand Grip strength was measured by using a handheld dynamometer (SMEDLEY's dynamometer TTM) while the subject was sitting with the arm close to his/her body. The test was repeated three times with the stronger hand. The maximum of these values was used in the CA analysis, after normalization for age, sex and height.

Depression was assessed by the short form (15 items) of the Geriatric Depression Scale (GDS) (Sheikh et al., 1986).
Functional activity was assessed by using a modification of the Katz'Index of ADL (Katz et al., 1963). The assessment was based on what the subject was able to do at the time of the visit.

Health status was ascertained by medical visit carried out by a geriatrician, who also conducted a structured interview including questions on common diseases occurred in the past.

### 3.2.3 DNA analysis

DNA was prepared from blood buffy-coats according to standard procedures and stored at $-20^{\circ} \mathrm{C}$ until use. $A P O E$ genotyping (alleles $\varepsilon 2, \varepsilon 3, \varepsilon 4$ ) was carried out according to the protocol described in Carrieri et al., 2001.

### 3.2.4 Statistical analysis

Statistical analyses were performed by using SPSS 10.0 (SPSS Inc., Chicago, IL).
Categorical variables were analyzed by contingency tables (chi-square test). A significance level of $\alpha=0.05$ was chosen in all the tests. The Ward's method was used to realize hierarchical Cluster Analysis (Ward, 1963).

### 3.3 Results

Table 1 reports anthropometric characteristics in the two samples, together with information on the three geriatric parameters (MMSE, Hand Grip strength, GDS) utilized for the cluster analysis (CA).

Table 1. Mean values (standard deviation in parenthesis) of Mini Mental State Examination (MMSE), Hand Grip strength, Geriatric Depression Scale (GDS) and anthropometric characteristics of the surveyed subjects. Data are reported by age group and by gender.

|  | Sample 1 (n=252) |  | Sample 2 (n=117) |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Men (n=107) | Women (n=145) | Men (n=54) | Women (n=63) |
| $(65-85$ years) | $(65-85$ years) | $(>90$ years) | $(>90$ years) |  |
| Median Age (years) | 73 | 75 | 98 | 99 |
| MMSE | $23.8(4.72)$ | $21.9(4.66)$ | $17.0(5.01)$ | $13.4(5.56)$ |
| Hand Grip strength | $28.9(7.90)$ | $17.6(5.53)$ | $15.9(4.63)$ | $10.6(4.92)$ |
| GDS | $3.4(3.60)$ | $6.5(3.95)$ | $4.8(3.32)$ | $6.0(3.53)$ |
| Weight (kg) | $72.0(12.96)$ | $64.7(12.99)$ | $57.0(9.62)$ | $49.7(10.68)$ |
| Height (cm) | $165.3(6.80)$ | $152.9(6.00)$ | $156.8(6.32)$ | $147.0(7.14)$ |
| *BMI (kg/m) | $26.3(4.00)$ | $27.6(5.03)$ | $23.2(3.77)$ | $22.8(4.40)$ |
| Waist (cm) | $96.4(10.63)$ | $94.0(12.22)$ | $89.3(8.56)$ | $85.6(11.76)$ |
| Hip (cm) | $101.5(9.36)$ | $106.1(12.06)$ | $96.3(7.60)$ | $95.6(11.32)$ |
| Knee height (cm) | $49.7(2.76)$ | $44.9(2.56)$ | $47.31(2.06)$ | $44.0(2.88)$ |

[^0]
### 3.3.1 Phenotypic classification by $C A$

The values of MMSE, Hand Grip strength, GDS were used after normalization with respect to the non independent variables. In particular, MMSE scores were normalized for education level ( $p=0.007$ in $S_{1}$ and $p=0.035$ in $S_{2}$ ) and age ( $p<0.001$ in both $S_{1}$ and $S_{2}$ ); Hand Grip strength values were normalized for age, sex and height ( $\mathrm{p}<0.001$ in both $\mathrm{S}_{1}$ and $S_{2}$ in all the cases). The cluster dendrogram plots suggested to stop the clustering process when three clusters were obtained in $S_{1}$ and two clusters in $S_{2}$. According to the average values of the classification variables (Table 2), we identified the three clusters in $\mathrm{S}_{1}$ as non frail, intermediate and frail, phenotypes and the two clusters in $\mathrm{S}_{2}$ as frail and very frail phenotypes (Fig.1).

Table 2. Mean values (standard deviation in parenthesis) of MMSE, Hand Grip strength and GDS within the categories obtained by CA in the two samples. For MMSE and Hand Grip strength standardized residuals were used after appropriate adjustment.

| Sample 1 | MMSE* | Hand Grip** | GDS |
| :--- | :---: | :---: | :---: |
| Frail (n=34) | $-1.47(0.696)$ | $-0.83(1.031)$ | $10.0(2.42)$ |
| Intermediate $(\mathrm{n}=74)$ | $0.39(0.597)$ | $-0.14(0.725)$ | $8.7(2.69)$ |
| Non frail (n=144) | $0.15(0.921)$ | $0.27(0.986)$ | $2.1(1.79)$ |
| Sample 2 | MMSE* | Hand Grip** | GDS |
| Very frail (n=72) | $-0.58(0.681)$ | $-0.41(0.905)$ | $5.73(3.810)$ |
| Frail (n=45) | $0.94(0.666)$ | $0.66(0.758)$ | $5.02(3.038)$ |

* Adjusted for age and educational level by using mean differences in score estimated by multiple linear regression models adjusted for covariates (Kang et al., 2005).
** Adjusted for sex, age and height by using mean differences in score estimated by multiple linear regression models adjusted for covariates (Kang et al., 2005).

Figure 1. Schematic representation of the clusters obtained in $S_{1}$ and $S_{2}$ by applying hierarchical Cluster Analysis which used MMSE, GDS and Hand Grip strength data. We report the sum of square distances between the elements of different clusters (Ward, 1963).


### 3.3.2 Check of the clusters from a phenotypic perspective.

In order to verify if the classification obtained by CA was indeed able to identify the frailty phenotype we looked at the correlation of our classification with co-morbidity and disability. Tables 3 and 4 report physical performance (ADL) and co-morbidity, respectively, in $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ samples classified according to CA.

Table 3. Distribution of disabilities across the groups obtained by CA in the two samples.

| Sample 1 ${ }^{\text {\# }}$ | No ADL Disabilities | At least 1 ADL disability | p ( $\chi^{2}$ test) |
| :---: | :---: | :---: | :---: |
| Frail ( $\mathrm{n}=34$ ) | 22 (64.7\%) | 12 (35.2\%) | $<0.001$ (2df) |
| Intermediate ( $\mathrm{n}=74$ ) | 45 (60.8\%) | 29 (39.2\%) |  |
| Non frail ( $\mathrm{n}=143$ ) | 135 (94.4\%) | 8 (5.6\%) |  |
| Sample 2 | No ADL Disabilities | At least 1 ADL disability | $\mathrm{p}\left(\chi^{2}\right.$ test) |
| Very frail ( $\mathrm{n}=72$ ) | 9 (12.5\%) | 63 (87.5\%) | 0.003 (1df) |
| Frail ( $\mathrm{n}=45$ ) | 16 (35.6\%) | 29 (64.4\%) |  |

Table 4. Distribution of co-morbidity across the groups obtained by CA in the two samples. The diseases included in co-morbidity were: diabetes; hypertension; angina pectoris; heart failure; irregular heart rhythm; asthma; chronic bronchitis; arthrosis; arthritis; migraine; osteoporosis; glaucoma; gastric ulcer; hip fracture; stroke; heart attack; cancer; pneumonia.

| Sample 1 ${ }^{\text {\# }}$ | No disease | 1-2 diseases | >2 diseases | p ( $\chi^{2}$ test) |
| :---: | :---: | :---: | :---: | :---: |
| Frail ( $\mathrm{n}=34$ ) | - | 6 (17.6\%) | 28 (82.4\%) | $<0.001$ (4df) |
| Intermediate ( $\mathrm{n}=73$ ) | - | 11 (15.1\%) | 62 (84.9\%) |  |
| Non frail ( $\mathrm{n}=143$ ) | 11 (7.7\%) | 62 (43.4\%) | 70 (49.0\%) |  |
| Sample 2 | No disease | 1-2 diseases | >2 diseases | p ( $\chi^{2}$ test) |
| Very frail ( $\mathrm{n}=72$ ) | 1 (1.4\%) | 20 (27.8\%) | 51 (70.8\%) | 0.727 (2df) |
| Frail ( $\mathrm{n}=45$ ) | - | 13 (28.9\%) | 32 (71.1\%) |  |

The ADL performances turned out to be significantly correlated to the CA classification in both $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ samples ( $\mathrm{p}<0.001$ and $\mathrm{p}=0.003$, respectively). By contrast, co-morbidity showed to be correlated to the CA classification in $S_{1}(p<0.001)$ while not in $S_{2}(p=0.727)$ We further checked our CA classification by verifying how many subjects where still alive after 18 months of our visit (Table 5).

Table 5. Mortality within 18 months from the visit across the groups obtained by CA in the two samples.

| Sample 1 $^{\#}$ | Living subjects | Dead subjects | p $\chi^{2}$ test) |
| :--- | :---: | :---: | :---: |
| Frail (n=34) | $27(79.4 \%)$ | $7(20.6 \%)$ | 0.037 (frail vs. |
| Intermediate (n=72) | $64(88.9 \%)$ | $8(11.1 \%)$ | intermediate + |
| Non frail (n=143) | $132(92.3 \%)$ | $11(7.7 \%)$ | non frail; 1df) |
| Sample 2 | Living subjects | Dead subjects | p ( $\chi^{2}$ test) |
| Very frail (n=72) | $35(50.0 \%)$ | $35(50.0 \%)$ | $0.128(1 \mathrm{df})$ |
| Frail (n=45) | $31(65.9 \%)$ | $16(33.1 \%)$ |  |

\# 3 missing data

It is evident that mortality increased from the least to the most frail groups both in $\mathrm{S}_{1}$ and $S_{2}$, although the difference turned out to be significant in $S_{1}(p=0.037)$ while not in $S_{2}$ ( $\mathrm{p}=0.128$ ). Furthermore, in the $\mathrm{S}_{1}$ sample, the intermediate cluster showed an intermediate result.

Then we compared the distribution across the clusters of $80 \mathrm{~S}_{1}$ subjects having a living centenarian parent with that of 97 sex- and age-matched $\mathrm{S}_{1}$ subjects whose parents were born in the same years as centenarians, but died at the average life expectancy in the population (Table 6). We found that the two sample groups were differently distributed across the clusters ( $\mathrm{p}=0.009$ ) and that the $61.2 \%$ of centenarians' offspring were represented in the non frail cluster.

Table 6. Distribution of $S_{1}$ subjects across the groups obtained by CA according to the presence/absence of at least one centenarian parent.

| Sample 1 | Subjects having one <br> centenarian parent | Subjects* having no <br> centenarian parent | p ( $\chi^{2}$ test) |
| :--- | :---: | :---: | :---: |
| Frail (n=25) | $12(15.0 \%)$ | $13(13.4 \%)$ |  |
| Intermediate (n=63) | $19(23.8 \%)$ | $44(45.4 \%)$ | $0.009(2 \mathrm{df})$ |
| Non frail (n=89) | $49(61.2 \%)$ | $40(41.2 \%)$ |  |

* individuals whose parents were born in the same years as the living centenarians, but died at the average life expectancy in the population.

We also tested the correlation of the frailty classification obtained by CA with socioeconomic variables and found that frailty is inversely correlated with the level of economic and cultural status of the subjects in both $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ samples (data not shown).

### 3.3.3 Check of the clusters from a genetic perspective.

In order to check from a genetic perspective the classification obtained by CA, we verified if the CA phenotypes were correlated to the variability of the $A P O E$ gene $(\varepsilon 2, \varepsilon 3, \varepsilon 4$ alleles) that has been widely described as related to frailty (Gerdes et al., 2000) and mortality (Schachter et al., 1994). The relatives present in the ECHA sample were not included; therefore 192 subjects in $\mathrm{S}_{1}$ and 106 subjects in $\mathrm{S}_{2}$ were analyzed (unrelated people only). In $\mathrm{S}_{1}$ (while not in $\mathrm{S}_{2}$ ) we found that the $\varepsilon 4$ carriers were significantly more frequent in the frail cluster than in the others ( $\mathrm{p}=0.034$, see Table 7).

Table 7. Distribution of carriers and non carriers of $\varepsilon 4$ allele across the groups obtained by CA in the two samples (unrelated people only).

| Sample 1 | $\boldsymbol{\varepsilon 4}$ carriers | $\boldsymbol{\varepsilon 4}$ non carriers | $\mathbf{p}\left(\chi^{2}\right.$ test) |
| :--- | :---: | :---: | :---: |
| Frail $(\mathrm{n}=27)$ | $6(22.2 \%)$ | $21(77.8 \%)$ | 0.034 (frail vs. |
| Intermediate $(\mathrm{n}=61)$ | $4(6.6 \%)$ | $57(93.4 \%)$ | intermediate + |
| Non frail $(\mathrm{n}=104)$ | $11(10.6 \%)$ | $93(89.4 \%)$ | non frail; 1 df$)$ |
| Sample 2 | $\boldsymbol{\varepsilon 4}$ carriers | $\boldsymbol{\varepsilon 4} \mathbf{~ n o n ~ c a r r i e r s ~}$ | $\mathbf{p}\left(\chi^{2}\right.$ test) |
| Very frail $(\mathrm{n}=66)$ | $10(15.2 \%)$ | $56(84.8 \%)$ | $0.244(1 \mathrm{df})$ |
| Frail $(\mathrm{n}=40)$ | $3(7.5 \%)$ | $37(92.5 \%)$ |  |

### 3.4 Discussion

The recent research in gerontology has pointed out the importance of identifying frail subjects among old adults, both for understanding the mechanisms which modulate the quality of aging and for obvious social reasons. Although many definitions have been proposed, there is a growing consensus that frailty represents a state of vulnerability for adverse health outcomes, including disability, dependency, falls, need for long-term care and mortality (Fried et al., 2004). What is more, the definition of a precise frailty phenotype is essential to disentangle the genetic components affecting the decline of the physical functioning at old age (McClearn et al., 1997; Frederiksen et al., 2002). In the present study, we used MMSE, Hand Grip strength and GDS to carry out a hierarchical cluster analysis by which groups of subjects with different degrees of cognitive, functional and psychological status could be classified. In such a way a precise frailty phenotype could be defined.

The CA provided a quite effective frailty classification as it regards $65-85$ years old subjects. Indeed, the three clusters we obtained (Fig.1, $\mathrm{S}_{1}$ ) showed to be correlated with disability (Table $3, \mathrm{~S}_{1}$ ), co-morbidity (Table $4, \mathrm{~S}_{1}$ ) and mortality within 18 months (Table $5, \mathrm{~S}_{1}$ ). These results highlight the effectiveness of the geriatric parameters we selected and also show that CA is an appropriate tool for classifying the aging phenotype. It is important to notice that each of the single parameters was not able by itself to be predictive of the different outcomes. Thus, only the combination of the three parameters performed by the CA algorithm provided a consistent classification in three aging phenotypes correlated to ADL, co-morbidity and mortality in a different way. Moreover, the use of parameters
reflecting cognitive (MMSE), psychological (GDS) and physical (Hand Grip strength) functioning produced a classification which is more likely to be based on a real "frailty", that is an alteration of multiple systems, than on a specific disease or disorder. The CA classification turned out to be less effective in providing a frailty classification when it comes to very old people $\left(\mathrm{S}_{2}\right)$. This is likely due to the large prevalence of the frail status among this population segment. Indeed, out of 117 subjects who participated to the study, 51 (43.6\%) died within 18 months from the visit. However, among the dead subjects, the percentage were $68.6 \%$ and $31.4 \%$ in very frail and frail clusters respectively (Table $5, \mathrm{~S}_{2}$ ). On the other hand, although disabilities were significantly higher in the very frail than in the frail group (Table 3, $\mathrm{S}_{2}$ ), co-morbidity was equally distributed in the two groups (Table $4, \mathrm{~S}_{2}$ ). On the whole, the results obtained in $\mathrm{S}_{2}$ suggested that among nonagenarians the CA approach could be useful to evaluate at least the quality of life.
An evidence that the classification we obtained by CA corresponds to different frailty phenotypes was provided by the analysis of children of centenarians. The use of offspring of centenarians to overcome cohort effects in population studies on human aging is emerging (Atzmon et al., 2006 and references therein). By this approach, it was recently shown that the offspring of centenarians is characterized by a significant lower prevalence of cardiovascular diseases and cardiovascular risk factors, including hypertension and diabetes mellitus, than age-matched controls whose parents died at average life expectancy (Terry et al., 2003). Furthermore, lower all-causes, cardiovascular and cancer mortality has been observed in the centenarians' offspring (Terry et al., 2004). On the basis of the definition of frailty (Fried et al., 2001), and on the results of the two cited studies, we can therefore say that the offspring of centenarians is less frail than the offspring of non centenarians. The data shown in Table 6 confirm this assumption and validate the phenotypic classification obtained by the CA.
A strong evidence that the CA frailty phenotypes correspond to true biological categories, and are not statistical artifacts, is provided by the results shown in Table 7. That allele $\varepsilon 4$ is a frailty allele is a well established literature data (Gerdes et al., 2000; Lao et al., 2005; Christensen et al., 2006), and recent data show that this allele is associated with a substantial excess of mobility limitation (Melzer et al., 2005). Therefore, the finding that allele $\varepsilon 4$ carriers are over-represented in the frail cluster ( $\mathrm{p}=0.034$ ) shows that this group includes the frailest subjects. The fact that this difference is not shown in very old subjects $\left(\mathrm{S}_{2}\right)$ probably depends on the absence of non frail subjects in this age category. In addition,
since the detrimental effect of $\varepsilon 4$ allele is evident in the elderly more than in very old people (Dato et al., 2006), it is likely that other genetic components contribute to the phenotypic decline in this age group.

In conclusion, the data here presented show that, within the age range $65-85$ years, the frailty phenotypes recognized by CA are consistent from a geriatric point of view and have a clear genetic component. However, we wish to underline two points. First, large longitudinal studies are required to validate the CA method as a predictive tool for estimating the quality of aging along the time. Second, the frailty classification obtained by means of our approach is highly population-specific and reflects the actual variability of the aging phenotypes within the elderly population. Thus, in order to use such a method in a new population it would be necessary to collect and analyze a suitable amount of data in that specific population. Then the CA classification of new cases/subjects can be correlated to the classification carried out in the relevant population. In any case, the method we propose may provide a further tool for identifying objective phenotypes suitable for the study of genetic variants affecting the quality of aging.

## 4. SEX-AND-AGE SPECIFICITY OF SUSCEPTIBILITY GENES MODULATING SURVIVAL AT OLD AGE

Passarino G., Montesanto A. et al., (2006) Human Heredity in press.

### 4.1 Introduction

The probability of reaching very advanced ages in good health depends on a complex interplay of genetic, environmental and stochastic factors. As for genes, it is difficult to disentangle the genetic network which affects the quality of aging and survival up to advanced ages, consequently several strategies have been adopted over the years which utilize familial or population data. In population studies the ideal design is based on longitudinal studies, but these studies are difficult to carry out and usually regard only advanced ages (Bathum et al., 2005; Murakami et al., 2005). On the other hand, most of the information regarding the genetics of human aging has been obtained by crosssectional studies, under the hypothesis that unfavorable genotypes should be dropped out of the population by a sort of "demographic selection" (Perls et al., 2002) which finally results in an enrichment of favorable genotypes in the gene pool of very old people. However, cross-sectional studies may suffer from the lack of appropriate control groups, as cohort-specific effects may confound comparisons between very old people (for example centenarians) and younger cohorts (Christensen et al., 2006). The problem is hindered by the rapid changes which occur in human society that increase the level of population heterogeneity, thus introducing a further complicating factor. To cope with this problem, algorithms which integrate genetic and demographic data have been proposed (Yashin et al., 1999).

A further complication arises from evidence showing that the same gene variant may affect aging and survival according to age-specific patterns (De Benedictis and Franceschi, 2006). Consequently, the identification of well-defined age-related phenotypes is a key objective in the analysis of susceptibility genes affecting the quality of aging and survival at old age.

Last but not least, common genetic variants with important effects on human longevity are unlikely to exist because of the rather low genetic contribution to the trait. On the contrary, many interacting genes whose individual effects are rather small probably affect survival at old age (Hjelmborg et al., 2006). Thus, studies that consider marker genotypes at one locus in connection with survival may capture only a small proportion of the total combined effects of the susceptibility genes which affect the phenotype. In the genetic analysis of
complex traits multilocus approaches based on regression analyses have been proposed to overcome this kind of problem (Hoh and Ott, 2003). Multilocus approaches could be especially informative if candidate genes for which there is evidence of a biological role for the trait are included in the analysis.

In the present study we analyzed the hypothesis that genes exert a sex an age specific effect on the probability to reach advanced age in good health. We tackled the problems described above by adopting the following strategy. First, although we used cross-sectional data, these were collected in a population (Calabria, Southern Italy) which is characterized by high genetic homogeneity and a scarce level of immigration due to geographical, historical and social reasons. This choice should minimize cohort effects. Second, we used demographic information to categorize the sample into rationally defined age classes. Third, we applied a multilocus approach to a dataset including only genes for which there is documented evidence regarding their biological effects on aging and longevity.

The results presented here show that genetic risk factors act on the probability of reaching advanced ages in good health according to sex-and-age specific patterns.

### 4.2 Materials and Methods

### 4.2.1 Genetic data

The dataset comprised of genotype information from 972 unrelated subjects ( 451 males and 521 females) free of clinically overt pathologies (ascertained by medical visit), whose ages ranged from 18 to 106 years (see Supplementary Material, Fig. $1_{\mathrm{SM}}$ ). All the subjects were born in Calabria (Southern Italy), and their ancestry in the area was ascertained (by interview) back to the grandparent's generation. The samples were collected during the period 1996-2004 and the buffy-coat DNA extracted and stored in our laboratory. The recruitment of centenarians (identified through the birth registers of the 409 Municipalities in Calabria) started on 1996, while the remaining subjects were recruited by an appropriate campaign launched in 1999 and concluded within two years. The recruitment campaign was focused on students and staff of the University of Calabria (18-60 year old subjects) and people visiting thermal baths in the area and the Academy of the Elderly (60-80 year old subjects). All subjects consented to their phenotypic and genetic data to be used anonymously for genetic studies on aging and longevity (informed consent).
The genetic polymorphisms considered in the present study (Table 1) were chosen because of functional effects that were in some way related to aging and longevity according to the current literature. The relevant experimental protocols are reported elsewhere (see note to

Table 1). For all the loci genotypic and allelic frequencies are reported in the Supplementary Material.

Table 1. Loci and polymorphisms analyzed*.

| Locus | Polymorphism ( Gene Bank Accession) | Biological effect |
| :---: | :---: | :---: |
| APOA1 | 628 A>G (J00098) | Plasma level of LDL-cholesterol <br> (Garasto et al., 2003) |
| APOA4 | 1033 A>G (AY422950) | Plasma level of LDL-cholesterol (Garasto et al., 2003) |
| APOB | 3' VNTR (AC115619) | Plasma level of LDL-cholesterol (Garasto et al., 2004) |
| APOE | $21250 \mathrm{~T}>\mathrm{C}$ and $21388 \mathrm{C}>\mathrm{T}$ <br> (AF050154) | Antioxidant activity (Miyata and Smith, 1996) |
| HSP70-1 | 163 A>C (M11717) | Protein synthesis of HSP70.1 <br> (Marini et al., 2004) |
| HSP90 $\alpha$ | $888 \mathrm{C}>\mathrm{T}(\mathrm{M} 27024)$ | Folding and maturation of proteins (Passarino et al., 2003 and references |
| HSP90 $\beta$ | 5976 A>C (J04988) | Folding and maturation of proteins (Passarino et al., 2003 and references |
| SIRT3 | $5^{\text {th }}$ intron VNTR (AC136475) | Enhancer activity (Bellizzi et al., 2005) |
| TH | HUMTHO.1 STR (M23597) | Gene expression regulation (Meloni et al., 1998, 2002) |
| mtDNA | Haplogroups (www.mitomap.org) | OXPHOS efficiency (Ruiz Pesini et al., 2000) |

Notes.

* Relevant experimental protocols are reported in: De Benedictis et al., 1997 (APOB); De Benedictis et al., 1998 (TH); De Benedictis et al., 1999 (mtDNA); Carrieri et al., 2001 (APOE); Altomare et al., 2003 (HSP70.1); Passarino et al., 2003 (HSP90- $\alpha$ and HSP90- $\beta$ ); Garasto et al., 2003 (APOA1 and APOA4); Bellizzi et al., 2005 (SIRT3).


### 4.2.2 Demographic curves

The samples were drawn from the population living in Calabria in the years 1996-2004 and contain individuals from 18 to 106 years of age. In these samples the cohorts born from the end of the XIX century to 1980 are represented. Each cohort is characterized by a specific mortality pattern which reflects the changes occurring in this period. If $x$ denotes the variable representing age and $t_{B}$ the birth year of the cohort, it follows that the age-related evolution of the population in that cohort is represented by the mortality function $\mu\left(x ; t_{B}\right)$ and the related survival function $S\left(x ; t_{B}\right)$. The latter function is defined as the solution of the differential equation $\frac{d S}{d x}=-\mu\left(x ; t_{B}\right) S\left(x ; t_{B}\right)$ with initial condition $S(0)=1$, and is given by $S\left(x ; t_{B}\right)=\exp \left(-\int_{0}^{x} \mu\left(\xi ; t_{B}\right) d \xi\right)$. The survival function is used to obtain a partitioning of the samples into subgroups to which the logistic analysis is applied. However, in order to take into account the cross-sectional nature of our samples, we constructed a "synthetic" survival function, $S_{S}(x)$, as suggested by Yashin et al., 1999, who for the first time introduced a genetic-demographic model for the study of human longevity (see also Dato et al., 2006). The value of the "synthetic" survival curve at age $x$ is taken as $S_{S}(x)=S\left(x ; t_{B X}\right)$ where $t_{B X}$ is the calendar year of birth of the individuals aged $x$ at the time of recruitment of the sample.
The survival functions for all cohorts from 1890 to 1980 were computed using death counts per calendar year and per year of birth, and cohort initial values as reported for the Italian population in the Human Mortality Database, available online at www.mortality.org. Individual survival functions were used to construct the synthetic survival function. However, since the resulting survival function shows unacceptable oscillations due to errors and inconsistencies in demographic data, a smoothed function is used. The smoothed function assumes a Gompertz-Makeham model for $\mu(x)$, with parameters obtained by least square fitting of the raw data, according to a procedure routinely used especially for datasets containing older ages (Horiuchi and Coale, 1990). In order to avoid cumbersome notations, the smoothed synthetic survival function of the Italian population will hereafter be denoted by $S(x)$.

### 4.2.3 $\quad$ Strategies for logistic model building

We set up a multinomial logistic regression model to evaluate the effects of genotypes (independent variables) on the probability of belonging to different age groups (dependent variable). In order to build the multinomial logistic regression models genotype data needed to be coded as binary independent variables. This is usually done by assigning code 1 for a genotype (or a group of genotypes encompassing a given allele) and using 0 for the remaining ones. In order to minimize the inevitable loss of information which is implied in this step, the coding of genetic variability needs to take into account the dominant/recessive effects of different alleles (Relton et al., 2004). Thus, for each locus we evaluated the effect of genotypes on the probability to be part of the next age-group (Tan et al., 2003) by comparing specific logistic models including the different genotypes. Those genotypes including the allele showing the highest impact on such probability, that is the logistic model with the highest significance, were then pooled together (see Table 2).

Table 2. Genotypes used for multivariate analysis. Allele nomenclature: APOA1, APOA4, HSP70-1, HSP90 $\alpha$, HSP90ß: see Table 1; APOB: number of repeats $<35=\mathrm{S}, \geq 35=\mathrm{L}$; APOE: $\varepsilon 2 / \varepsilon 3 / \varepsilon 4$; SIRT3 and TH: allele number refers to the repeat number; mtDNA: haplogroups.

| Locus | Genotypes in Females | Genotypes in Males |
| :---: | :---: | :---: |
| APOA1 | $\mathrm{A} /-$ | $\mathrm{A} /-$ |
| APOA4 | $\mathrm{A} /-$ | $\mathrm{A} /-$ |
| APOB | $\mathrm{S} / \mathrm{S}$ | $\mathrm{S} /-$ |
| APOE | $\varepsilon 4 /-$ | $\varepsilon 4 /-$ |
| HSP70-1 | $\mathrm{C} /-$ | $\mathrm{A} /-$ |
| HSP90 $\alpha$ | $\mathrm{A} /-$ | $\mathrm{A} /-$ |
| HSP90及 | $\mathrm{C} /-$ | $\mathrm{A} /-$ |
| SIRT3 | $2 /-$ | $2 /-$ |
| TH | $9 /-$ | $6 / 6$ |
| mtDNA | $\mathrm{H}, \mathrm{V}$ | $\mathrm{U}, \mathrm{K}$ |

Using this procedure, the result is a homozygous genotype versus all the others when an allele has a recessive effect; whereas many genotypes carrying a given allele versus all the others when the effect of that allele is dominant. Then the resulting genotypes were used as independent variables for building logistic multivariate regression models using a stepwise approach (Lachin, 2000). The stepwise procedure for the selection of variables is based on an algorithm that checks for the "importance of variables" (Hosmer and Lemeshow, 2000) and either includes or excludes them on the basis of their fit on the logistic model. The level of significance for the covariates (loci) to be added and remain in the stepwise procedure was set at 0.1 and 0.15 respectively (Hosmer and Lemeshow, 2000). The "importance of a variable" in the model is estimated by the deviance in the likelihood ratio $\left(G^{2}\right)$ between the model excluding the variable and the model including it. The variable with the best fit is the first to be entered; then the second best is entered, and so on. When the addition of a new variable does not produce a significant increase in $G^{2}$, no further variables are added to the model.

Once the model with the best predictor variables was obtained, two-way interactions between all the available covariates were tested. Also in this case the estimation of the "importance" of the two-way interactions was assessed by likelihood ratio testing.
The goodness-of-fit statistic for the models was assessed by the Hosmer and Lemeshow test (Hosmer and Lemeshow, 2000).

In order to compare the models obtained for each sex we calculated the Nagerlkerke index (Nagerkerke, 1991). The Nagerkerke index is $\quad R^{2}=\frac{\widetilde{R}^{2}}{\max \left(\widetilde{R}^{2}\right)} \quad$ where $\widetilde{\mathrm{R}}^{2}=1-\left(\frac{l(0)}{l(\boldsymbol{\beta})}\right)^{\frac{2}{\mathrm{n}}}, \max \widetilde{\mathrm{R}}^{2}=1-[l(0)]^{\frac{2}{\mathrm{n}}}, l(0)$ is the log-likelihood for the model with only the constant, and $l(\boldsymbol{\beta})$ is the log-likelihood for the model under consideration.

### 4.3 Results

## Identification of age classes according to demographic information

In order to categorize the samples into age classes by using a rational criterion, we set up a synthetic survival function (Fig.1). It should be noted that the curves of Fig. 1 do not reflect the mortality experience of any of the cohorts we considered; nevertheless they provide a criterion for choosing the age thresholds for the subsequent logistic analysis. Let us consider the curve representing the survival function of males: since $S(x)$ is decreasing, the
slope is always negative, but in the 65-70 year age interval we can observe the largest negative change of slope, whereas in the $85-90$ age interval we have the largest positive change of slope. A similar observation can be seen in females. A quantitative measure of the changes of the slope is given by the second derivative of the survival function: $S^{\prime \prime}(x)=\frac{d^{2} S}{d x^{2}}$. The graphs of the second derivative of the survival functions of both males and females are shown in Fig. 2. The minimum value of $S^{\prime \prime}(x)$ occurs at $x=66$ years of age in males and $x=73$ years in females, corresponding to the largest change of slope, in the negative sense, of the curves in Fig. 1. The maximum value of $S^{\prime \prime}(x)$ is obtained at $x=88$ and $x=91$ years of age in males and females respectively, corresponding to the largest positive change in slope. On the basis of such results we defined three sex-specific age groups: Group 1 (G1) included males younger than 66 years and females less than 73 years of age; Group 2 (G2) included males within the age range 66-88 years and females between the ages of 73-91 years; Group 3 (G3) included males older than 88 years and females over 91 years of age.

Figure 1. Synthetic survival functions built for males and females in the Italian population from 1890 onward. Demographic data were obtained from www.mortality.org. Since the minimum age in our samples is 18 years the functions are normalised so that the value at age 18 was 1 .


Figure 2. Second derivative ( $S^{\prime \prime}$ ) of the survival function built from Fig.1.


### 4.3.1 Logistic analysis

Logistic multivariate analysis was performed by the forward stepwise procedure. The youngest group (G1) was considered as the reference group. The variables added to the logistic model at each step are reported in Table 3, where it can be noted that the "importance of variables" (Hosmer and Lemeshow, 2000) clearly differed between females and males.

Table 3: Loci (variables) included in the final regression model. The asterisk indicates interaction between loci.

## Females

| Step | Variable | $\chi^{2}$ | $\mathbf{d f}$ | $\mathbf{p}$-value |
| :--- | :--- | :--- | :--- | :--- |
| 1 | APOE | 8,997 | 2 | 0,011 |
| 2 | HSP70-1 | 8.157 | 2 | 0,017 |
| 3 | HSP90ß | 7.757 | 2 | 0,021 |
| 4 | mtDNA | 7.065 | 2 | 0,029 |
| 5 | HSP70-1*mtDNA | 5.333 | 2 | 0.069 |

Males

| Step | Variable | $\chi^{2}$ | $\mathbf{d f}$ | $\mathbf{p}$-value |
| :--- | :--- | :--- | :--- | :--- |
| 1 | APOA4 | 40.475 | 2 | 0,000 |
| 2 | APOA1 | 14.449 | 2 | 0.001 |
| 3 | SIRT3 | 8.363 | 2 | 0,015 |
| 4 | TH | 6.804 | 2 | 0,033 |
| 5 | APOE | 1.809 | 2 | 0.405 |
| 6 | APOA4*APOE | 6.191 | 2 | 0.045 |
| 7 | APOA1*TH | 5.431 | 2 | 0.066 |

Note. The APOE main effect is included in the model as it is part of a significant interaction.

Finally, by using the variables (loci) reported in Table 3, we compared G2 with G1, G3 with G2, and G3 with G1 (model 1, 2 and 3, respectively) in order to estimate if, and to what extent, the probability to be assigned to the different age classes could be related to these variables. The final models with the relevant Odd Ratios (O.R.) are shown in Table 4 where we highlighted, for each comparison, genotypes which are unfavorable (yellow) or favorable (red) to the probability to be assigned to the older age group as compared to the probability to be part of the younger one, as estimated on the basis of O.R. values. Finally
we verified the Goodness-of-fit of the models by the Hosmer and Lemeshow test (Hosmer and Lemeshow, 2000). The goodness-of-fit statistic was significant in every comparison (in females: $\mathrm{p}=0.986, \mathrm{p}=0.999, \mathrm{p}=0.992$ in comparisons 1,2 and 3 , respectively; in males: $\mathrm{p}=0.801, \mathrm{p}=0.652, \mathrm{p}=0.602$ in comparisons 1,2 and 3 , respectively).

Table 4. Final regression models with estimated Odds Ratio (O.R.) and p-value for the $\mathbf{3}$ comparisons included in each mutinomial model. For comparison 1 and 3 (both using G1 as reference group) O.R. were obtained directly from the equations included in the models, for comparison 2 O.R. were obtained by difference of equations included in the model (Agresti, 1996). O.R. lower (yellow) and higher (red) than 1 indicates negative and positive effect respectively on the probability to be assigned to the older "survival phenotype in healthy status".

Females (G1: 18-72 years; G2: 73-91 years; G3: 92-106 years).

|  | Comparison 1 (G2 on G1) |  |  | Comparison 2 (G3 on G2) |  |  | Comparison 3 (G3 on G1) |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Variable | O.R. | 95\% CI | p-value | O.R. | 95\% CI | p-value | O.R. | 95\% CI | p-value |
| APOE | 0.854 | $0.464-1.570$ | 0.611 | 0.333 | $0.113-0.979$ | 0.046 | 0.285 | $0.110-0.739$ | 0.010 |
| HSP70-1 | 1.851 | $1.148-2.987$ | 0.012 | 0.853 | $0.446-1.629$ | 0.629 | 1.565 | $0.941-2.603$ | 0.085 |
| HSP90 $\beta$ | 0.923 | $0.557-1.529$ | 0.755 | 0.465 | $0.217-0.994$ | 0.048 | 0.440 | $0.231-0.839$ | 0.013 |
| mtDNA | 0.710 | $0.439-1.146$ | 0.161 | 2.379 | $1.290-4.387$ | 0.006 | 1.700 | $1.046-2.763$ | 0.032 |
| HSP70-1*mtDNA | 0.651 | $0.237-1.786$ | 0.404 | 4.937 | $1.294-18.843$ | 0.019 | 2.826 | $0.977-8.171$ | 0.055 |

Males (G1: 18-65 years; G2: 66-88 years; G3: 89-102)

|  | Comparison 1 (G2 on G1) |  |  |  | Comparison 2 (G3 on G2) |  |  | Comparison 3 (G3 on G1) |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Variable | O.R. | 95\% C.I. | p-value | O.R. | 95\% C.I. | p-value | O.R. | 95\% C.I. | p-value |
| SIRT3 | 0.929 | $0.546-1.581$ | 0.786 | 0.464 | $0.206-1.043$ | 0.053 | 0.376 | $0.182-0.776$ | 0.008 |
| APOA1 | 0.575 | $0.365-0.908$ | 0.017 | 0.696 | $0.383-1.267$ | 0.236 | 0.430 | $0.259-0.714$ | 0.001 |
| APOA4 | 0.927 | $0.558-1.541$ | 0.770 | 4.015 | $2.252-7.159$ | $<0.001$ | 3.801 | $2.309-6.259$ | $<0.001$ |
| APOE | 0.786 | $0.445-1.387$ | 0.405 | 0.888 | $0.395-1.995$ | 0.773 | 0.541 | $0.270-1.084$ | 0.083 |
| TH | 2.004 | $0.983-4.085$ | 0.056 | 0.301 | $0.099-0.918$ | 0.035 | 0.571 | $0.194-1.682$ | 0.309 |
| APOA1*TH | 0.156 | $0.029-0.834$ | 0.030 | 2.929 | $0.204-42.014$ | 0.429 | 0.292 | $0.023-3.664$ | 0.340 |
| APOA4*APOE | 0.108 | $0.012-0.948$ | 0.045 | 8.449 | $0.752-94.948$ | 0.084 | 0.718 | $0.178-2.892$ | 0.641 |

In order to draw attention to whether the impact of the analyzed genetic variability was different in the two sexes we calculated the Nagerlkerke index, which estimates the overall impact of the multivariate models on the total variance, for both models obtained in males and females. The index was $19.6 \%$ in males and $8.2 \%$ in females. Next, to evaluate the impact of the genetic variability at different ages we estimated Nagerlkerke indexes for comparisons 1 and 2 reported in Table 4. In females we found that the variance explained by the genetic data is $3.2 \%$ in comparison 1 , and $14.6 \%$ in comparison 2 ; in males we obtained $9.1 \%$ in comparison 1 , and $23.4 \%$ in comparison 2 .

### 4.4 Discussion

Taking advantage of a large genotype dataset assembled in 1996-2004, the aim of the present work was to estimate by multilocus analysis the influence of the genetic variability of ten candidate genes on survival at advanced ages in good health. To our knowledge, multilocus analysis has never been applied to this trait.

Before discussing the results we obtained, we wish to point out two features of the present study. First, as we were dealing with cross-sectional data, we paid particular attention to the quality of the sampling in order to avoid false positive results due to population stratification. In fact the study was carried out in a genetically homogeneous population (Calabrians) in which the origin of every subject was meticulously verified. Second, we used a rational criterion for categorizing the entire sample into age classes on the basis of a synthetic survival curve assembled by demographic data (Yashin et al., 1999). Although the definition of three survival groups based on a synthetic survival curve may appear arbitrary, the age cutoffs we identified by this approach are consistent with literature data (Yashin et al., 1999; Ukrainsteva and Yashin, 2001). Indeed, the negative change of slope of the survival curve may be related to the re-setting of biological parameters following the reproductive period; the further re-setting of biological parameters that occurs at old age may contribute to the positive change of slope of the synthetic survival curve (Franceschi et al., 2000). Finally, as the opportunity to use a stepwise procedure is debated, chiefly when it is used for blind data mining, we want to point out the following points: i) the covariates were not gathered by chance; by contrast we selected ten loci for which a possible role in longevity had been previously hypothesized on the basis of biological data; ii) the genes we selected are independent from each other and the analysis was carried out in a homogeneous population. This rules out the possibility of colinearity between covariates, which is the main problem when dealing with stepwise regression; iii) we
checked that regression models including all the covariates showed the same results of the two models selected by stepwise regression (data not shown).

On the whole, since the subjects included in the analysis were selected for healthy status (all of them were free of overt pathologies), the procedure we used for selecting age classes may represent "survival phenotypes in healthy status". The entire set of data reported in Tables 3 and 4 provides two indicators: i) sex-specific gene effects; and ii) age-specific gene effects.

## Sex-specific gene effects

Both Tables 3 and 4 show that the regression models include loci (regressors) which are different in males and females. This finding implies that a susceptibility locus affects the probability of survival in healthy status by means of loci and genotypes which are sexspecific. The only exception is the $A P O E$ gene which acts in both females and males. Therefore, also through this approach, the crucial role played by $A P O E$ variability on healthy status and survival is confirmed (Gerdes et al., 2000). In addition, the finding that both APOA1 and APOA4 significantly contribute to the regression model in males (Table 4) is in line with the important role of lipoprotein genotypes in survival (Atzmon et al., 2006). Sex-specific gene effects are confirmed by the observation that the gene impact on the "survival phenotype in healthy status" is higher in males (Nagerlkerke index=19.6\%) compared to females (Nagerlkerke index $=8.2 \%$ ). This implies that the variability of the genetic factors affects the trait under study more in males than in females. This finding is also in line with literature data (Ivanova et al., 1998; Tan et al., 2001; Bellizzi et al., 2005). Although in our models genetic effects are overestimated (environmental and stochastic factors are not considered), the above results indicate that the genetic component is more important in male than in female longevity. This finding parallels demographic data. In fact, it has been reported that the continued progress of medical and social assistance in developed countries is favoring female longevity more than male longevity. For instance, in most northern European countries, the increase in number of nonagenarians and centenarians is higher for women than men, and the female/male ratio for this segment of the population is continuously growing (Robine and Paccaud, 2005).

On the whole, the general agreement between our results and current literature data confirms the validity of the multilocus approach in research concerning the genetics of human aging.

Table 4 clearly shows that although more than one gene affects the probability of young subjects of attaining longevity (comparison 3) these genes have a different impact on survival in healthy status depending on the different ages. For example, the $A P O E$ gene (females) mainly acts on the probability of subjects of the second "survival phenotype" to be part of the third "survival phenotype" (comparison 2), while the APOA1 gene (males) acts on the first "survival phenotype" (comparison 1).

Furthermore, the finding that the Nagerlkerke index is higher for comparison 2 (G3 versus G2) than for comparison 1 ( $G 2$ versus G1) in both sexes (for females $3.2 \%$ in comparison 1, and $14.6 \%$ in comparison 2 ; in males $9.1 \%$ in comparison 1 , and $23.4 \%$ in comparison 2) shows that the genes under study modulate the probability of attaining longevity chiefly by acting on the second "survival phenotype". These observations are paralleled by data gathered by Lipsi and Caselli (2002) regarding causes of death. In fact, these data show that prevalent causes of death are age-specific, and that the incidence of the different causes of death leads to mortality trajectories typical of each population. On the other hand, different demographic studies on the emergence of centenarians in developed countries from 1950 onward have shown that the prevalence of centenarians in a population is mainly caused by the improvement of the survival rate of the octogenarians in the population (Vaupel and Jeune, 1995). Thus, although demographic selection is active since the birth, the prevalence of long-lived subjects in a population is related to the survival rate at about 80 years, which may be related not only to environmental factors (e.g. social and medical assistance), but also to the presence of genetic factors which predispose to longevity and act in a sex and age specific way. Our findings are also in line with literature data suggesting that a given allele may change its adaptive significance according to cell microenvironments that characterize the various ages in the life (De Benedictis and Franceschi, 2006). An important consequence of this is that the medical approach to the elderly should be age and sex specific. This may have important consequences with reference to social and medical strategies aimed at improving the quality of life in a segment of population which is expected to increase dramatically in next years.
In conclusion, the analyses presented here show the validity of multilocus approaches in research concerning the genetics of human aging and reveal a sophisticated picture which underlies the complexity of the gene network modulating human survival at advanced age in healthy status.

## 5. CONCLUSIONS

Aging represents the major socio-economical challenge for western societies. One of the main results of the research in this field is that aging is a very complex trait, which is influenced by a number of factors. The analysis of some of these factors was the aim of the work I carried out during my PhD appointment. The main results of such work can be summarized as follows:

## - THE SPATIAL ANALYSIS OF THE DISTRIBUTION OF MALE LONGEVITY PHENOTYPE IN CALABRIA.

The Spatial Analysis of the distribution of long-lived individuals in Calabria revealed not uniform pattern. In particular, it was possible to identify two areas of male longevity located in two provinces of the region. As index of longevity the Nonagenarian Rate (mNR) was taken. To explore the possible effects of population inbreeding on the distribution of long-lived individuals in such provinces, we carried out a surname analysis which allows to identify areas characterized by high inbreeding levels. The relationship between inbreeding and male longevity was tested by computing the correlation coefficients between mNR and surname abundance in Reggio Calabria and Cosenza provinces. We found a significant negative correlation in one of the two areas. This result suggests a possible effect played by the genetic structure of the population on the spatial distribution of male longevity in that area.

## - A CLUSTER ANALYSIS TO DEFINE HUMAN AGING PHENOTYPES.

The definition of a precise and consistent aging phenotype that allows to measure the physical and cognitive decline, as well as the increase of mortality hazard late in life, is a major problem for studies aimed at finding the genetic factors modulating rate and quality of human aging. In this frame, it seems promising the concept of frailty which tends to figure out the subjects who are more vulnerable and more prone to negative outcomes, such as death or hospitalization. Cognitive, functional and psychological measures turned out to be the most effective measures to define frailty, as they condense most of the frailty cycle that occurs in the elderly and is probably responsible of the aging related physical decline. We used MMSE, Hand Grip strength, and GDS as variable parameters in a hierarchical Cluster Analysis (CA) in order to recognise aging phenotypes. By using a sample of 65-85 years old subjects we identified three
frailty phenotypes that were consistent from both geriatric and genetic perspectives. Therefore, the method we propose may provide unbiased phenotypes suitable for the identification of genetic variants affecting the quality of aging in this age range. The CA method was less effective in ultranonagenarians, probably due to the high prevalence of frail subjects in this age group that makes difficult to distinguish discrete phenotypes.

## - SEX-AND-AGE SPECIFICITY OF SUSCEPTIBILITY GENES MODULATING SURVIVAL AT OLD AGE.

We aimed to investigate the influence of the genetic variability of candidate genes on survival at old age in good health. First, on the basis of a synthetic survival curve built by using historic mortality data taken from the Italian population from 1890 onward, we defined three age classes ranging from 18-106 years. Second, we assembled a multinomial logistic regression model to evaluate the effect of dichotomous variables (genotypes) on the probability to be assigned to a specific category (age class). Third, we applied the regression model to a cross-sectional dataset ( 10 genes; 972 subjects selected for healthy status) categorized according to age and sex. We found that genetic factors influence survival at advanced ages in good health in a sex and age specific way. Furthermore, we found that genetic variability plays a stronger role in males than in females and that, in both genders, its impact is especially important at very old ages.The analyses presented here underline the age-specific effect of the gene network in modulating survival at advanced age in good health.

The above findings reprensent different aspects of the aging process. Due to the multidimensional aspect of such phenomenon it is crucial look at them not separately, but in a global context.
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## 7. SUPPLEMENTARY MATERIAL

Table 1a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of APOA1-MspI-ReILP 628 A>G polymorphism in the three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | ---: | ---: |
| Genotype* $^{\|c\|}$ Group 1 (<73 years) | Group 2(73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| PP | 198 | $0.600 \pm 0.027$ | 69 | $0.663 \pm 0.046$ | 53 | $0.609 \pm 0.052$ | 320 | $0.614 \pm 0.021$ |
| AP | 114 | $0.345 \pm 0.026$ | 31 | $0.298 \pm 0.045$ | 31 | $0.356 \pm 0.051$ | 176 | $0.338 \pm 0.021$ |
| AA | 18 | $0.055 \pm 0.013$ | 4 | $0.038 \pm 0.019$ | 3 | $0.034 \pm 0.020$ | 25 | $0.048 \pm 0.009$ |
|  |  |  |  |  |  |  |  |  |

*A/P denotes Absence/Presence of the restriction site.
Table 1b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of APOA1-MspIRelLP $628 \mathrm{~A}>$ G polymorphism in the three age groups in females

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Allele* | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| P | 510 | $0.773 \pm 0.016$ | 169 | $0.813 \pm 0.027$ | 137 | $0.787 \pm 0.031$ | 816 | $0.783 \pm 0.013$ |
| A | 150 | $0.227 \pm 0.016$ | 39 | $0.188 \pm 0.027$ | 37 | $0.213 \pm 0.031$ | 226 | $0.217 \pm 0.013$ |
|  |  |  |  |  |  |  |  |  |

*A/P denotes Absence/Presence of the restriction site.

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=0.090, \mathrm{df}=1, \mathrm{p}=0.7642$
- Group 2: Chi-square $=0.049, \mathrm{df}=1, \mathrm{p}=0.8248$
- Group 3: Chi-square $=0.358, \mathrm{df}=1, \mathrm{p}=0.5496$

Table 2a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of APOA1-MspI-ReILP 628 A>G polymorphism in the three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |  |
| ---: | ---: | :---: | ---: | ---: | :---: | :---: | ---: | :---: | :---: |
| Genotype* $^{\|c\|}$ Group 1 ( $<66$ years) | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |  |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |  |
|  |  |  |  |  |  |  |  |  |  |
| PP | 105 | $0.475 \pm 0.034$ | 74 | $0.617 \pm 0.040$ | 75 | $0.682 \pm 0.044$ | 254 | $0.563 \pm 0.023$ |  |
| AP | 97 | $0.439 \pm 0.033$ | 44 | $0.367 \pm 0.040$ | 30 | $0.273 \pm 0.042$ | 171 | $0.379 \pm 0.023$ |  |
| AA | 19 | $0.086 \pm 0.019$ | 2 | $0.017 \pm 0.012$ | 5 | $0.045 \pm 0.020$ | 26 | $0.058 \pm 0.011$ |  |
|  |  |  |  |  |  |  |  |  |  |

*A/P denotes Absence/Presence of the restriction site.
Table 2b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of APOA1-MspIRelLP 628 A>G polymorphism in the three age groups in females

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | :---: | ---: | :---: |
| Allele* | Group 1 ( $<66$ years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| P | 307 | $0.695 \pm 0.022$ | 192 | $0.800 \pm 0.026$ | 180 | $0.818 \pm 0.026$ | 679 | $0.753 \pm 0.014$ |
| A | 135 | $0.305 \pm 0.022$ | 48 | $0.200 \pm 0.026$ | 40 | $0.182 \pm 0.026$ | 223 | $0.247 \pm 0.014$ |
|  |  |  |  |  |  |  |  |  |

*A/P denotes Absence/Presence of the restriction site.

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=0.263, \mathrm{df}=1, \mathrm{p}=06081$
- Group 2: Chi-square $=2.552, \mathrm{df}=1, \mathrm{p}=0.1102$
- Group 3: Chi-square $=0.764, \mathrm{df}=1, \mathrm{p}=0.3821$

Table 3a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of APOA4-HincII-ReILP 1033 A>G polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | :---: | ---: | ---: |
| Genotype* $^{\|c\|}$ Group 1 (<73 years) | Group 2(73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| PP | 241 | $0.730 \pm 0.024$ | 84 | $0.808 \pm 0.039$ | 63 | $0.724 \pm 0.048$ | 388 | $0.745 \pm 0.019$ |
| AP | 84 | $0.255 \pm 0.024$ | 18 | $0.173 \pm 0.037$ | 23 | $0.264 \pm 0.047$ | 125 | $0.240 \pm 0.019$ |
| AA | 5 | $0.015 \pm 0.007$ | 2 | $0.019 \pm 0.013$ | 1 | $0.011 \pm 0.011$ | 8 | $0.015 \pm 0.005$ |
|  |  |  |  |  |  |  |  |  |

* $\mathrm{A} / \mathrm{P}$ denotes Absence/Presence of the restriction site.

Table 3b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of APOA4-HincII-ReILP 1033 A>G polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | ---: | ---: |
| Allele* | Group 1 ( $<73$ years) |  | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| P | 566 | $0.858 \pm 0.014$ | 186 | $0.894 \pm 0.021$ | 149 | $0.856 \pm 0.027$ | 901 | $0.865 \pm 0.011$ |
| A | 94 | $0.142 \pm 0.014$ | 22 | $0.106 \pm 0.021$ | 25 | $0.144 \pm 0.027$ | 141 | $0.135 \pm 0.011$ |
|  |  |  |  |  |  |  |  |  |

* $\mathrm{A} / \mathrm{P}$ denotes Absence/Presence of the restriction site.

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=0.583, \mathrm{df}=1, \mathrm{p}=0.4451$
- Group 2: Chi-square $=0.752, \mathrm{df}=1, \mathrm{p}=0.3858$
- Group 3: Chi-square $=0.481, \mathrm{df}=1, \mathrm{p}=0.4880$

Table 4a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of APOA4-HincII-ReILP 1033 A>G polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | :---: | :---: | ---: | ---: |
| Genotype* $^{\|c\|}$ Group 1 (<66 years) | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| PP | 158 | $0.715 \pm 0.030$ | 88 | $0.733 \pm 0.040$ | 42 | $0.382 \pm 0.046$ | 288 | $0.639 \pm 0.023$ |
| AP | 61 | $0.276 \pm 0.030$ | 30 | $0.250 \pm 0.040$ | 53 | $0.482 \pm 0.048$ | 144 | $0.319 \pm 0.022$ |
| AA | 2 | $0.009 \pm 0.006$ | 2 | $0.017 \pm 0.012$ | 15 | $0.136 \pm 0.033$ | 19 | $0.042 \pm 0.009$ |
|  |  |  |  |  |  |  |  |  |

*A/P denotes Absence/Presence of the restriction site.
Table 4b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of APOA4-HincII-ReILP 1033 A>G polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: |
| Allele* | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| P | 377 | $0.853 \pm 0.017$ | 206 | $0.858 \pm 0.023$ | 137 | $0.623 \pm 0.033$ | 720 | $0.798 \pm 0.013$ |
| A | 65 | $0.147 \pm 0.017$ | 34 | $0.142 \pm 0.023$ | 83 | $0.377 \pm 0.033$ | 182 | $0.202 \pm 0.013$ |
|  |  |  |  |  |  |  |  |  |

* $\mathrm{A} / \mathrm{P}$ denotes Absence/Presence of the restriction site.

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=2.222, \mathrm{df}=1, \mathrm{p}=0.1361$
- Group 2: Chi-square $=0.094, \mathrm{df}=1, \mathrm{p}=0.7592$
- Group 3: Chi-square $=0.071, \mathrm{df}=1, \mathrm{p}=0.7899$

Table 5a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of 3'APOBVNTR polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: | ---: |
| Genotype* | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| SS | 15 | $0.045 \pm 0.011$ | 4 | $0.038 \pm 0.019$ | 1 | $0.011 \pm 0.011$ | 20 | $0.038 \pm 0.008$ |
| SM | 83 | $0.252 \pm 0.024$ | 25 | $0.240 \pm 0.042$ | 18 | $0.207 \pm 0.043$ | 126 | $0.242 \pm 0.019$ |
| SL | 18 | $0.055 \pm 0.013$ | 6 | $0.058 \pm 0.023$ | 6 | $0.069 \pm 0.027$ | 30 | $0.058 \pm 0.010$ |
| MM | 135 | $0.409 \pm 0.027$ | 50 | $0.481 \pm 0.049$ | 39 | $0.448 \pm 0.053$ | 224 | $0.430 \pm 0.022$ |
| ML | 67 | $0.203 \pm 0.022$ | 16 | $0.154 \pm 0.035$ | 21 | $0.241 \pm 0.046$ | 104 | $0.200 \pm 0.018$ |
| LL | 12 | $0.036 \pm 0.010$ | 3 | $0.029 \pm 0.016$ | 2 | $0.023 \pm 0.016$ | 17 | $0.033 \pm 0.008$ |
|  |  |  |  |  |  |  |  |  |

*Alleles: S < 35 repeats; M 35-39 repeats; L > 39 repeats.
Table 5b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of 3'APOBVNTR polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: | ---: |
| Allele* $^{\|c\|}$ Group 1 ( $<73$ years) | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| S | 131 | $0.198 \pm 0.016$ | 39 | $0.188 \pm 0.027$ | 26 | $0.149 \pm 0.027$ | 196 | $0.188 \pm 0.012$ |
| M | 420 | $0.636 \pm 0.019$ | 141 | $0.678 \pm 0.032$ | 117 | $0.672 \pm 0.036$ | 678 | $0.651 \pm 0.015$ |
| L | 109 | $0.165 \pm 0.014$ | 28 | $0.135 \pm 0.024$ | 31 | $0.178 \pm 0.029$ | 168 | $0.161 \pm 0.011$ |
|  |  |  |  |  |  |  |  |  |

*Alleles: S < 35 repeats; M 35-39 repeats; L > 39 repeats.

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=2.014, \mathrm{df}=3, \mathrm{p}=0.5695$
- Group 2: Chi-square $=1.448, \mathrm{df}=3, \mathrm{p}=0.6943$
- Group 3: Chi-square $=1.091, \mathrm{df}=3, \mathrm{p}=0.7792$

Table 6a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of 3'APOBVNTR polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: |
| Genotype* | Group 1 $(<66$ years $)$ |  | Group 2 (66-87 years) |  | Group 3 $(>87$ years $)$ |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| SS | 11 | $0.050 \pm 0.015$ | 3 | $0.025 \pm 0.014$ | 7 | $0.064 \pm 0.023$ | 21 | $0.047 \pm 0.010$ |
| SM | 58 | $0.262 \pm 0.030$ | 27 | $0.225 \pm 0.038$ | 33 | $0.300 \pm 0.044$ | 118 | $0.262 \pm 0.021$ |
| SL | 8 | $0.036 \pm 0.013$ | 7 | $0.058 \pm 0.021$ | 6 | $0.055 \pm 0.022$ | 21 | $0.047 \pm 0.010$ |
| MM | 84 | $0.380 \pm 0.033$ | 47 | $0.392 \pm 0.045$ | 33 | $0.300 \pm 0.044$ | 164 | $0.364 \pm 0.023$ |
| ML | 52 | $0.235 \pm 0.029$ | 28 | $0.233 \pm 0.039$ | 28 | $0.255 \pm 0.042$ | 108 | $0.239 \pm 0.020$ |
| LL | 8 | $0.036 \pm 0.013$ | 8 | $0.067 \pm 0.023$ | 3 | $0.027 \pm 0.016$ | 19 | $0.042 \pm 0.009$ |
|  |  |  |  |  |  |  |  |  |

*Alleles: S < 35 repeats; M 35-39 repeats; L > 39 repeats.
Table 6b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of 3'APOBVNTR polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: |
| Allele* | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| S | 88 | $0.199 \pm 0.019$ | 40 | $0.167 \pm 0.024$ | 53 | $0.241 \pm 0.029$ | 181 | $0.201 \pm 0.013$ |
| M | 278 | $0.629 \pm 0.023$ | 149 | $0.621 \pm 0.031$ | 127 | $0.577 \pm 0.033$ | 554 | $0.614 \pm 0.016$ |
| L | 76 | $0.172 \pm 0.018$ | 51 | $0.213 \pm 0.026$ | 40 | $0.182 \pm 0.026$ | 167 | $0.185 \pm 0.013$ |
|  |  |  |  |  |  |  |  |  |

*Alleles: S < 35 repeats; M 35-39 repeats; L > 39 repeats.

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=4.893, \mathrm{df}=3, \mathrm{p}=0.1798$
- Group 2: Chi-square $=2.152, \mathrm{df}=3, \mathrm{p}=0.5415$
- Group 3: Chi-square $=3.140, \mathrm{df}=3, \mathrm{p}=0.3705$

Table 7a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of APOE ع2, $\varepsilon 3, \varepsilon 4$ alleles for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: |
| Genotype | Group 1 ( $<73$ years) |  | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| $\varepsilon 2 \varepsilon 2$ | 2 | $0.006 \pm 0.004$ | 0 | 0.000 | 1 | $0.011 \pm 0.011$ | 3 | $0.006 \pm 0.003$ |
| $\varepsilon 2 \varepsilon 3$ | 36 | $0.109 \pm 0.017$ | 10 | $0.096 \pm 0.029$ | 14 | $0.161 \pm 0.039$ | 60 | $0.115 \pm 0.014$ |
| $\varepsilon 2 \varepsilon 4$ | 6 | $0.018 \pm 0.007$ | 1 | $0.010 \pm 0.010$ | 1 | $0.011 \pm 0.011$ | 8 | $0.015 \pm 0.005$ |
| $\varepsilon 3 \varepsilon 3$ | 234 | $0.709 \pm 0.025$ | 78 | $0.750 \pm 0.042$ | 67 | $0.770 \pm 0.045$ | 379 | $0.727 \pm 0.020$ |
| $\varepsilon 3 \varepsilon 4$ | 47 | $0.142 \pm 0.019$ | 15 | $0.144 \pm 0.034$ | 4 | $0.046 \pm 0.022$ | 66 | $0.127 \pm 0.015$ |
| $\varepsilon 4 \varepsilon 4$ | 5 | $0.015 \pm 0.007$ | 0 | 0.000 | 0 | 0.000 | 5 | $0.010 \pm 0.004$ |
|  |  |  |  |  |  |  |  |  |

Table 7b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of APOE $\varepsilon 2, \varepsilon 3$, $\varepsilon 4$ alleles for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | :---: | :---: | ---: | ---: |
| Allele | Group 1 $(<73$ years $)$ |  | Group 2 (73-90 years) |  | Group 3 $(>90$ years $)$ |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| $\varepsilon 2$ | 46 | $0.070 \pm 0.010$ | 11 | $0.053 \pm 0.016$ | 17 | $0.098 \pm 0.023$ | 74 | $0.071 \pm 0.008$ |
| $\varepsilon 3$ | 551 | $0.835 \pm 0.014$ | 181 | $0.870 \pm 0.023$ | 152 | $0.874 \pm 0.025$ | 884 | $0.848 \pm 0.011$ |
| $\varepsilon 4$ | 63 | $0.095 \pm 0.011$ | 16 | $0.077 \pm 0.018$ | 5 | $0.029 \pm 0.013$ | 84 | $0.081 \pm 0.008$ |
|  |  |  |  |  |  |  |  |  |

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=2.824, \mathrm{df}=3, \mathrm{p}=0.4196$
- Group 2: Chi-square $=1.044, \mathrm{df}=3, \mathrm{p}=0.7906$
- Group 3: Chi-square $=0.727, \mathrm{df}=3, \mathrm{p}=0.8668$

Table 8a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of APOE ع2, $\varepsilon 3, \varepsilon 4$ alleles for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: | ---: |
| Genotype | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |  |
|  |  |  |  |  |  |  |  |  |  |
| $\varepsilon 2 \varepsilon 2$ | 0 | 0.000 | 0 | 0.000 | 0 | 0.000 | 0 | 0.000 |  |
| $\varepsilon 2 \varepsilon 3$ | 26 | $0.118 \pm 0.022$ | 21 | $0.175 \pm 0.035$ | 19 | $0.173 \pm 0.036$ | 66 | $0.146 \pm 0.017$ |  |
| $\varepsilon 2 \varepsilon 4$ | 9 | $0.041 \pm 0.013$ | 5 | $0.042 \pm 0.018$ | 1 | $0.009 \pm 0.009$ | 15 | $0.033 \pm 0.008$ |  |
| $\varepsilon 3 \varepsilon 3$ | 145 | $0.656 \pm 0.032$ | 77 | $0.642 \pm 0.044$ | 78 | $0.709 \pm 0.043$ | 300 | $0.665 \pm 0.022$ |  |
| $\varepsilon 3 \varepsilon 4$ | 40 | $0.181 \pm 0.026$ | 17 | $0.142 \pm 0.032$ | 12 | $0.109 \pm 0.030$ | 69 | $0.153 \pm 0.017$ |  |
| $\varepsilon 4 \varepsilon 4$ | 1 | $0.005 \pm 0.005$ | 0 | 0.000 | 0 |  | 0.000 | 1 | $0.002 \pm 0.002$ |
|  |  |  |  |  |  |  |  |  |  |

Table 8b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of APOE $\varepsilon 2, \varepsilon 3$, $\varepsilon 4$ alleles for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | ---: | ---: | :---: |
| Allele | Group 1 ( $<66$ years $)$ |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |  |
|  |  |  |  |  |  |  |  |  |  |
| $\varepsilon 2$ | 35 | $0.079 \pm 0.013$ | 26 | $0.108 \pm 0.020$ | 20 | $0.091 \pm 0.019$ | 81 | $0.090 \pm 0.010$ |  |
| $\varepsilon 3$ | 356 | $0.805 \pm 0.019$ | 192 | $0.800 \pm 0.026$ | 187 | $0.850 \pm 0.024$ | 735 | $0.815 \pm 0.013$ |  |
| $\varepsilon 4$ | 51 | $0.115 \pm 0.015$ | 22 | $0.092 \pm 0.019$ | 13 | $0.059 \pm 0.016$ | 86 | $0.095 \pm 0.010$ |  |
|  |  |  |  |  |  |  |  |  |  |

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=8.981, \mathrm{df}=3, \mathrm{p}=0.0295$
- Group 2: Chi-square $=5.312, \mathrm{df}=3, \mathrm{p}=0.1503$
- Group 3: Chi-square $=1.665, \mathrm{df}=3, \mathrm{p}=0.6447$

Table 9a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of HSP70-1 110A/C polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: |
| Genotype | Group 1 ( $<73$ years) |  | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| AA | 141 | $0.427 \pm 0.027$ | 30 | $0.288 \pm 0.044$ | 28 | $0.322 \pm 0.050$ | 199 | $0.382 \pm 0.021$ |
| AC | 152 | $0.461 \pm 0.027$ | 60 | $0.577 \pm 0.048$ | 45 | $0.517 \pm 0.054$ | 257 | $0.493 \pm 0.022$ |
| CC | 37 | $0.112 \pm 0.017$ | 14 | $0.135 \pm 0.033$ | 14 | $0.161 \pm 0.039$ | 65 | $0.125 \pm 0.014$ |
|  |  |  |  |  |  |  |  |  |

Table 9b: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of HSP70-1 $110 \mathrm{~A} / \mathrm{C}$ polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  | Total sample |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Allele | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 (>90 years) |  |  |  |
|  | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ |
|  |  |  |  |  |  |  |  |  |
| A | 434 | $0.658 \pm 0.018$ | 120 | $0.577 \pm 0.034$ | 101 | $0.580 \pm 0.037$ | 655 | $0.629 \pm 0.015$ |
| C | 226 | $0.342 \pm 0.018$ | 88 | $0.423 \pm 0.034$ | 73 | $0.420 \pm 0.037$ | 387 | $0.371 \pm 0.015$ |
|  |  |  |  |  |  |  |  |  |

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=0.171, \mathrm{df}=1, \mathrm{p}=0.6792$
- Group 2: Chi-square $=3.438, \mathrm{df}=1, \mathrm{p}=0.0637$
- Group 3: Chi-square $=0.334, \mathrm{df}=1, \mathrm{p}=0.5633$

Table 10a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of HSP70-1 $-110 \mathrm{~A} / \mathrm{C}$ polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Genotype | Group 1 ( $<66$ years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| AA | 84 | $0.380 \pm 0.033$ | 45 | $0.375 \pm 0.044$ | 40 | $0.364 \pm 0.046$ | 169 | $0.375 \pm 0.023$ |
| AC | 99 | $0.448 \pm 0.033$ | 62 | $0.517 \pm 0.046$ | 54 | $0.491 \pm 0.048$ | 215 | $0.477 \pm 0.024$ |
| CC | 38 | $0.172 \pm 0.025$ | 13 | $0.108 \pm 0.028$ | 16 | $0.145 \pm 0.034$ | 67 | $0.149 \pm 0.017$ |
|  |  |  |  |  |  |  |  |  |

Table 10b: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of HSP70-1 $-110 \mathrm{~A} / \mathrm{C}$ polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | ---: | ---: |
| Allele | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years $)$ |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| A | 267 | $0.604 \pm 0.023$ | 152 | $0.633 \pm 0.031$ | 134 | $0.609 \pm 0.033$ | 553 | $0.613 \pm 0.016$ |
| C | 175 | $0.396 \pm 0.023$ | 88 | $0.367 \pm 0.031$ | 86 | $0.391 \pm 0.033$ | 349 | $0.387 \pm 0.016$ |
|  |  |  |  |  |  |  |  |  |

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=0.891, \mathrm{df}=1, \mathrm{p}=0.3452$
- Group 2: Chi-square $=1.517, \mathrm{df}=1, \mathrm{p}=0.2181$
- Group 3: Chi-square $=0.105, \mathrm{df}=1, \mathrm{p}=0.7459$

Table 11a: Absolute (Abs) and relative(Rel) genotypic frequencies $\pm$ standard errors (SE) of HSP90-alfa-HinfI-ReILP 888 C $>$ T polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: |
| Genotype* $^{\|c\|}$ Group 1 (<73 years) | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| PP | 253 | $0.767 \pm 0.023$ | 75 | $0.721 \pm 0.044$ | 71 | $0.816 \pm 0.042$ | 399 | $0.766 \pm 0.019$ |
| AP | 73 | $0.221 \pm 0.023$ | 28 | $0.269 \pm 0.043$ | 15 | $0.172 \pm 0.040$ | 116 | $0.223 \pm 0.018$ |
| AA | 4 | $0.012 \pm 0.006$ | 1 | $0.010 \pm 0.010$ | 1 | $0.011 \pm 0.011$ | 6 | $0.012 \pm 0.005$ |
|  |  |  |  |  |  |  |  |  |

*A/P denotes Absence/Presence of the restriction site.
Table 11b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of HSP90-alfa-HinfI-ReILP 888 C $>$ T polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | ---: | ---: |
| Allele* | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| P | 579 | $0.877 \pm 0.013$ | 178 | $0.856 \pm 0.024$ | 157 | $0.902 \pm 0.023$ | 914 | $0.877 \pm 0.010$ |
| A | 81 | $0.123 \pm 0.013$ | 30 | $0.144 \pm 0.024$ | 17 | $0.098 \pm 0.023$ | 128 | $0.123 \pm 0.010$ |
|  |  |  |  |  |  |  |  |  |

*A/P denotes Absence/Presence of the restriction site.

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=0.246, \mathrm{df}=1, \mathrm{p}=0.6199$
- Group 2: Chi-square $=0.854, \mathrm{df}=1, \mathrm{p}=0.3544$
- Group 3: Chi-square $=0.043, \mathrm{df}=1, \mathrm{p}=0.8357$

Table 12a: Absolute (Abs) and relative(Rel) genotypic frequencies $\pm$ standard errors (SE) of HSP90-alfa-HinfI-ReILP 888 C $>$ T polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  | Total sample |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Genotype* | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 (>87 years) |  |  |  |
|  | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ |
|  |  |  |  |  |  |  |  |  |
| PP | 167 | $0.756 \pm 0.029$ | 96 | $0.800 \pm 0.037$ | 91 | $0.827 \pm 0.036$ | 354 | $0.785 \pm 0.019$ |
| AP | 53 | $0.240 \pm 0.029$ | 24 | $0.200 \pm 0.037$ | 19 | $0.173 \pm 0.036$ | 96 | $0.213 \pm 0.019$ |
| AA | 1 | $0.005 \pm 0.005$ | 0 | 0.000 | 0 | 0.000 | 1 | $0.002 \pm 0.002$ |
|  |  |  |  |  |  |  |  |  |

*A/P denotes Absence/Presence of the restriction site.
Table 12b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of HSP90-alfa-HinfI-RelLP 888 C>T polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | ---: | ---: |
| Allele* | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| P | 387 | $0.876 \pm 0.016$ | 216 | $0.900 \pm 0.019$ | 201 | $0.914 \pm 0.019$ | 804 | $0.891 \pm 0.010$ |
| A | 55 | $0.124 \pm 0.016$ | 24 | $0.100 \pm 0.019$ | 19 | $0.086 \pm 0.019$ | 98 | $0.109 \pm 0.010$ |
|  |  |  |  |  |  |  |  |  |

*A/P denotes Absence/Presence of the restriction site.

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=2.236, \mathrm{df}=1, \mathrm{p}=0.1348$
- Group 2: Chi-square $=1.481, \mathrm{df}=1, \mathrm{p}=0.2236$
- Group 3: Chi-square $=0.983, \mathrm{df}=1, \mathrm{p}=0.3215$

Table 13a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of HSP90Beta 5976 A>C polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | ---: | ---: |
| Genotype | Group 1 $<73$ years |  | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| AA | 238 | $0.721 \pm 0.025$ | 77 | $0.740 \pm 0.043$ | 74 | $0.851 \pm 0.038$ | 389 | $0.747 \pm 0.019$ |
| AC | 86 | $0.261 \pm 0.024$ | 24 | $0.231 \pm 0.041$ | 11 | $0.126 \pm 0.036$ | 121 | $0.232 \pm 0.018$ |
| CC | 6 | $0.018 \pm 0.007$ | 3 | $0.029 \pm 0.016$ | 2 | $0.023 \pm 0.016$ | 11 | $0.021 \pm 0.006$ |
|  |  |  |  |  |  |  |  |  |

Table 13b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of HSP90-Beta 5976 A>C polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: | :---: |
| Allele | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  | Total sample |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |  |
|  |  |  |  |  |  |  |  |  |  |
| A | 562 | $0.852 \pm 0.014$ | 178 | $0.856 \pm 0.024$ | 159 | $0.914 \pm 0.021$ | 899 | $0.863 \pm 0.011$ |  |
| C | 98 | $0.148 \pm 0.014$ | 30 | $0.144 \pm 0.024$ | 15 | $0.086 \pm 0.021$ | 143 | $0.137 \pm 0.011$ |  |
|  |  |  |  |  |  |  |  |  |  |

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=0.309, \mathrm{df}=1, \mathrm{p}=0.5783$
- Group 2: Chi-square $=0.442, \mathrm{df}=1, \mathrm{p}=0.5062$
- Group 3: Chi-square $=3.393, \mathrm{df}=1, \mathrm{p}=0.0655$

Table 14a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of HSP90Beta 5976 A>C polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | ---: | ---: | ---: |
| Genotype | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| AA | 167 | $0.756 \pm 0.029$ | 92 | $0.767 \pm 0.039$ | 77 | $0.700 \pm 0.044$ | 336 | $0.745 \pm 0.021$ |
| AC | 52 | $0.235 \pm 0.029$ | 23 | $0.192 \pm 0.036$ | 33 | $0.300 \pm 0.044$ | 108 | $0.239 \pm 0.020$ |
| CC | 2 | $0.009 \pm 0.006$ | 5 | $0.042 \pm 0.018$ | 0 | 0.000 | 7 | $0.016 \pm 0.006$ |
|  |  |  |  |  |  |  |  |  |

Table 14b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of HSP90-Beta 5976 A>C polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | :---: | ---: | ---: | :---: |
| Allele | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |  |
|  |  |  |  |  |  |  |  |  |  |
| A | 386 | $0.873 \pm 0.016$ | 207 | $0.863 \pm 0.022$ | 187 | $0.850 \pm 0.024$ | 780 | $0.865 \pm 0.011$ |  |
| C | 56 | $0.127 \pm 0.016$ | 33 | $0.138 \pm 0.022$ | 33 | $0.150 \pm 0.024$ | 122 | $0.135 \pm 0.011$ |  |
|  |  |  |  |  |  |  |  |  |  |

Test for Hardy-Weinberg equilibrium:

- Group 1: Chi-square $=0.885, \mathrm{df}=1, \mathrm{p}=0.3468$
- Group 2: Chi-square $=4.420, \mathrm{df}=1, \mathrm{p}=0.0355$
- Group 3: Chi-square $=3.426, \mathrm{df}=1, \mathrm{p}=0.0642$

Table 15a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of SIRT3 VNTR intron 5 polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  | Total sample |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Genotype* | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 (>90 years) |  |  |  |
|  | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ |
| 11 | 65 | $0.197 \pm 0.022$ | 21 | $0.202 \pm 0.039$ | 19 | $0.218 \pm 0.044$ | 105 | $0.202 \pm 0.018$ |
| 12 | 24 | $0.073 \pm 0.014$ | 13 | $0.125 \pm 0.032$ | 8 | $0.092 \pm 0.031$ | 45 | $0.086 \pm 0.012$ |
| 13 | 62 | $0.188 \pm 0.022$ | 15 | $0.144 \pm 0.034$ | 14 | $0.161 \pm 0.039$ | 91 | $0.175 \pm 0.017$ |
| 14 | 74 | $0.224 \pm 0.023$ | 20 | $0.192 \pm 0.039$ | 20 | $0.230 \pm 0.045$ | 114 | $0.219 \pm 0.018$ |
| 15 | 1 | $0.003 \pm 0.003$ | 1 | $0.010 \pm 0.010$ | 0 | 0.000 | 2 | $0.004 \pm 0.003$ |
| 16 | 3 | $0.009 \pm 0.005$ | 1 | $0.010 \pm 0.010$ | 0 | 0.000 | 4 | $0.008 \pm 0.004$ |
| 17 | 0 | 0.000 | 1 | $0.010 \pm 0.010$ | 0 | 0.000 | 1 | $0.002 \pm 0.002$ |
| 22 | 2 | $0.006 \pm 0.004$ | 1 | $0.010 \pm 0.010$ | 3 | $0.034 \pm 0.020$ | 6 | $0.012 \pm 0.005$ |
| 23 | 11 | $0.033 \pm 0.010$ | 5 | $0.048 \pm 0.021$ | 2 | $0.023 \pm 0.016$ | 18 | $0.035 \pm 0.008$ |
| 24 | 17 | $0.052 \pm 0.012$ | 4 | $0.038 \pm 0.019$ | 1 | $0.011 \pm 0.011$ | 22 | $0.042 \pm 0.009$ |
| 25 | 0 | 0.000 | 1 | $0.010 \pm 0.010$ | 0 | 0.000 | 1 | $0.002 \pm 0.002$ |
| 26 | 0 | 0.000 | 1 | $0.010 \pm 0.010$ | 0 | 0.000 | 1 | $0.002 \pm 0.002$ |
| 33 | 16 | $0.048 \pm 0.012$ | 6 | $0.058 \pm 0.023$ | 5 | $0.057 \pm 0.025$ | 27 | $0.052 \pm 0.010$ |
| 34 | 28 | $0.085 \pm 0.015$ | 7 | $0.067 \pm 0.025$ | 7 | $0.080 \pm 0.029$ | 42 | $0.081 \pm 0.012$ |
| 35 | 1 | $0.003 \pm 0.003$ | 0 | 0.000 | 0 | 0.000 | 1 | $0.002 \pm 0.002$ |
| 36 | 0 | 0.000 | 1 | $0.010 \pm 0.010$ | 0 | 0.000 | 1 | $0.002 \pm 0.002$ |
| 44 | 26 | $0.079 \pm 0.015$ | 5 | $0.048 \pm 0.021$ | 6 | $0.069 \pm 0.027$ | 37 | $0.071 \pm 0.001$ |
| 45 | 0 | 0.000 | 0 | 0.000 | 2 | $0.023 \pm 0.016$ | 2 | $0.004 \pm 0.003$ |
| 46 | 0 | 0.000 | 1 | $0.010 \pm 0.010$ | 0 | 0.000 | 1 | $0.002 \pm 0.002$ |
|  |  |  |  |  |  |  |  |  |

*Allele nomenclature refers to the repeat number.
Table 15b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of SIRT3 VNTR intron 5 polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  | Total sample |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Allele* | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 (>90 years) |  |  |  |
|  | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ |
| 1 | 294 | $0.445 \pm 0.019$ | 93 | $0.447 \pm 0.034$ | 80 | $0.460 \pm 0.038$ | 467 | $0.448 \pm 0.015$ |
| 2 | 56 | $0.085 \pm 0.011$ | 26 | $0.125 \pm 0.023$ | 17 | $0.098 \pm 0.023$ | 99 | $0.095 \pm 0.009$ |
| 3 | 134 | $0.203 \pm 0.016$ | 40 | $0.192 \pm 0.027$ | 33 | $0.190 \pm 0.030$ | 207 | $0.199 \pm 0.012$ |
| 4 | 171 | $0.259 \pm 0.017$ | 42 | $0.202 \pm 0.028$ | 42 | $0.241 \pm 0.032$ | 255 | $0.245 \pm 0.013$ |
| 5 | 2 | $0.003 \pm 0.002$ | 2 | $0.010 \pm 0.007$ | 2 | $0.011 \pm 0.008$ | 6 | $0.006 \pm 0.002$ |
| 6 | 3 | $0.005 \pm 0.003$ | 4 | $0.019 \pm 0.010$ | 0 | 0.000 | 7 | $0.007 \pm 0.003$ |
| 7 | 0 | 0.000 | 1 | $0.005 \pm 0.005$ | 0 | 0.000 | 1 | $0.001 \pm 0.001$ |
|  |  |  |  |  |  |  |  |  |

*Allele nomenclature refers to the repeat number.
Test for Hardy-Weinberg equilibrium (5000 permutations):

- Group 1: $\mathrm{p}=0.6672$
- Group 2: $\mathrm{p}=0.9616$
- Group 3: $\mathrm{p}=0.1170$

Table 16a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of SIRT3 VNTR intron 5 polymorphism for three age groups in males.

*Allele nomenclature refers to the repeat number.
Table 16b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of SIRT3 VNTR intron 5 polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Allele* | Group 1 ( $<66$ years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| 1 | 177 | $0.400 \pm 0.023$ | 85 | $0.354 \pm 0.031$ | 90 | $0.409 \pm 0.033$ | 352 | $0.390 \pm 0.016$ |
| 2 | 60 | $0.136 \pm 0.016$ | 31 | $0.129 \pm 0.022$ | 11 | $0.050 \pm 0.015$ | 102 | $0.113 \pm 0.011$ |
| 3 | 94 | $0.213 \pm 0.019$ | 50 | $0.208 \pm 0.026$ | 45 | $0.205 \pm 0.027$ | 189 | $0.210 \pm 0.014$ |
| 4 | 108 | $0.244 \pm 0.020$ | 73 | $0.304 \pm 0.030$ | 69 | $0.314 \pm 0.031$ | 250 | $0.277 \pm 0.015$ |
| 5 | 3 | $0.007 \pm 0.004$ | 1 | $0.004 \pm 0.004$ | 4 | $0.018 \pm 0.009$ | 8 | $0.009 \pm 0.003$ |
| 6 | 0 | 0.000 | 0 | 0.000 | 1 | $0.005 \pm 0.005$ | 1 | $0.001 \pm 0.001$ |
|  |  |  |  |  |  |  |  |  |

[^1]Test for Hardy-Weinberg equilibrium (5000 permutations):

- Group 1: $\mathrm{p}=0.4848$
- Group 2: $p=0.5512$
- Group 3: $\mathrm{p}=0.4850$

Table 17a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of human tyrosine (HUMTHO.1) STR polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  | Total sample |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Genotype | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 (>90 years) |  |  |  |
|  | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ |
| 66 | 24 | $0.073 \pm 0.014$ | 6 | $0.058 \pm 0.023$ | 8 | $0.092 \pm 0.031$ | 38 | $0.073 \pm 0.011$ |
| 67 | 29 | $0.088 \pm 0.016$ | 11 | $0.106 \pm 0.030$ | 6 | $0.069 \pm 0.027$ | 46 | $0.088 \pm 0.012$ |
| 68 | 35 | $0.106 \pm 0.017$ | 3 | $0.029 \pm 0.016$ | 9 | $0.103 \pm 0.033$ | 47 | $0.090 \pm 0.013$ |
| 69 | 43 | $0.130 \pm 0.019$ | 16 | $0.154 \pm 0.035$ | 10 | $0.115 \pm 0.034$ | 69 | $0.132 \pm 0.015$ |
| 610 | 38 | $0.115 \pm 0.018$ | 13 | $0.125 \pm 0.032$ | 12 | $0.138 \pm 0.037$ | 63 | $0.121 \pm 0.014$ |
| $610 *$ | 3 | $0.009 \pm 0.005$ | 0 | 0.000 | 0 | 0.000 | 3 | $0.006 \pm 0.003$ |
| 77 | 7 | $0.021 \pm 0.008$ | 2 | $0.019 \pm 0.013$ | 3 | $0.034 \pm 0.020$ | 12 | $0.023 \pm 0.007$ |
| 78 | 19 | $0.058 \pm 0.013$ | 4 | $0.038 \pm 0.019$ | 3 | $0.034 \pm 0.020$ | 26 | $0.050 \pm 0.010$ |
| 79 | 14 | $0.042 \pm 0.011$ | 10 | $0.096 \pm 0.029$ | 7 | $0.080 \pm 0.029$ | 31 | $0.060 \pm 0.010$ |
| 710 | 26 | $0.079 \pm 0.015$ | 5 | $0.048 \pm 0.021$ | 3 | $0.034 \pm 0.020$ | 34 | $0.065 \pm 0.011$ |
| 7 10* | 0 | 0.000 | 0 | 0.000 | 1 | $0.011 \pm 0.011$ | 1 | $0.002 \pm 0.002$ |
| 88 | 5 | $0.015 \pm 0.007$ | 1 | $0.010 \pm 0.010$ | 0 | 0.000 | 6 | $0.012 \pm 0.005$ |
| 89 | 16 | $0.048 \pm 0.012$ | 4 | $0.038 \pm 0.019$ | 4 | $0.046 \pm 0.022$ | 24 | $0.046 \pm 0.009$ |
| 810 | 18 | $0.055 \pm 0.013$ | 8 | $0.077 \pm 0.026$ | 3 | $0.034 \pm 0.020$ | 29 | $0.056 \pm 0.010$ |
| 8 10* | 2 | $0.006 \pm 0.004$ | 0 | 0.000 | 2 | $0.023 \pm 0.016$ | 4 | $0.008 \pm 0.004$ |
| 99 | 9 | $0.027 \pm 0.009$ | 2 | $0.019 \pm 0.013$ | 1 | $0.011 \pm 0.011$ | 12 | $0.023 \pm 0.007$ |
| 910 | 29 | $0.088 \pm 0.016$ | 15 | $0.144 \pm 0.034$ | 10 | $0.115 \pm 0.034$ | 54 | $0.104 \pm 0.013$ |
| $910 *$ | 1 | $0.003 \pm 0.003$ | 0 | 0.000 | 1 | $0.011 \pm 0.011$ | 2 | $0.004 \pm 0.003$ |
| 1010 | 11 | $0.033 \pm 0.010$ | 4 | $0.038 \pm 0.019$ | 3 | $0.034 \pm 0.020$ | 18 | $0.035 \pm 0.008$ |
| 10 10* | 1 | $0.003 \pm 0.003$ | 0 | 0.000 | 0 | 0.000 | 1 | $0.002 \pm 0.002$ |
| 10* 10* | 0 | 0.000 | 0 | 0.000 | 1 | $0.011 \pm 0.011$ | 1 | $0.002 \pm 0.002$ |
|  |  |  |  |  |  |  |  |  |

Table 17b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of human tyrosine (HUMTHO.1) STR polymorphism for three age groups in females.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Allele** | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 ( $>0$ years) |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| 6 | 196 | $0.297 \pm 0.018$ | 55 | $0.264 \pm 0.031$ | 53 | $0.305 \pm 0.035$ | 304 | $0.292 \pm 0.014$ |
| 7 | 102 | $0.155 \pm 0.014$ | 34 | $0.163 \pm 0.026$ | 26 | $0.149 \pm 0.027$ | 162 | $0.155 \pm 0.011$ |
| 8 | 100 | $0.152 \pm 0.014$ | 21 | $0.101 \pm 0.021$ | 21 | $0.121 \pm 0.025$ | 142 | $0.136 \pm 0.011$ |
| 9 | 121 | $0.183 \pm 0.015$ | 49 | $0.236 \pm 0.029$ | 34 | $0.195 \pm 0.030$ | 204 | $0.196 \pm 0.012$ |
| 10 | 134 | $0.203 \pm 0.016$ | 49 | $0.236 \pm 0.029$ | 34 | $0.195 \pm 0.030$ | 217 | $0.208 \pm 0.013$ |
| $10^{*}$ | 7 | $0.011 \pm 0.004$ | 0 | 0.000 | 6 | $0.034 \pm 0.014$ | 13 | $0.012 \pm 0.003$ |
|  |  |  |  |  |  |  |  |  |

** TH-STR alleles are indicated according to the number of the repeats. $10 *$ is the imperfect
HUMTHO. 1 allele 10 (Puers et al., 1993)
Test for Hardy-Weinberg equilibrium (5000 permutations):

- Group 1: $\mathrm{p}=0.5712$
- Group 2: $\mathrm{p}=0.4128$
- Group 3: $\mathrm{p}=0.1856$

Table 18a: Absolute (Abs) and relative (Rel) genotypic frequencies $\pm$ standard errors (SE) of human tyrosine (HUMTHO.1) STR polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  | Total sample |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Genotype | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 (>87 years) |  |  |  |
|  | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ |
| 66 | 17 | $0.077 \pm 0.018$ | 18 | $0.150 \pm 0.029$ | 5 | $0.045 \pm 0.020$ | 40 | $0.089 \pm 0.013$ |
| 67 | 12 | $0.054 \pm 0.015$ | 6 | $0.050 \pm 0.020$ | 14 | $0.127 \pm 0.032$ | 32 | $0.071 \pm 0.012$ |
| 68 | 15 | $0.068 \pm 0.017$ | 15 | $0.125 \pm 0.030$ | 7 | $0.064 \pm 0.023$ | 37 | $0.082 \pm 0.013$ |
| 69 | 35 | $0.158 \pm 0.025$ | 15 | $0.125 \pm 0.030$ | 20 | $0.182 \pm 0.037$ | 70 | $0.155 \pm 0.017$ |
| 610 | 33 | $0.149 \pm 0.024$ | 16 | $0.133 \pm 0.031$ | 7 | $0.064 \pm 0.023$ | 56 | $0.124 \pm 0.016$ |
| $610 *$ | 1 | $0.005 \pm 0.005$ | 0 | 0.000 | 0 | 0.000 | 1 | $0.002 \pm 0.002$ |
| 77 | 2 | $0.009 \pm 0.006$ | 2 | $0.017 \pm 0.012$ | 4 | $0.036 \pm 0.018$ | 8 | $0.018 \pm 0.006$ |
| 78 | 13 | $0.059 \pm 0.016$ | 6 | $0.050 \pm 0.020$ | 4 | $0.036 \pm 0.018$ | 23 | $0.051 \pm 0.010$ |
| 79 | 15 | $0.068 \pm 0.017$ | 7 | $0.058 \pm 0.021$ | 9 | $0.082 \pm 0.026$ | 31 | $0.069 \pm 0.012$ |
| 710 | 17 | $0.077 \pm 0.018$ | 5 | $0.042 \pm 0.018$ | 7 | $0.064 \pm 0.023$ | 29 | $0.064 \pm 0.012$ |
| 7 10* | 1 | $0.005 \pm 0.005$ | 0 | 0.000 | 1 | $0.009 \pm 0.009$ | 2 | $0.004 \pm 0.003$ |
| 88 | 1 | $0.005 \pm 0.005$ | 0 | 0.000 | 1 | $0.009 \pm 0.009$ | 2 | $0.004 \pm 0.003$ |
| 89 | 11 | $0.050 \pm 0.015$ | 4 | $0.033 \pm 0.016$ | 5 | $0.045 \pm 0.020$ | 20 | $0.044 \pm 0.010$ |
| 810 | 10 | $0.045 \pm 0.014$ | 9 | $0.075 \pm 0.024$ | 5 | $0.045 \pm 0.020$ | 24 | $0.053 \pm 0.011$ |
| 99 | 9 | $0.041 \pm 0.013$ | 3 | $0.025 \pm 0.014$ | 5 | $0.045 \pm 0.020$ | 17 | $0.038 \pm 0.009$ |
| 910 | 20 | $0.090 \pm 0.019$ | 7 | $0.058 \pm 0.021$ | 7 | $0.064 \pm 0.023$ | 34 | $0.075 \pm 0.012$ |
| $910 *$ | 1 | $0.005 \pm 0.005$ | 1 | $0.008 \pm 0.008$ | 3 | $0.027 \pm 0.016$ | 5 | $0.011 \pm 0.005$ |
| 1010 | 7 | $0.032 \pm 0.012$ | 5 | $0.042 \pm 0.018$ | 6 | $0.055 \pm 0.022$ | 18 | $0.040 \pm 0.009$ |
| 10 10* | 1 | $0.005 \pm 0.005$ | 1 | $0.008 \pm 0.008$ | 0 | 0.000 | 2 | $0.004 \pm 0.003$ |
|  |  |  |  |  |  |  |  |  |

Table 18b: Absolute (Abs) and relative (Rel) allelic frequencies $\pm$ standard errors (SE) of human tyrosine (HUMTHO.1) STR polymorphism for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |  |
| ---: | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: | :---: |
| Allele | Group 1 (<66 years) |  | Group 2 (66-87 years) |  | Group 3 ( $>87$ years) |  | Total sample |  |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |  |
|  |  |  |  |  |  |  |  |  |  |
| 6 | 130 | $0.294 \pm 0.022$ | 88 | $0.367 \pm 0.031$ | 58 | $0.264 \pm 0.030$ | 276 | $0.306 \pm 0.015$ |  |
| 7 | 62 | $0.140 \pm 0.017$ | 28 | $0.117 \pm 0.021$ | 43 | $0.195 \pm 0.027$ | 133 | $0.147 \pm 0.012$ |  |
| 8 | 51 | $0.115 \pm 0.015$ | 34 | $0.142 \pm 0.023$ | 23 | $0.105 \pm 0.021$ | 108 | $0.120 \pm 0.011$ |  |
| 9 | 100 | $0.226 \pm 0.020$ | 40 | $0.167 \pm 0.024$ | 54 | $0.245 \pm 0.029$ | 194 | $0.215 \pm 0.014$ |  |
| 10 | 95 | $0.215 \pm 0.020$ | 48 | $0.200 \pm 0.026$ | 38 | $0.173 \pm 0.025$ | 181 | $0.201 \pm 0.013$ |  |
| $10^{*}$ | 4 | $0.009 \pm 0.005$ | 2 | $0.008 \pm 0.006$ | 4 | $0.018 \pm 0.009$ | 10 | $0.011 \pm 0.003$ |  |
|  |  |  |  |  |  |  |  |  |  |

** TH-STR alleles are indicated according to the repeat number. 10* is the imperfect HUMTHO. 1 allele 10 (Puers et al., 1993)

Test for Hardy-Weinberg equilibrium (5000 permutations) :

- Group 1: $\mathrm{p}=0.3606$
- Group 2: $\mathrm{p}=0.3594$
- Group 3: $\mathrm{p}=0.3732$

Table 19a: Absolute (Abs) and relative (Rel) haplogroup frequencies $\pm$ standard errors (SE) of Mitochondrial DNA for three age groups in females.

|  | Age Group |  |  |  |  |  | Total sample |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Haplogroups* | Group 1 (<73 years) |  | Group 2 (73-90 years) |  | Group 3 ( $>90$ years) |  |  |  |
|  | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ | Abs | $\mathrm{Rel} \pm \mathrm{SE}$ |
|  |  |  |  |  |  |  |  |  |
| H,V | 123 | $0.373 \pm 0.027$ | 31 | $0.094 \pm 0.016$ | 43 | $0.130 \pm 0.019$ | 197 | $0.597 \pm 0.027$ |
| I,V,X | 27 | $0.0818 \pm 0.015$ | 5 | $0.015 \pm 0.007$ | 9 | $0.027 \pm 0.009$ | 41 | $0.124 \pm 0.018$ |
| U,K | 75 | $0.2273 \pm 0.023$ | 34 | $0.103 \pm 0.017$ | 18 | $0.055 \pm 0.013$ | 127 | $0.385 \pm 0.027$ |
| J,T | 65 | $0.1970 \pm 0.022$ | 14 | $0.042 \pm 0.011$ | 11 | $0.033 \pm 0.010$ | 90 | $0.273 \pm 0.025$ |
| Others | 40 | $0.1212 \pm 0.018$ | 20 | $0.061 \pm 0.013$ | 6 | $0.018 \pm 0.007$ | 66 | $0.200 \pm 0.022$ |
|  |  |  |  |  |  |  |  |  |

Table 19b: Absolute and relative haplogroup frequencies $\pm$ standard errors of Mitochondrial DNA for three age groups in males.

|  | Age Group |  |  |  |  |  |  |  |
| :--- | ---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: | ---: |
| Haplogroups* | Group 1 $(<66$ years $)$ |  | Group 2 (66-87 years) |  | Group 3 $>87$ years $)$ |  | Total sample |  |
|  | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE | Abs | Rel $\pm$ SE |
|  |  |  |  |  |  |  |  |  |
| H,V | 89 | $0.403 \pm 0.033$ | 41 | $0.186 \pm 0.026$ | 38 | $0.172 \pm 0.025$ | 168 | $0.760 \pm 0.029$ |
| I,V,X | 16 | $0.072 \pm 0.017$ | 13 | $0.059 \pm 0.016$ | 12 | $0.054 \pm 0.015$ | 41 | $0.186 \pm 0.026$ |
| U,K | 47 | $0.213 \pm 0.028$ | 23 | $0.104 \pm 0.021$ | 30 | $0.136 \pm 0.023$ | 100 | $0.452 \pm 0.033$ |
| J,T | 43 | $0.195 \pm 0.027$ | 26 | $0.118 \pm 0.022$ | 19 | $0.086 \pm 0.019$ | 88 | $0.398 \pm 0.033$ |
| Others | 26 | $0.118 \pm 0.022$ | 17 | $0.077 \pm 0.018$ | 11 | $0.050 \pm 0.015$ | 54 | $0.244 \pm 0.029$ |
|  |  |  |  |  |  |  |  |  |

*Mitochondrial DNA haplogroups were pooled according to the phylogenetic proximity

## Statistical Analyses

## Multinomial logistic regression

A logistic regression for a polytomous response variable has shown to be extremely useful to explain the influence of some genetic polymorphisms on the genetic traits. Multinomial logistic regression model allows to evaluate the effect of one (or a few) dichotomous variable(s) (genotypes) on the probability to belong to different age groups.

Suppose we have a sample of $n$ independent observations ( $\mathrm{y}_{\mathrm{i}}, \mathbf{x}_{\mathbf{i}}$ ), $\mathrm{i}=1, \ldots, \mathrm{n}$, where $\mathrm{y}_{\mathrm{i}}$ denotes the category of the outcome variable and $\mathbf{x}_{\mathbf{i}}$ is a $p$-covariate vector $\mathbf{x}_{\mathbf{i}}=\left(\mathrm{x}_{\mathrm{i1}}, \ldots, \mathrm{x}_{\mathrm{ip}}\right)$ of independent variables, for the $i$-th subject. Furthermore, assume that the categories of the outcome variable Y , are coded at three levels 0,1 or 2 indicating the age group which the subjects belong to, and each covariate equals 1 if the genetic characteristics is present and zero otherwise.

The probability $\mathrm{P}(\mathrm{Y}=\mathrm{j} / \mathbf{x})$ to belong to any of the three age groups $\mathrm{j}=0,1,2$ can be expressed as function of the $p$ genotype information $\mathbf{x}$.
Setting the group coded $\mathrm{Y}=0$ as reference outcome value (baseline), the three category logit model pairs each other response category $\mathrm{Y}=1,2$ with the baseline category $\mathrm{Y}=0$. So, two logit functions are not redundant at a fixed setting $\mathbf{x}$ for explanatory variables:

$$
\mathrm{g}_{1}(\mathbf{x})=\ln \frac{\mathrm{P}(\mathrm{Y}=1 / \mathbf{x})}{\mathrm{P}(\mathrm{Y}=0 / \mathbf{x})} \text { and } \mathrm{g}_{2}(\mathbf{x})=\ln \frac{\mathrm{P}(\mathrm{Y}=2 / \mathbf{x})}{\mathrm{P}(\mathrm{Y}=0 / \mathbf{x})}
$$

The model (Agresti, 2000)

$$
\begin{equation*}
\mathrm{g}_{\mathrm{j}}(\mathbf{x})=\beta_{0 \mathrm{j}}+\beta_{\mathrm{j} 1} \mathrm{x}_{1}+\beta_{\mathrm{j} 2} \mathrm{x}_{2}+\ldots+\beta_{\mathrm{jp}} \mathrm{x}_{\mathrm{p}}=\beta_{0 \mathrm{j}}+\boldsymbol{\beta}_{\mathrm{j}}^{\prime} \mathbf{x} \quad \mathrm{j}=1,2 \tag{A.1}
\end{equation*}
$$

simultaneously describes the effect of $\mathbf{x}$ on these two logits, $\left(\beta_{0 \mathrm{j}}, \boldsymbol{\beta}_{\mathrm{j}}\right)^{\prime}$ ' is the vector of the unknown parameters in the linear predictor for the j -th logit. The effects vary according to the response paired with baseline. The logit for comparing $\mathrm{Y}=2$ to $\mathrm{Y}=1$ may be obtained as difference between the logit of $\mathrm{Y}=2$ versus $\mathrm{Y}=0$ and the $\operatorname{logit}$ of $\mathrm{Y}=1$ versus $\mathrm{Y}=0$

$$
\ln \frac{\mathrm{P}(\mathrm{Y}=2 / \mathbf{x})}{\mathrm{P}(\mathrm{Y}=1 / \mathbf{x})}=\ln \frac{\mathrm{P}(\mathrm{Y}=2 / \mathbf{x})}{\mathrm{P}(\mathrm{Y}=0 / \mathbf{x})}-\ln \frac{\mathrm{P}(\mathrm{Y}=1 / \mathbf{x})}{\mathrm{P}(\mathrm{Y}=0 / \mathbf{x})} .
$$

Multinomial logit model can be expressed in terms of response probabilities:

$$
\mathrm{P}(\mathrm{Y}=0 / \mathbf{x})=\frac{1}{1+\mathrm{e}^{\mathrm{g}_{1}(\mathbf{x})}+\mathrm{e}^{\mathrm{g}_{2}(\mathbf{x})}} ; \mathrm{P}(\mathrm{Y}=1 / \mathbf{x})=\frac{\mathrm{e}^{\mathrm{g}_{1}(\mathbf{x})}}{1+\mathrm{e}^{\mathrm{g}_{1}(\mathbf{x})}+\mathrm{e}^{\mathrm{g}_{2}(\mathbf{x})}} \text { and } \mathrm{P}(\mathrm{Y}=2 / \mathbf{x})=\frac{\mathrm{e}^{\mathrm{g}_{2}(\mathbf{x})}}{1+\mathrm{e}^{\mathrm{g}_{1}(\mathbf{x})}+\mathrm{e}^{\mathrm{g}_{2}(\mathbf{x})}}
$$

A general expression for the conditional probability in the three category model is:

$$
P(Y=j / \mathbf{x})=\frac{\mathrm{e}^{g_{j}(\mathbf{x})}}{\sum_{\mathrm{k}=0}^{2} \mathrm{e}^{g_{k}(\mathbf{x})}}=\frac{\exp \left(\beta_{0 \mathrm{j}}+\boldsymbol{\beta}_{\mathrm{j}}^{\prime} \mathbf{x}\right)}{1+\sum_{\mathrm{k}=1}^{2} \exp \left(\beta_{0 k}+\boldsymbol{\beta}_{\mathrm{k}}^{\prime} \mathbf{x}\right)}, \quad \quad \text { for } j=0,1,2
$$

where the baseline category vector $\beta_{0}=\left(\beta_{01}, \ldots, \beta_{0 \mathrm{p}}\right)^{\prime}=\mathbf{0}$ and $\mathrm{g}_{0}(\mathbf{x})=\mathbf{0}$ for identifiably reasons.

## Interpretation of the coefficients

The odds of the dependent variable being at level j , with $\mathrm{j}=0$ as the baseline category, among subjects with binary covariate $x_{k}=1$ is defined as $\frac{P\left(Y=j / x_{k}=1\right)}{P\left(Y=0 / x_{k}=1\right)}$. Similarly, the odds of the dependent variable at category j among subjects with $\mathrm{x}_{\mathrm{k}}=0$ is defined as $\frac{\mathrm{P}\left(\mathrm{Y}=\mathrm{j} / \mathrm{x}_{\mathrm{k}}=0\right)}{\mathrm{P}\left(\mathrm{Y}=0 / \mathrm{x}_{\mathrm{k}}=0\right)}$.

In a Multinomial logistic regression model, each estimated coefficient equals the estimated log odds ratio associated with a unit increase in the value of a covariate assuming that the values of all other covariates are held fixed. For considering the effect of a single independent variable, say the k-th, the effect of all the independent variables in the model with values $\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{p}\right)$ are held constant, expressed as $K=\sum_{h=1}^{j-1} x_{h} \beta_{h}+\sum_{h=j+1}^{p} x_{h} \beta_{h}$.

Consider now that the k -th independent variable is dichotomous with categories 1 or 0 , indicating if a particular feature is present or not, then the ratio of the $j$-th odds for an individual who has this feature to that of an individual without it, is

$$
\frac{\mathrm{P}\left(\mathrm{Y}=\mathrm{j} / \mathrm{x}_{\mathrm{k}}=1 ; \mathrm{K}, \boldsymbol{\beta}\right) / \mathrm{P}\left(\mathrm{Y}=0 / \mathrm{x}_{\mathrm{k}}=1 ; \mathrm{K}, \boldsymbol{\beta}\right)}{\mathrm{P}\left(\mathrm{Y}=\mathrm{j} / \mathrm{x}_{\mathrm{k}}=0 ; \mathrm{K}, \boldsymbol{\beta}\right) / \mathrm{P}\left(\mathrm{Y}=0 / \mathrm{x}_{\mathrm{k}}=0 ; \mathrm{K}, \boldsymbol{\beta}\right)}=\exp \left(\beta_{\mathrm{jk}}\right),
$$

consequently, the log odds ratio is $\beta_{\mathrm{jk}}$. It approximates how much more likely (or unlikely) it is for the dependent variable to be at level j instead of at the baseline category when the subject has the k -th characteristics $\mathrm{x}_{\mathrm{k}}=1$ than subjects do not have it $\mathrm{x}_{\mathrm{k}}=0$.

## Maximum Likelihood Estimation

For $\mathrm{i}=1, \ldots, \mathrm{n}$, let $\mathbf{y}_{\mathbf{i}}=\left(\mathrm{y}_{\mathrm{i} 0} \mathrm{y}_{\mathrm{i} 1} \mathrm{y}_{\mathrm{i} 2}\right)^{\prime}$ represent the multinomial trial for the subject i , where $\mathrm{y}_{\mathrm{ij}}=1$ when the response for the i -th subject is in category j and zero otherwise, with $\pi_{j}\left(\mathrm{x}_{\mathrm{i}}\right)=\mathrm{P}\left[\mathrm{Y}_{\mathrm{ij}}=1 \mid \mathbf{x}_{\mathrm{i}}\right]$, for $\mathrm{j}=0,1,2$ each of which is a function of the vector of the $2(\mathrm{p}+1)$ parameters $\boldsymbol{\beta}$, (Hosmer and Lemeshow, 2000).

The likelihood function for a sample of n independent observations is

$$
\mathrm{L}(\boldsymbol{\beta}) \propto \prod_{\mathrm{i}=1}^{\mathrm{n}}\left(\pi_{0}\left(\mathbf{x}_{\mathrm{i}}\right)^{\mathrm{y}_{\mathrm{i} i}} \pi_{1}\left(\mathbf{x}_{\mathrm{i}}\right)^{\mathrm{y}_{\mathrm{i}}} \pi_{2}\left(\mathbf{x}_{\mathbf{i}}\right)^{\mathrm{y}_{\mathrm{i}}}\right) .
$$

Using the fact that $\sum y_{i j}=1$ for each i , the log-likelihood function is

$$
l(\boldsymbol{\beta}) \propto \sum_{\mathrm{i}=1}^{\mathrm{n}}\left(\mathrm{y}_{\mathrm{i}} \mathrm{~g}_{1}\left(\mathbf{x}_{\mathrm{i}}\right)+\mathrm{y}_{\mathrm{i} 2} \mathrm{~g}_{2}\left(\mathbf{x}_{\mathrm{i}}\right)-\ln \left(1+\mathrm{e}^{\mathrm{g}_{1}\left(\mathrm{x}_{\mathrm{i}}\right)}+\mathrm{e}^{\mathrm{g}_{2}\left(\mathrm{x}_{\mathrm{i}}\right)}\right)\right) .
$$

Fitting the three category logistic regression model maximizes the log-likelihood subject to multinomial probabilities $\pi_{\mathrm{j}}(\mathbf{x}), \mathrm{j}=0,1,2$, simultaneously satisfying the equations in (A.1) that specify the model.
Differentiating the $l(\boldsymbol{\beta})$ with respect to each of $2(p+1)$ unknown parameters gives the loglikelihood equations (to simplify the notation, we let $\pi_{i \mathrm{ij}}=\pi_{\mathrm{j}}\left(\mathbf{x}_{\mathrm{i}}\right)$ )

$$
\frac{\partial l(\boldsymbol{\beta})}{\partial\left(\beta_{\mathrm{jk}}\right)}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{x}_{\mathrm{ik}}\left(\mathrm{y}_{\mathrm{ij}}-\pi_{\mathrm{ij}}\right)=0
$$

for $\mathrm{j}=1,2$ and $\mathrm{k}=0,1,2, \ldots, \mathrm{p}$, with $\mathrm{x}_{\mathrm{i} 0}=1$ for each subject.
The solution requires iterative methods for solving non linear equations (as NewtonRaphson method) in order to determine the (ML) maximum likelihood parameter estimates
$\hat{\boldsymbol{\beta}}$.

## Measures of Goodness-of-fit

Let $M$ be the maximum likelihood estimated model. We use the deviance statistic $D$ for testing the null hypothesis that the model $(M)$ holds against the alternative that the most general model holds (Fabbris, 1997)

$$
D=-2 \ln \left[\frac{1 \text { ikelihood of the estimated model }}{\text { likelihood of the saturated model }}\right] .
$$

In testing whether the estimated model $(M)$ fits, we test whether all parameters in the saturated model $(S)$ but not in $(M)$ equal zero. The saturated model contains as many parameters as there are data points and the fitted model is nested within $(S)$.

Under the null distribution, $D$ is approximately chi-squared and the degrees of freedom are the difference in the number of parameters in the two models $(M)$ and $(S)$. Small values of $D$ suggest that the model ( $M$ ) has a good fitting.
By checking the fit of model, we can also compare the fitted model $(M)$ with the same model in which only the intercept appears. In that way under null hypothesis all parameters
of the fitted model are supposed null except the intercept. The likelihood ratio statistic, denoted with $G^{2}$, is defined as difference

$$
G^{2}=D(\text { model with only intercept })-D(\text { estimated model })
$$

It allows to test whether the difference in goodness of fit for the two models is significantly high, so that it shows evidence that adding regressors in the model the fitting has improved.
The chi-squared asymptotic distribution of $G^{2}$ has p degrees of freedom as many as coefficients in the estimated model. High values for the statistics $G^{2}$ suggest evidence against the null hypothesis.
In order to construct the multinomial logistic regression model it is important to answer questions about the contributions of each independent variable to the prediction of the response. The null hypothesis for this test is $\mathrm{H}_{0}: \beta_{\mathrm{jk}}=0$ for the k -th covariate in the j -th logit, $\mathrm{j}=1,2$ and $\mathrm{k}=0,1, \ldots, \mathrm{p}$. To test such a null hypothesis, one can perform a likelihood ratio chi-squared test with 1 degree of freedom comparing the measures $D$ of the models defined with and without the independent variable at issue. The change in the goodness-offit due to the inclusion of the independent variable is obtained as follows:

$$
G^{2}=D \text { (model without the variable) }-D \text { (model with the variable). }
$$

It can also be expressed by:

$$
G^{2}=-2 \ln \left[\frac{[i k e l i h o o d ~ o f ~ t h e ~ m o d e l ~ w i t h o u t ~ t h e ~ v a r i a b l e ~}{\text { likelihood of the model with the variable }}\right] .
$$

This statistic is large when model without variable fits poorly compared to model which contains the variable.

An easier alternative test for the hypothesis $\mathrm{H}_{0}: \beta_{\mathrm{jk}}=0$, with $\mathrm{j}=1,2$ and $\mathrm{k}=0,1,2, \ldots, \mathrm{p}$, for each coefficient in the model is using the Wald statistic test computed as

$$
\mathrm{W}_{\mathrm{jk}}^{2}=\frac{\hat{\beta}_{\mathrm{jk}}^{2}}{\operatorname{se}\left(\beta_{\mathrm{jk}}\right)}
$$

where $\operatorname{se}\left(\xi_{\mathrm{jk}}\right)$ is the standard error of $\dot{\beta}_{\mathrm{jk}}$. In performing this test, we consider that under null hypothesis, the Wald statistic follows a chi-squared distribution with 1 degree of freedom. The p-value is then the right-tailed chi-squared probability above the observed value and we reject $\mathrm{H}_{0}$ when p -value is lower than the fixed level of significance $\alpha$.

The Nagelkerke $R^{2}$ is a statistic that attempts to quantify the proportion of explained "variation" in the logistic regression model, likewise to the $\mathrm{R}^{2}$ in a linear regression model.

The Nagelkerke index is $\mathrm{R}^{2}=\frac{\widetilde{\mathrm{R}}^{2}}{\max \left(\widetilde{\mathrm{R}}^{2}\right)}$ where $\widetilde{\mathrm{R}}^{2}=1-\left(\frac{l(0)}{l(\boldsymbol{\beta})}\right)^{\frac{2}{n}}$, $\max \widetilde{\mathrm{R}}^{2}=1-[l(0)]^{\frac{2}{\mathrm{n}}}, l(0)$ is the log-likelihood for the model with only a constant, $l(\boldsymbol{\beta})$ is the log-likelihood for the model under consideration. The closer to one $\mathrm{R}^{2}$ is, the better the model fits.


[^0]:    *Body Mass Index

[^1]:    *Allele nomenclature refers to the repeat number.

