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Abstract

Currently cities and communities are experiencingr growing problems related to
urban pluvial flooding. This is due primarily toeifficient drainage inlets and
overloaded sewer systems. In fact, existing drangsgstems rapidly reach their
maximum capacity and tend to work pressurized endhe case of medium-entity
storms.
Damage and losses caused by flood events in urbeas,aprimarily life and
economic losses and traffic disruption, can beiSaamt. Moreover, this situation is
destined to worsen in the immediate future duen&fervent urbanization process
and the ongoing climate changes.
This research is therefore aimed at investigatimg type of event, because to
guarantee an efficient working of the drainage esyst is a prerequisite in modern
societies. Specifically the broader objective oé tstudy is to contribute to an
improvement of urban flood management by enhanaibgn drainage modeling and
storm motion forecasting. In order to achieve ssmbpe the following detailed tasks
were performed:
1. Investigation of the various LIDAR Digital TerraiModels (DTMs) available
for the drainage modeling of a study area.
From literature review it is evident that a grefibt has been made to improve
existing hydraulic models and to develop new oheszertheless, little interest
has been devoted to evaluate the effects of thefuddéferent available LIiDAR
DTMs on hydraulic modeling. The research is thenefaotivated by the need to
know how LIDAR DTMs with different detail scale RAR DSM first, LIDAR
DSM last and LIDAR DTM bare earth with overlapped buildinggn affect the
hydraulic modeling of drainage networks. Every DidMn fact characterized by
a variable presence of non-ground surface featsted) as cars, buildings or
vegetation, that will influence surely the hydrauliesponse of the urban
catchment differently. Consequently every dataveat studied by GIS-based
analysis methods, such as calculation of surfapeedsions, in order to evaluate

whether the consideration of all the non-groundtuess is necessary for



hydraulic modeling purposes, or whether the uselets detailed LIDAR DTM,
adequately improved, could be an approachableisnlut

Analysis of improvements brought by a dual drainageroach in simulating the
behavior of a drainage network during extreme eaients, compared to the use
of a conventional methodology.

Another question that justifies the work carried by the author and presented
in the thesis is related to the need of improvingilable urban drainage
modeling. Most of these models are in fact basegdroness simplifications that
are far removed from reality, such as assumingwih&n water leaves the sewer
it is stored in a virtual reservoir and does ndiofe the natural flow paths, i.e.
the effect of local topography is neglected. Thuipraach provides a very biased
image of flooding process. Consequently the rebeams aimed at quantifying
capabilities and limits of two urban drainage maudgl with diverse
sophistication level. The first one was based oa thassical hypothesis
according to which the drainage system is compaoseyl of the sewer system,
that is to consider that stormwater, once entdredséwer system, can no longer
leave this system coming back to the surface. &adstee second one was based
on the dual drainage approach, i.e. it was assutiatdthe urban drainage
system was composed of a surface network and therseetwork. The
evaluation of the best approach was performed bypeoing the water volume
distributions in the sewer network and the numdesuscharged sewer trunks
resulting from hydraulic simulations. Specificaltile issues relative to the
development of the most complicated model, th#tésdual drainage one, were
studied in more detail: the influence of buildingggd DTM resolution on the
surface network definition, and the introduction @fteria to be taken into
account for pond filtering parameters were thedsmlieepened through the use
of an innovative methodology, the AOFD tool (AutdimaOverland Flow
Delineation).

Study of the potentials of a dense network of ganges in forecasting storm
movements for flood prevention purposes.

This research was performed because, currenthyhadstfor rainfall prediction

are mainly based on radar measurements. Howeuvergeaige data are often



available whereas radar data are not. Furthernamtar instruments enable the
investigation of convective cells motion, whereas rgauges data allow the
analysis of the movement of rainfall patterns rdedron the ground, that is
more important for hydraulic modeling. Consequendform movement
parameters, velocity and direction, were derived dmalyzing rainfall data
trough available storm tracking procedures. Thehoproposed by Diskin was
tested and, in particular, the extent to whichdheice of the reference feature in
the hyetograph and the location of the recordirgists inside the catchment
can affect the results of the methodology was stlith detail. The quality of the
elaborations was estimated by comparing the respitimined with other
physical phenomena which are related to storm mewemsuch as wind
movement data. In particular statistical analysésed on the computation of the
correlation coefficient and root mean square denabetween storm and wind
data sets, were performed.

With the results from the research presented hetesexpected that:

1.

DTM enhancement methods generate hydraulicallyected DTMs that can
potentially lead to improvements in urban pluviabfl modeling.

more realistic simulations of the drainage systeenpgerformed by developing
dual drainage models. In this way engineers coutda minimizing both the
costs of construction of new works and maintenawfcexisting structures by
evaluating systematically the effectiveness oftladl possible design solutions.
Actually, the use of such a modeling will have taslp them to optimize the
working conditions of both the surface and sewdwogks when evaluating
flood control and mitigation measures.

rain gauges are considered as valid alternativesimfiall movement prediction,
to be taken into account in areas where radar memsmts cannot be obtained
yet. In fact the results of the elaborations wilkmbnstrate how such
instruments, that are more approachable than rades for economical and
practical reasons, are very useful in forecastimgrhovements that future storm
events can make in a monitored area. Similar indtion could be also used in

connection with hydraulic models, previously cadifed for the same study area,



in order to evaluate in advance the possible flpmiie areas. In addition the
analysis of the results, obtained by consideringeegr decreasing number of
recording stations, will give interesting inforn@ti to municipalities having
limited budget for equipping themselves with an cadde number of such

instruments.



Sommario

Il fervente processo di urbanizzazione unitament@mbiamenti climatici in corso
stanno favorendo il susseguirsi di fenomeni digalaento sempre piu frequenti e
gravosi in tutto il mondo.

Storicamente l'attenzione dei media e delle iskituze stata rivolta principalmente
alle inondazioni causate dai corsi d’acqua attisevelr i centri urbani o alle
inondazioni delle zone costiere, mentre sono §@asicurati i fenomeni innescati da
condizioni di sovraccarico della rete fognaria oidkefficienza delle caditoie, noti
anche comesewer flooding In maniera analoga, anche nel campo della ricerca
diversi studi sono stati rivolti verso la simulazéo degli allagamenti fluviali in
ambito urbano, mentre poco interesse e stato nostea riguardi degli allagamenti
prodotti da inefficienze del sistema di drenaggi@sumibilmente a causa della loro
maggiore variabilitd spaziale e temporale.

Tuttavia una simile problematica non puo essemiolimente ignorata a causa delle
precarie condizioni di funzionamento in cui versamsistemi di drenaggio esistenti.
Infatti tali strutture raggiungono rapidamente daol massima capacita e tendono a
funzionare in pressione anche in concomitanza dentv meteorici non
particolarmente intensi.

| danni associati a simili episodi possono essagguardevoli: disturbi nel traffico,
danni economici, e nei casi peggiori anche pewiitate umane. Questa situazione,
inoltre, peggiora drammaticamente nei paesi in diasviluppo a causa della
maggiore violenza degli eventi meteorici e dallanone affidabilita delle
infrastrutture di drenaggio presenti.

Il presente progetto di dottorato e stato pertanitmlto ad approfondire le
problematiche inerenti ilsewer floodingin quanto garantire un efficiente
funzionamento dei sistemi di drenaggio € una cood& indispensabile per |l
corretto svolgimento delle attivita di una comunAztal fine la ricerca é stata rivolta
a migliorare la gestione degli allagamenti urbattragerso il potenziamento dei
modelli esistenti di simulazione idraulica e di\psgone dello spostamento delle

piogge. In particolare le seguenti problematichsosstate affrontate:



Analisi dei differenti LIDAR Digital Terrain Mode(DTM) disponibili per la
modellazione idraulica della rete di drenaggiomarea di studio.

E evidente come grossi sforzi siano stati spesimpigtiorare gli approcci di
modellazione idraulica esistenti e per sviluppacdienuovi. Tuttavia, poco
interesse é stato mostrato nel valutare le conseguehe I'uso dei vari LIDAR
DTM puo determinare sugli stessi modelli idrauliCiascuno di questi DTM
(LIDAR DSM first, LIDAR DSM last e LIDAR DTM relativo al suolo nudo con
edifici sovrapposti) presenta, infatti, un numergedso di oggetti fuori terra,
come autovetture, edifici o alberi, che sicuramaémfileenzeranno la risposta del
bacino urbano in maniera diversa. Di consegueraasét di dati sono stati
studiati mediante procedure di analisi basate s8, @bme il calcolo delle
depressioni superficiali, di modo da valutare secdasiderazione di tutti gli
oggetti fuori terra sia necessaria ai fini dellad®itazione idraulica, o se
I'impiego di un LIDAR DTM meno dettagliato, ma oppenamente migliorato,
possa essere una soluzione percorribile.

Valutazione dei miglioramenti apportati dallimpeegdi una modellazione
idraulica di tipo duale nella simulazione del forlmento delle reti di
drenaggio urbano durante eventi meteorici estremi.

Un’altra problematica, che giustifica la ricercdraftata dall’autore e riportata
nella tesi, e legata alla necessita di miglioralieagprocci di modellazione
esistenti. La maggior parte di questi modelli, itifaé ancora basata su
semplificazioni dei processi come ad esempio lasiclenazione di serbatoi
virtuali al di sopra dei chiusini sovraccarichil'iaterno dei quali si ipotizza di
invasare il volume idrico in eccesso scaricatoadedte fognaria. Per quanto tali
procedure possano portare a dei risultati accéttalitavia € importante mettere
in evidenza come non risultino adatte a simularemaniera realistica gli
allagamenti urbani in quanto ignorano il concettadamentale su cui si basa
I'idrologia urbana tradizionale, cioe linteraziome la struttura del drenaggio
superficiale (vincolata dalle strade, dai marcidpiee dalle ulteriori
caratteristiche della morfologia del paesaggio mobacon il sistema di

drenaggio sub — superficiale (canali e condotte).



Di conseguenza la ricerca € stata indirizzata atasd i pregi ed i difetti di due
modellazioni idrauliche con diverso livello di dagtio. || primo modello € stato
realizzato sulla base dell'ipotesi classica secdadypale il sistema di drenaggio
sia costituito dalla sola rete fognaria: cioé sissunto che le acque meteoriche,
convogliate in fognatura, non possano piu abbandotée sistema ritornando
in superficie. Invece il secondo modello é statdluppato sulla base
dell'approccio del drenaggio duale, secondo il quidlsistema di drenaggio
urbano puo ritenersi composto da una rete di dedlgsiperficiale, veicolata per
lo piu dalle strade, e dalla rete fognaria sotttstalLa valutazione della
metodologia piu realistica e stata effettuata, sssiwamente, mettendo a
confronto la distribuzione dei volumi idrici nelfteti fognarie ed il numero di
tronchi fognari sovraccarichi risultanti dalle silazioni eseguite.

Le problematiche relative allo sviluppo del modeiliivaulico piu complesso,
cioé quello duale, sono state opportunamente apmidE. In particolare
l'influenza degli edifici e della risoluzione delMM sulla definizione della rete
superficiale, e l'introduzione di criteri, di cuerier conto nel processo di
filtraggio delle depressioni superficiali, sono tstgli argomenti affrontati
attraverso I'impiego di uno strumento innovativeQFD (Automatic Overland
Flow Delineation).

Studio delle potenzialita di una fitta rete di pluwetri nel prevedere lo
spostamento di eventi meteorici, ai fini della mexione dal rischio di
allagamento.

Questa ricerca € stata affrontata in quanto, attesiade, i metodi di previsione
delle piogge sono basati principalmente su misaraziadar. Tuttavia i dati
pluviometrici risultano spesso piu accessibili eitp alle misurazioni radar.
Inoltre, mentre le misurazioni radar permettonastdidiare il movimento delle
celle convettive generanti le piogge, i dati plumgrici consentono di
analizzare lo spostamento dei volumi idrici, getiettalle piogge, registrato al
suolo, che é piu importante ai fini delle modekizioni idrauliche.

Di conseguenza parametri di movimento degli evergieorici, quali velocita e
direzione, sono stati stimati impiegando metodstdirm tracking esistenti. |l

metodo proposto da Diskin e stato testato e, itiqudare, € stata studiata in



dettaglio la misura in cui la scelta della featdreiferimento nello ietogramma e
la posizione delle stazioni di registrazione d@¥mo del bacino possano
influenzare i risultati della metodologia. La qualidelle elaborazioni e stata
stabilita confrontando i risultati ottenuti conratenomeni fisici associati al

movimento delle piogge, cioe i dati di vento. Intfalare sono state effettuate
analisi statistiche, basate sul calcolo dei coeffitt di correlazione e degli scarti

quadratici medi, tra i dati di vento ed i corrisdenti dati di pioggia.

Con i risultati della ricerca qui presentata, gade che:

1.

I metodi di miglioramento dei DTM permetteranno denerare DTM
idraulicamente corretti, di modo da favorire lolgppo di migliori modelli di
simulazione idraulica.

simulazioni piu affidabili verranno effettuate maxlie lo sviluppo di modelli di
drenaggio di tipo duale. In questo modo i tecniotrgnno valutare in modo
sistematico l'efficacia di tutte le possibili saluz progettuali, e, quindi, mirare
a minimizzare sia i costi di costruzione di nuovpere sia quelli di
manutenzione delle strutture esistenti. In veritampiego di una simile
modellizzazione dovrebbe spingere gli stessi tecrad ottimizzare |l
funzionamento sia della rete di drenaggio supeaifcche di quella sotterranea
nella fase di progettazione.

'impiego di pluviometri all’interno dei bacini udmi sia considerata una
soluzione alternativa valida per la previsione @slbostamento delle piogge, di
cui tener conto in aree dove i dati radar non samoora disponibili. Infatti i
risultati delle elaborazioni eseguite dimostrerarswme tali strumenti, piu
semplici da installare rispetto ai radar stessi metivi pratici ed economici,
siano particolarmente utili nel prevedere gli spostnti che futuri eventi
meteorici potranno effettuare nell’area monitorata.

Simili informazioni potrebbero essere anche impiegal’interno di modelli
idraulici, precedentemente tarati per la medesimea ali studio, al fine di
individuare le potenziali aree allagabili con un rtge anticipo e,
conseguentemente, realizzare per tempo tutte lerenidi sicurezza previste.

Inoltre lo studio dei risultati, ottenuti consided® un numero decrescente di
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stazioni di registrazione, fornira informazioni enéssanti ai comuni dotati di

budget limitati per l'installazione di simili equaggiamenti.
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1. Sewer flooding background

1.1 Introduction

The fervent urbanization process together withaihgoing climate change favor the
succession of more frequent and intense floodirempmena all over the world.
Historically the attention of media and institutitohas been paid mainly to river or
coastal floods, whereas phenomena associated watthoaded sewerage systems or
inefficient drainage inlets, also known as sewewoding (fig. 1.1), have been
neglected until now (Balmforth et al., 2006).

Overfl
VEO™  Hooding due to lack g
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Overflow by oding due to lack &= /

of capacity of inlets
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Figure 1.1 Schematic representation of the two sewer flogpdituations.

Similarly, in the research field, many studies hdwen directed towards the
simulation of river flooding in urban areas, wherditle interest has been shown
with regard to flooding produced by the inefficignof the drainage system,
presumably because of its greater spatial and teahpariability. These phenomena,
in fact, are closely dependent on the charactesisif the basin at the microscale,
such as street gradient, sidewalks and curb hdigbgraphic discontinuity, etc.

However, such an issue can no longer be ignoredusecof the precarious working
conditions characterizing the existing drainagetesys. In fact, these structures
rapidly reach their maximum capacity and tend toknmressurized even in the case
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of medium storms. Moreover, this situation worsemamatically in developing

countries due to the much heavier local rainfalll dower drainage standards, as

demonstrated by the series of episodes listed below

1983: Bangkok (Thailand) was inundated for nearlynénths and the flood
caused loss of life and infrastructural damage preximately $146 million
(AIT, 1985).

September/October 1996: most of the daily actiwitteDhaka city (Bangladesh)
were nearly paralyzed and heavy traffic jams o@xlidue to stagnant water.
2000: nearly 17,000 telephone lines in Mumbai @ieased to function after
flooding occurred and electric supply was cut off $afety purposes. The water
depth reached 1.5 m at the worst inundated locathmial 15 lives were lost in the
flood.

February 2002: five people were killed in Jakat@dgnesia) as heavy rain
extended floods to the city center, deepening siscivhich forced 200,000
people from their homes and killed 50 nationwidar{§kok Post, 3rd February
2002).

1.2 Causes of sewer flooding

Such malfunctions are primarily related to the atpeeported in the following:

1. Use of simplified methods during the design phd@sese procedures are not able

to simulate the surface runoff realistically: thtiee consequent project and
location of the drainage inlets is wrong. Let ussider, for example, the
situation showed in fig. 1.2: the poor inlet looatior the inadequate efficiency of
the surface drainage system can determine a diffégadrological situation with

respect to the one supposed in the design phasedeethe hydrological limits of
catchments and sub-catchments change.

The hydraulic behavior of the pipes involved in tetchments will also be
different. A certain amount of surface runoff wateroduced in the first

catchment by-passes to the second one and sontee dfotv destined to be

discharged into the AB pipe, will discharge int@ t6D pipe. The AB and CD

pipes, correctly designed according to the claksigdrological and hydraulic
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procedures, will operate differently from as thegravplanned. Specifically, the
first pipe will operate under capacity with respéctits design whereas the

second one could operate with pressurized flows$Bu2009).

e
o

INSUFFICIENT INLET SYSTEM
¥
i

.a"l e RUNOFF DIRECTION
L

i Is

.

T 14

,
N

F, y /‘>
/
e = e e Y et e

- ig " 12
10 ;B T

ASSUMED BASIN LIMIT

Figure 1.2 Distortion of the hydrological catchments dug¢hte lack of an efficient system of

drainage inlets (from Russo, 2009).

Hydrologic risk. The works are usually designed taking as reference a
synthetic rain event characterized by a given retperiod T: therefore no
efficient response of the drainage system shouldxpected if a more intense
event occurred. This assumption is in contrast il citizens expectations
who, since they pay service fees, require theiamdirainage systems to operate
effectively without fear of failure due to weathmnditions. However, drainage
systems designed to cope with the most extremenstonditions would be too
expensive to build and operate. Consequently, tabéshing tolerable flood
frequencies, the safety of the residents and tbtegtion of their valuables must
be balanced with the technical and economic reésins. In this direction the
instructions reported in the European Standard BRlate useful. In particular
this standard, approved by the European Commitie&tandardization (CEN,
1996, 1997), proposes two design procedures detedrby the type of urban
area and traffic infrastructure to be served:
a) Simplified procedureSewer pipes are designed essentially for gravaw fl
by assuming rain input with return periods commtisgetween 1 and 10
years, depending on the area to be served (tap. 1.1
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b) Simulation procedureSewer pipes are designed by using hydraulic models
that enable the resolution of the complete Saimavié equations. Later it is
necessary to verify the flood frequencies obseimethe most critical sites

with the values reported in tab. 1.1.

Design storm frequency” Location Design flooding frequency
EN 7522 (1 in ‘n’ years) EN 7522 (1 in 'n’ years)
lin | Rural areas lin 10

lin2 Residential areas 1in 20

lin2 City centers, industrial/commercial areas— with flooding check, 1 in 30

lin§ City centers, industrial/commercial areas— without flooding check. -

lin 10 Underground railway/underpasses 1 in 50

* For design storms no surcharge shall occur,

Table 1.1 Recommended design frequencies in EN 752.

For sub-catchments up to 200 hectares, the calmoulatay be limited to the
simplified procedure, since the assumption of dya¥iow ensures a safety
margin (although not quantified), which is sufficieto guarantee acceptable
flooding frequencies. In particular, in the absenmie any other specific
regulations, the standard suggests the rationaiuiar for estimating the design
flow, without indicating any criterion for the ewaltion of the critical duration of
the rainfall.

Instead, in the case of larger developments ortiegigirainage systems with
complex hydraulic flow patterns (e.g. with loopackwater effects, etc.), direct
assessment of hydraulic performance by sewer flawulation models is
recommended thus checking flooding frequencies@om@ance with tab. 1.1.
Errors in the execution of the works. The sewewnéts are probably the civil
engineering works characterized by the greatestepigncy between the design
assumptions and consequent realizations. This eaxjplained because, most of
the time, the sewage construction is realizedfiicdlt and dangerous situations,
requiring rapid actions. Therefore few quality cofg can be foreseen.

For example the need to reduce the footprint ardrtipact of the construction
site often force the backfilling of the excavationmediately after the conduit is
laid on the ground, without permitting any contibhe limited knowledge of the

other existing underground networks can also deterrthe need to improvise
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variations in order to cope with various constraiand obstacles that may occur
gradually.

More generally, all these deficiencies are relatedhe poor consideration in
which many construction companies held the sewéworks. They consider
them as low-tech works and therefore ignore alldigaificant effects that poor
construction can determine. In fact, it is impottda underline that sewer
network deficiencies do not cause immediate efféotdshe community, but
chronic repercussions that appear a long time dfter execution, such as
obstructions in the channel sections, structuribpses or flooding (Ciaponi,
2005).

Lack of an adequate management and maintenanceapragf the works that
takes into account any change occurring in thehoa¢nit. In detail such changes
can be, for example, the non-stationarity of thenaed that tends to reduce
significantly the reliability of the works with tiem For urban drainage systems,
this non-stationarity is generally linked to thevelepment rate of the urban area
to be served (fig. 1.3).
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Figure 1.3 Hydrological effects due to urbanization.

In fact, it is clear how an uncontrolled urbaniaatiprocess, determining the
increase of the impervious areas and the reduofidthe surface roughness, will
produce repercussions on the sewer network perfwejabecause of the
increase in the surface runoff and the water veéxcicirculating over the

catchment (the time of concentration decreaseb@sesl in fig. 1.3).
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Generally, the design of any sewage system shduwa@dy take into account
these aspects because the calculation of the déleignis based on the future
scenario that can be foreseen at the moment, esfemring to the existing
planning acts. Nevertheless, these planning a&suauvally characterized by
durations that are inferior to the service lifetloé works. Moreover, they could
be updated later based on new social, economic pafitical requirements,
without taking into consideration the needs of tkheainage network.
Consequently all this determines a progressive loading of the sewerage
systems that have to face demands that were noumisd for in the design
phase (Ciaponi, 2005).

The non-stationarity of the rainfall, owing to chbe changes, is even more
problematic. Climate change is currently the mogiartant environmental issue:
in fact, the dramatic assessments and projectigribebintergovernmental Panel
on Climate Change (IPCC) are well known conceriihggproblem of the global
warming. In particular these projections foreshadigmificant implications also
for the urban drainage system in both quantita{inereased frequency and
intensity of extreme rain events) and qualitatieems (reduction of rainy days
and consequent deterioration of the quality charatics of the runoff, reduction
of the average flow of the receptors), which shob&l partially taken into

account in the design phase.

1.3 Consequences of flooding

Flooding in urban areas owing to the failure oficage systems causes great damage

to buildings and other public and private infrastames. Moreover, street flooding

can limit or completely stop the functioning of ffra systems and has indirect

consequences such as loss of businesses and oppestu

The perception of damage varies from person tooperkspecially Konig et al.

(2002) divides damages from urban flooding int@e¢hcategories:

Direct damage - typically material damage causedidgr or flowing water.
Indirect damage - e.g. traffic disruptions, adninaiive and labor costs,

production losses, spreading of diseases, etc.
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» Social consequences - negative long term effectsa ahore psychological
character, like decrease of property values inueetly flooded areas and
delayed economic development.

In addition further problems may arise from theesypr of diseases such as diarrhea
or Leptospirosis, which can be caused by the bactentained in the urine of rats.
For example, in September 2000 flooding in themedst of Thailand, 6,921 cases
of Leptospirosis were reported, 244 of these ragulh loss of human life (Bangkok
Post, 20th September 2000). These parasites sed¢hmite when urban flooding
occurs regularly. In fact, moist soil provides adeenvironment for worm eggs to
flourish, and water flooding open drains spreadgsdg new victims (Kolsky, 1998).
Today antihelmintica kills parasites, but the paess may gradually develop
resistance to the drug and impose new and moreespveblems. Therefore the best
way to manage parasite problems is to break tHeicycle, that is, to remove their
natural environment by reducing the frequency aandhtibn of flooding. In fact,
Moraes (1996) found that reduced flooding limitkd prevalence of roundworm and

hookworm by a factor of two and hookworm alone bgcor of three.

1.4 Objectives

This PhD project is therefore aimed at investigatime sewer flooding issues since
an efficient working of the drainage system is ergquisite in the modern societies.
Specifically the broader objective of the studyascontribute to an improvement of
urban flood management by enhancing urban drainaggeling and storm motion
forecasting. In order to achieve such scope théoviihg detailed tasks were
performed:
1. Investigation of the various LIiDAR Digital Terraiodels (DTMs) available
for the drainage modeling of a study area.
From literature review it is evident that a grefibt has been made to improve
existing hydraulic models and to develop new omeszertheless, little interest
has been devoted to evaluate the effects of thefuddferent available LIiDAR
DTMs on hydraulic modeling. The research is theeefaotivated by the need to
know how LIDAR DTMs with different detail scale (DAR DSM first, LIDAR
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DSM last and LIDAR DTM bare earth with overlapped buildinggn affect the
hydraulic modeling of drainage networks. Every DTdMn fact characterized by
a variable presence of non-ground surface featsted) as cars, buildings or
vegetation, that will influence surely the hydrauliesponse of the urban
catchment differently. Consequently every dataveat studied by GIS-based
analysis methods, such as calculation of surfapeedsions, in order to evaluate
whether the consideration of all the non-groundtuess is necessary for
hydraulic modeling purposes, or whether the useleks detailed LIDAR DTM,
adequately improved, could be an approachableisnlut

Analysis of improvements brought by a dual drainageroach in simulating the
behavior of a drainage network during extreme eaients, compared to the use
of a conventional methodology.

Another question that justifies the work carried by the author and presented
in the thesis is related to the need of improvingilable urban drainage
modeling. Most of these models are in fact basegdroness simplifications that
are far removed from reality, such as assuming\ithein water leaves the sewer
it is stored in a virtual reservoir and does ndiofe the natural flow paths, i.e.
the effect of local topography is neglected. Thupraach provides a very biased
image of flooding process. Consequently the rebears aimed at quantifying
capabilities and limits of two urban drainage maudgl with diverse
sophistication level. The first one was based oa thassical hypothesis
according to which the drainage system is compaosyl of the sewer system,
that is to consider that stormwater, once entdredséwer system, can no longer
leave this system coming back to the surface. &adstee second one was based
on the dual drainage approach, i.e. it was assutiatdthe urban drainage
system was composed of a surface network and thersaetwork. The
evaluation of the best approach was performed bypeoing the water volume
distributions in the sewer network and the numkfesuscharged sewer trunks
resulting from hydraulic simulations. Specificaltile issues relative to the
development of the most complicated model, th#tesdual drainage one, were
studied in more detail: the influence of buildinggsd DTM resolution on the

surface network definition, and the introduction afteria to be taken into
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account for pond filtering parameters were thedsmleepened through the use
of an innovative methodology, the AOFD tool (AutdimaOverland Flow
Delineation (Maksimo et al., 2009)).

Study of the potentials of a dense network of ganges in forecasting storm
movements for flood prevention purposes.

This research was performed because, currenthhadstfor rainfall prediction
are mainly based on radar measurements. Howevergeaige data are often
available whereas radar data are not. Furthernamtar instruments enable the
investigation of convective cells motion, whereasirgauges data allow the
analysis of the movement of rainfall patterns rdedron the ground, that is
more important for hydraulic modeling. Consequendiorm movement
parameters, velocity and direction, were derived dmalyzing rainfall data
trough available storm tracking procedures. Thehotktproposed by Diskin
(1987; 1990) was tested and, in particular, therexto which the choice of the
reference feature in the hyetograph and the lotadiothe recording stations
inside the catchment can affect the results ofntle¢hodology was studied in
detail. The quality of the elaborations was esteddby comparing the results
obtained with other physical phenomena which ale&ted to storm movement,
such as wind movement data. In particular sta@istamalysis, based on the
computation of the correlation coefficient and raokan square deviation

between storm and wind data sets, were performed.

With the results from the research presented hetesexpected that:

1.

DTM enhancement methods generate hydraulicallyected DTMs that can

potentially lead to improvements in urban pluviabfli modeling.

more realistic simulations of the drainage systeenpgerformed by developing
dual drainage models. In this way engineers coutda minimizing both the

costs of construction of new works and maintenawfcexisting structures by
evaluating systematically the effectiveness oftladl possible design solutions.
Actually, the use of such a modeling will have tasip them to optimize the
working conditions of both the surface and sewdwogks when evaluating

flood control and mitigation measures.
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3. rain gauges are considered as valid alternativesimfiall movement prediction,
to be taken into account in areas where radar memsmts cannot be obtained
yet. In fact the results of the elaborations wilkmbnstrate how such
instruments, that are more approachable than rades for economical and
practical reasons, are very useful in forecastimgrhovements that future storm
events can make in a monitored area. Similar indtion could be also used in
connection with hydraulic models, previously cadifed for the same study area,
in order to evaluate in advance the possible flommhe areas. In addition the
analysis of the results, obtained by consideringeeer decreasing number of
recording stations, will give interesting infornati to municipalities having
limited budget for equipping themselves with an cadde number of such

instruments.

1.5 Thesisoutline

The first chapter provides the background to thes@mt thesis, i.e. it reports the
issues related to sewer flooding. It also expldimesaims and the objectives of the
research and, finally, provides a general methagolof how the project will be
carried out.

The second chapter describes in depth the worktlodraesearchers concerning
urban drainage modeling, especially the dual dggnaoncept and the use of
software, as GIS and AOFD, in similar applications.

The third chapter presents the elaborations peddrfor improving LIDAR DTM
data sets available for hydraulic modeling of tmairthge network of the Liguori
catchment, an experimental site located in Cos@iedg). Moreover the comparison
between the two hydraulic modeling approaches diterse sophistication level is
also reported.

The fourth chapter is a review of the principalrstdracking methods available in
the literature. Moreover the various fields of apgion of such models and the
rainfall data collection requirements are also @nésd.

The fifth chapter exposes the methodology usedstionate the speed and direction

of movement of rainfall events recorded by the demstwork of rain gauges placed
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in London. In particular the analysis performedpagrning the extent to which the
choice of the reference feature in the hyetogramh the location of the recording
stations inside the catchment can affect the residithe methodology, are reported.

Finally, a summary of the conclusions is presemtdde sixth chapter.
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2. Literature review concerning urban drainage modéng

2.1 Introduction

In the first part of the chapter conventional urbdwainage modeling will be
described in order to highlight their limitationparticularly as concerns the
simulation of sewer flooding.

Such limits, usually the cause of the wrong desrthe hydraulic works, have
prompted several researchers to deepen these stadrecent years. In fact, it is
possible to observe that the presentation of newlefsohas increased recently,
especially after the introduction of innovative I®osuch as Geographical
Information Systems (GIS). In detail, GIS tools @enitially employed to derive
urban terrain descriptions and to define parametérsxisting urban hydrologic
models. Along the way, new models based on suchezits and using automatically
defined urban flow paths were developed.

Among these procedures a more detailed report asoificern thedual drainage
concept, according to which the urban drainageesysts composed of two
components: a surface wrajor systemlinked by streets, ditches, and various natural
and artificial channels, and a subsurface sewewxark&tor minor systemSuch an
approach enables the limitations of the classicatieting to be overcome, which
assumes the drainage system to be composed onhe (fewer system, that is to
consider that stormwater, once entered the sevstersy can no longer leave this
system by coming back to the surface.

Although the dual drainage approach is simple ftbenconceptual point of view, its
implementation is quite complex: in fact, the sewgstem is generally known,
whereas the surface network must be defined bydakito account the geometric
characteristics of the study area such as roades)ogimensions of sidewalks,
buildings, etc.

All these issues will be treated in more detathie following paragraphs.
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2.2 Conventional urban drainage modeling

From the 19th century, the larger cities of Ameaca Europe started to consider the
necessity of planning their drainage systems, lscaihe provision of piped
sewerage and flood-free streets was regarded astedgor the quality of urban life.
Especially, the design of storm drainage systemsifioan areas was dominated by
the rational formula reported in eq. 2.1 (Mulvan&850; Kuichling, 1889; Lloyd-
Davis, 1906):

Q. =¢0_ 5=l 0S (2.1)

where

Q. is the peak flow;

S is the draining catchment area ;

- @ is the non-dimensional runoff coefficient, takimgo account all the rainfall

abstractions;

I, is the average rainfall intensity, evaluated bysidering a storm duration

¥

equal to the time of concentration of the catchnignt

This flow rate must be later considered for desigrthe cross section of the generic
sewer trunk by assuming uniform flow conditionsarder to guarantee a correct
gravity flow operation.

The widespread application of this methodology yuessified by its simplicity and
the dimensions of the sewers obtained from theutations, which were affordable,
given the fact that the proportion of impermealieaawas still within reasonable
limits. Nevertheless, since the beginning of thth2@ntury, the use of the procedure
started to determine the estimation of very largeves dimensions due to the
increase of the runoff associated with the urbdimimaprocess. This prompted
designers and researchers to assess the needtparate other physical aspects in
the design process, such as storage routing aruthasged flow. This need was
intensified after the Second World War, when Euawpecities had to be
reconstructed and optimization in the design waessary in order to accommodate

investment within public expenditure.
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Various criticisms have often been expressed onagy@icability of the rational
formula to the complex interaction of social andistural city development with the
urban flow processes. Especially the principaltlicoinsists in the calculation of only
the peak flow, whereas no additional informationaarning the time distribution of
the volume, i.e. the hydrographs, can be obtained.

Its simplifications are so excessive that they dbemable certain affirmation that the
return period associated with the rainfall is theme as the derived flow rates (Artina
et al.,1994). In fact, numerous researches havershioat the return periods of the
flow rates are appreciably smaller than the repenods of the intensity - duration
curves considered for the same flow calculatiorss 15 primarily owing to the fact
that conventional values were attributed to thepeters of the models, because of
the lack of available experimental data (Ciapond aPapiri, 2000). Also the
estimation of the same intensity - duration cumwas not usually correct: the limited
guantity of sub-hourly rainfall data obliged thesgationships to be derived by
extrapolating the function interpolating the maximuyearly values of rain depths
recorded over a range of hourly timescales (1,, 3,26and 24 hours), for the short
durations. Similar approaches have been criticigedarious researchers (Piga et al.,
1990; Barbero and Papiri, 2000) who reported hosvhburly intensity — duration
expression cannot be applied for durations infeéndt5-20 minutes (Ciaponi, 2005).
Other issues concern the hydraulic analysis cawiggdby assuming uniform flow
conditions. It is well known that such an approasans that flow conditions do not
change with position in the stream or with time.féit, it can be applied, strictly
speaking, only in cylindrical riverbeds that arepgld (but not too much) in the
direction of the current and are sufficiently lomNgvertheless, such situations are far
from being verified in the sewer networks, whicle anstead characterized by
frequent temporal and spatial changes of the gegraat flow rates.

Moreover, the uniform flow is not able to take irdocount the geometric sewer
singularities, such as manholes or junction nodelere particular hydraulic
phenomena occur. In detail, if such elements asggded in order to minimize the
energy losses (for example by realizing directitrarges with sufficiently large
curvature radii) the associated local head lossds be& small and could be

considered by increasing adequately the fricti@margy losses (Ciaponi and Papiri,
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1997). Otherwise these local energy losses wileh@vbe taken into account with
appropriate modeling (Ciaponi and Papiri, 2000).

Consequently, sometimes, the calculation was choig by assuming steady flow
conditions in order to overcome the limitations t@med. A steady flow is one in
which the conditions (velocity, pressure and crasstion) may differ from point to
point but do not change with time. This approach tertainly the merit of treating
the sewer network as a "system" whose componensathuinteract. Subsequently,
in this way, it is possible to take into accourdg thackwater effects and the presence
of the geometric sewer singularities. Moreovers throcedure, together with the
representation of the piezometric profiles of theckarged trunks, enables also the
localization of the potential flooded areas.

Nevertheless, sewer flows are generally unsteaelytime-varying, as reported by
many authors (Cunge et al., 1980; Mignosa, 1987)fatt, during intense storm
events, sewer conditions change with time anddhewing situations can occur:

- sewer flow routing against the slope of the conduit

- passage from subcritical to critical flow;

- passage from free-surface to surcharged flow;

- backwater effects due to the presence of obstacltee conduit;

- particular hydraulic phenomena due to the preseocepumping stations,

detention storages or overflow weirs.

Moreover, the steady flow approach proves to bddgaate because it assumes that
the peak flows are present simultaneously in egewyer trunk. This supposition is
unreal and it would determine an oversizing ofwloeks, which can also be relevant
depending on the rainfall input assumed in the utatons (Ciaponi and Papiri,
2000).

Accordingly, afterwards, new approaches were intced (Mignosa, 1987; Artina et
al., 1997): in particular, the most widespread safe used are EPA SWMM,
InfoWorks CS and DHI Mouse. These tools enable nmogl®f the response of the
sewer system to any rainfall input, which can dlsospatially distributed over the
catchment. In this way the uniform and steady ag$ioms are rejected, whereas

sophisticated numerical methods are implementeddar to solve the unsteady flow
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equations. The limit relative to the calculationarfly the peak flow is overcome
because these models enable estimation of the ¢majros associated with a certain
storm event for every sewer trunk. Moreover, thegotation of the rainfall losses is
carried out with more complex methodologies rathigan through the simple

evaluation of the runoff coefficienp.

Such urban drainage models are normally charaetéoz classified to help describe
and discuss their capabilities, strengths, andditioins. There is no universal method
to characterize them, therefore models have beassifed in several ways

depending on the criteria of interest. Examplesclafssifications are given by

Anderson and Burt (1985); Dooge (1977); Larsonle{1®82); Shafer and Skaggs
(1983); and Todini (1988).

In this case the classification by Vernon Knap@la{1991) is reported: especially
this review focused on the following four categerid) Event and Continuous
Simulation Models, 2) Conceptual and Hydrodynamiodels, 3) Lumped and

Distributed Parameter Models, and 4) Models wittteBi, Physically Determined, or

Empirically Derived Parameters.

1) Event and Continuous Simulation Models

Rainfall-runoff models are either event models @ntmuous simulation (CS)
models. Event models typically estimate the ruriafin an individual storm event,
l.e., describing a relatively short period withirethydrologic record. Event models
ordinarily evaluate a partial set of the hydrologiocesses that affect the watershed:
infiltration, overland and channel flow, and pos$gilinterception and detention
storage. Most event models use a constant timevailfevhose value may typically
range from minutes to several hours.

Continuous simulation models operate for a susthiperiod that includes both
rainfall events and interstorm conditions. To lig#tely evaluate the streamflow
during interstorm periods, CS models should incladeitional hydrologic properties
such as evapotranspiration, shallow subsurface, flowd ground-water flow. Also
crucial to these models is an accounting of thé moisture and how it relates to

changes in infiltration. The CS time interval caa @aily, hourly, subhourly, or
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variable. Models that provide only daily simulatiamne not ordinarily useful for
stormwater applications.

When using a CS model, the initial conditions aoemmally set for a time well in
advance of any storm under consideration. The ad&t conditions for a storm are
calculated analytically as a part of the normal elazperation and are sensitive to
the input series of climatological data, not to ithigal conditions. The calculation of
antecedent conditions using a CS model is normedigsidered advantageous
because it does not require subjective evaluabgrike model user.

For an event model, the initial conditions (antex#dsoil moisture, stream and
reservoir levels, etc.) must either be subjectiasgigned by the user, calibrated with
some type of error-reduction procedure, or apprexét by an external procedure.
Of these three approaches, the first two are comrorthe third approach, an
external approximation of the antecedent conditiomesy be obtained using the
preceding climatological time series and applyinthe a simple empirical
procedure or a more complex, explicit accountingyafrologic conditions. When an
explicit accounting procedure and the past clinoafigial record are used to estimate
the initial conditions, the function of the evenbael can approach that of a CS
model. Feldman (1979) suggests that an accounfiagtecedent conditions for use
in a detailed event model can be obtained by usirgjatively simple CS model. The
authors note that the reliability of any estimafetlte antecedent condition is a
function of the appropriateness of the moisturenanting procedures, not whether
these procedures are accomplished internally (éis @5 models), or calculated
independently of the model.

In modeling a long period that contains a humbeflaifds of various magnitudes,
the application of CS models provides more oppdatiesito compare model results
with observed runoff. A long calibration period kita variety of hydrological
conditions increases confidence in model resulisngs and Burges, 1982). Event
models are typically applied to fewer storms, Imgréased confidence can be gained
by calibrating the model to as many storms as ptessi

2) Conceptual and Hydrodynamic Models

The categorization describes the types of equatised in the model to describe the

hydrologic processes. These categories of modelglantified as: 1) "black-box" or
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transfer functions, 2) conceptual models, and IJrdgynamic models. Black-box
models rely upon a statistical correspondence hetvilee model input (rainfall) and
model output (runoff) without relation to any unkjerg physical processes.
Conceptual models are described by Dooge (1977nhadels which are formulated
on the basis of a simple arrangement of a relatigelall number of elements, each
of which is itself a simple representation of a ibgl relationship.” This definition
is sufficiently broad enough to include hydrodynammodels, but conceptual models
usually represent an intermediate level of compbsephistication. Hydrodynamic
models - sometimes also termed physically basedetad@even, 1989) - are also
simplifications of reality and have a certain amtooh empiricism (Haan, 1988).
However, these models are generally based on thst mement physics-based
understanding of the hydrologic processes thatrobmiie runoff response in the
watershed. One of the attributes of the physicedhgsocesses, as explained by
Beven (1985), is that they involve laws and pritespthat can be validated
independently of the model.

In reality, the boundaries between conceptual attddynamic models are fuzzy.
Individual models will normally combine both contepl and hydrodynamic
components. Not all hydrologic properties can bpragented by hydrodynamic
components, which forces all models to have someegatual and empirical aspects.
The predominant manner in which the componentsrardeled results in the overall
classification. For the above reasons, any disoossif differences between
conceptual and hydrodynamic models is not absdiutefalls along a continuum.
Comments related to hydrodynamic models may also alfteibuted to a

hydrodynamic component that is contained withic@n'teptual” model.

3) Lumped and Distributed Parameter Models

The hydrologic parameters used in the rainfall-fiinmodels can be represented in
either a lumped or distributed manner. The lumpmgthod averages the total
rainfall, its distribution over space, soil chametics, overland flow conditions, etc.
for the entire watershed, ignoring all flow-routingechanisms that exist within it.
The expectation is that any minor details of thafedl-runoff process will be

inconsequential, resulting in an "average" floodditbon. Although certain lumped
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parameters may implicitly represent physical atitieés of the hydrologic system,
they cannot be expected to have any direct physitaipretation (Delleur, 1982;
Troutman, 1985). Lumped models can be made to leehavre like distributed
parameter models by adopting a detailed databasdiwaling a watershed into very
small sub-watersheds (Nix, 1991).

Distributed parameters both describe the geographariation of parameters across
the watershed and discriminate between changebkeirhydrologic processes that
occur throughout the watershed. In a fully distrdslimodel, the hydrology of each
small element of the watershed is distinctly sirredato include the hydrologic
interactions with bordering elements. In realitsgrgameters in the distributed models
have to be lumped to a small degree to match tisesgale used for computations
(Troutman, 1985). In addition, the fitting of dibited, hydrodynamic models to
observed streamflow at present is usually accomgdishrough the simplification
and calibration of certain parameters (Bathurst86)9 Therefore, without a
sufficiently detailed database, a distributed maafédctively may deteriorate into a
lumped system model (McPherson and Zuidema, 19&ver 1989).

A third approach simulates the hydrologic procedsesa discrete number of land
use and soil types. A land use and soil type coatimn, termed a hydrologic
response unit (HRU), may occur in numerous location the same watershed;
however, the hydrologic response is modeled fos tambination only once, and
this response is assumed to be homogeneous flacations having that HRU. The
HRU parameter approach is used in many rainfalbffumodels (for example,
HSPF, SWMM, and PRMS) that are commonly considatstlibuted parameter
models. Depending on how the watershed is parétipreither the hydrologic
response from each HRU is assigned to individuamehts throughout the
watershed, or the responses from several HRUs @meted and aggregated to
represent the lumped response from a sub-watershed.

Within the framework of any individual model, thevel of distribution can be user-
controlled. James and Robinson (1985) state tleabfpropriate extent to which a
modeler chooses to distribute the parameters shaepend upon the objectives of

the study and the available data, time, and money.
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Many studies (Larson et al., 1982; Beven, 1985;c@4let al., 1990) suggest that
distributed parameter models are desirable becthigsehave the greatest potential
for use in describing land use change, water-quatibdeling, and forecasting on
ungaged watersheds. These advantages assume d¢hpartimeters of distributed
models are more physically realistic than the luthmeodel parameters, which
should be the case when the model is well desighezlitman, 1985). Distributed
parameters have the potential to be physicallypnged and, when this is the case,
greater confidence can be placed in the use ofrtbdel for prediction of flows
(James and Burges, 1982; Troutman, 1985). One methst distributed parameter
models have not seen widespread use is the avigyladfidetailed databases. Future
improvements in data acquisition, including thelegapion of GIS, will likely lead to

more extensive use of distributed and HRU paranmetefels (Toms, 1989).

4) Models with Fitted, Physically Determined, or fiincally Derived Parameters
Parameters for rainfall-runoff models can be 1jedit through calibration, 2)
determined from field measurements, or 3) empigidaed. Fitted parameters, set
in the calibration process, typically have no dittbr no physical interpretation.
Physically determined parameters are derived froneasurable watershed
characteristics such as slope, channel width, hjidra&onductivity of soils, etc.
Measured values may not always produce the besltseshen used directly in a
model. Thus, some physically determined parameteag be adjusted during the
calibration process and are not necessarily equéhd measured variables. But to
maintain the physical relationship these parametkaild be similar in magnitude
and behavior to the measured values.

The use of fitted versus physically determined pext&rs is a major issue in the
application of rainfall-runoff models. Fitted paratars are less likely to be
consistent from one data set to another, and mololaisise these parameters are less
appropriate for extrapolation (Larson, 1973; Gaul &urges, 1990). In general,
lumped models and most conceptual models use fideameters. However, Larson
et al. (1982) indicate that fitted parameters camakeably be transferred for use on
ungaged watersheds. Thus, empirically derived par@mmethods (described below)

are often used with the lumped conceptual modelsirigaged sites. Distributed and
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quasi-distributed conceptual models can use a amatibn of fitted, physically
determined, and empirical parameters. Distributgdrddynamic models primarily
use measured or physically determined parametetis, ssme empirically derived
parameters.

Empirically derived parameters are developed byrdgession analysis of either
fitted or physically determined parameters. Empitcderived parameters may vary
in the amount of physical interpretation that caralsociated with their values. This
category of parameters includes the Soil Consemalervice (SCS) runoff curve
numbers that were developed for estimating rairésses on ungaged watersheds.
Many of these empirically fixed relationships asguired for parameterization of
selected components in all models, including theleto that are more physically

based.

Generally, all these urban drainage models andhaéollowing processes (fig. 2.1):

watershed precipitation; rainfall losses; overlandace runoff; sewer network flow.

evaporation rainfall evapo-transpiration
3 -
A J A 4
impermeable surfaces permeable surfaces
surface retention surface retention

permeable surfaces
infiltration
impermeable surfaces permeable surfaces
overland flow overland flow

A 4
catchment
outlet

Figure 2.1 Common urban drainage modeling procedure.
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2.2.1 Watershed precipitation
Two basic classes of precipitation inputs can bedus rainfall-runoff models: 1)

historical precipitation; 2) synthetic precipitatio

1) Historical Precipitation

Historical precipitation is commonly used in CS ralzdto extend the total runoff

record, which includes the annual series of peakwdl In this procedure,

simultaneous rainfall and runoff records are usedalibrate the model. The rainfall
record from an extended period is then used as hngulét, and the model simulates
a corresponding sequence of runoff.

The greatest advantage in the use of historicaliptation to analyze stormwater
response is that it presents a variety of scenafid®th antecedent conditions and
precipitation intensity within the storm. This helprovide an understanding of the

types of storms that are likely to result in sevitmeding.

2) Synthetic Precipitation / Design Storms

Design storms are synthetic rainstorms of a predeted quantity, duration,
temporal distribution, and frequency. They are lguzsed on either a geometric
function of rainfall versus time (for example, theniform and triangular
distributions), or on temporal patterns based oe thtensities of observed

precipitation (fig. 2.2).

250 T
:ll T =10 wears

200 \
150

i |
(mim/h) 1 \ —— Chicazo hystograph
Uniform hwvetograph

Triangular hvetograph

[o=]
L
Led
Le

Lh
=

0 0,5 1 1.5 2
t(h}

Figure 2.2 Different kinds of hyetographs evaluated for kheie rain gauge (from AA.VV., 2004).
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The synthetic design-storm hyetographs that areldped using observed rainfall
intensities can be representative of either "awv&rag "extreme" storm events. Most
of the rainfall distributions based on observedvige@infall - such as the HEC-1
Standard Project Storm (U.S. Army Corps of Engiae&B90), SCS Type-Il storm
(U.S. Soil Conservation Service, 1972), and Chiaagthod (Keifer and Chu, 1957)
- arrange the periods of most intense rainfallnst they are nested in the center (or

other portion) of the storm.

In both synthetic and historical precipitations thainfall input is normally
considered as spatially uniform (from one rain gaogly or as the average of the
values recorded by the available rain gauges) Isecawrrently, it is difficult, or at
least expensive, to obtain reliable rainfall resond urban scales due to the high-
density of rain gauges required and/or the investrmequired to install a weather
radar. However it is important to underline thaatgd variability affects modeling
results in both large and small (urban) catchmesdsstated by many researchers
(Faures et al., 1995; Goodrich et al., 1995; Woand Sivapalan, 1999; Lau and
Sharpe, 2004; Pechlivanidis et al., 2008). Sucleaspwill be treated in more detail

in Chapter 4, where storm tracking methods wilpbesented.

2.2.2 Rainfall losses
The term rainfall loss refers to that portion oé tlotal rainfall that fails to directly
result in storm runoff. The rainfall losses are phenary determinant of the amount
and distribution of runoff that result from an iwdiual storm.
The estimation of the rainfall loss is considergarany to be the most complex, and
possibly least studied, component in the rainfatleff process. Aron (1982) has
considered rainfall losses to be the weakest Imkhe proper estimation of runoff;
and others, such as Yen (1982), have stresseththatudy of rainfall losses should
be given considerably more attention.
Rainfall losses can be divided into three proceskethe interception of rainfall by
plants, 2) the retention and storage of water ipr@ssions, and 3) infiltration of
water into the ground. Together, interception apgression storage are significant
factors in the overall water budget. However, trdiion is frequently the only

process of the three to be simulated in rainfatlefti models, especially with event
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models. There are two reasons for this type otrireat: 1) infiltration is the major
rainfall loss during heavy accumulations of raihfahd 2) the interactions between
the various rainfall loss processes are not easjparated except through the use of
detailed field studies.

In the following the infiltration and depressioroisige processes will be treated in

more detail because of their widespread impactldgpes of modeling.

2.2.2.1 Infiltration

= Horton model
The Horton equation models a decreasing rate dfratfon over time, which

implies that the rate of infiltration decreasestl@s soil becomes more saturated

(fig. 2.3).

Figure 2.3 Horton’s infiltration model

For conditions in which the rainfall intensity ibvays greater than the infiltration
capacity (that is, the rainwater supply for inéilion is not limiting), this method

expresses the infiltration rate as:

fo=f,+(f,—f,)&" (2.2)

p
where:

- f, is the infiltration rate at time[mm/h];

- f_ is the constant or equilibrium infiltration ratitea the soil has been saturated

00

(t = ), also known as minimum infiltration rate [mm/h];

- f, is the initial infiltration ratet(= 0) or maximum infiltration rate [mm/h];
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- a is the decay constant specific to the soif] [s

- t is the time [s].

The parameters of the Horton’s equation depencherstil type and the relative
cover. In the literature there are several avalalbhbles based on soil
characteristics. Especially, in this case, the eslproposed by ILLUDAS model
(tab. 2.2) and ASCE handbook (tab. 2.3) are givVém first ones are referred to
the soil classification by the Soil Conservatiom/&= (tab. 2.1).

Group Meaning Saturated Conductivity [in/hr]

Low runoff potential. Soils having high infiltratio rates
A even when thoroughly wetted and consisting chieflgeep, = 0.45
well to excessively drained sands or gravels.

Soils having moderate infiltration rates when thmily
wetted and consisting chiefly of moderately deepdéep,
B 9 ) y o Y pj P 0.30-0.15
moderately well to well-drained soils with modehatiine to

moderately coarse textures. E.g., shallow loesslystbam.

Soils having slow infiltration rates when thoroughvetted
and consisting chiefly of soils with a layer thatpedes
C 9 Y ) .y p|e 0.15-0.05
downward movement of water, or soils with modersafizle

to fine textures. E.g., clay loams, shallow sargni.

High runoff potential. Soils having very slow infétion
rates when thoroughly wetted and consisting chieflglay
soils with a high swelling potential, soils withparmanent
D ] 9 ) -g P he 0.05 - 0.00
high water table, soils with a clay-pan or claydagt or nea
the surface, and shallow soils over nearly impersip

material.

Table 2.1 Hydrologic Soil Group Definitions by Soil Consgation Service (SCS, 1972).

soil To T k
type {(mm/h) (mm/h) (hh
A 250 25 2
B 200 12,5 2
c 125 6,5 2
D 75 2,5 2

Table 2.2 Values of the Horton’s parameter by ILLUDAS.
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permeability level of the soil
(mm/h) (mm/h) (b
high 117 17 5,34
medium 76 13 414
poor 76 [ 414

Table 2.3 Values of the Horton’s parameter by ASCE.

It is possible to note that the trends of the Hog@quation are clearly discordant
for the two groups of parameters (fig. 2.4): espl&giin most cases, the ILLUDAS
values are higher than ASCE ones. The differengghtrbe justified by the fact
that the values proposed by ASCE are relative sagdeconditions, therefore they
tend to be conservative. Whereas the values recochedeby a simulation model,

such as ILLUDAS, should refer to average conditions
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Figure 2.4 Different trend of the Horton’s equation betw&&CE (a) and ILLUDAS (b).

» Green — Ampt model
This method assumes that a sharp wetting frontsixighe soil column, separating
soil with some initial moisture content below fraaturated soil above.

The infiltration ratd (mm/h) can be calculated as follows:

_ pld
f(t)=f, [EH%j (2.3)

where
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f. is the saturated hydraulic conductivity [mm/h];

@ is the suction head at wetting front [mm];

0 is the moisture or water deficit, that is the eliffince between the saturated

moisture contené& and the initial moisture contegt[-];

F is the total infiltrated volume between the suefad the soil and the wetting

front [mm].

Also the parameters of the Green — Ampt model dégenthe characteristics of
the soil (tab. 2.4).

Soil Texture Class | [in] | ¢ [in] | s [] | 6i[-]

Sand 4.74 1.93 0437 | 0.062
Loamy Sand 1.18 240 | 0437 | 0105
Sandy Loam 0.43 433 0.453 0.190
Loam 0.13 3.50 0.463 0232
Silt Loam 0.26 6.69 0.501 0284
Sandy Clay Loam 0.06 866 | 0398 | 0244
Clay Loam 0.04 827 | 0464 | 0310
Silty Clay Loam 004 | 10.63 0471 0.342
Sandy Clay 0.02 9.45 0.430 | 0321
Silty Clay 002 | 11.42 0479 | 0371
Clay 001 | 1260 | 0475 0378

Table 2.4 Green - Ampt parameters by Rawls et al. (1983).

= SCS Curve Number
The Curve Number Method was originally developedtly Soil Conservation
Service (Soil Conservation Service 1964; 1972) donditions prevailing in the
United States. Since then, it has been adaptedrditoons in other parts of the
world.
The Curve Number Method is based on the followitgrmmena. The initial
accumulation of rainfall represents interceptiogpréssion storage, and infiltration
before the start of runoff and is called initialsalction. After runoff has started,
some of the additional rainfall is lost, mainly tine form of infiltration; this is
called actual retention. With increasing rainfétlle actual retention also increases
up to some maximum value: the potential maximurentbdn. To describe these

curves mathematically, SCS assumed that the rataztaal retention to potential
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maximum retention was equal to the ratio of actuabff to potential maximum
runoff, the latter being rainfall minus initial d@kection. In mathematical form, this

empirical relationship is

o
I
wlmn

(r.4

where

F is the actual retention [mm];

Sis the potential maximum retention [mm];

Q is the accumulated runoff depth [mm];

P is the accumulated rainfall depth [mm];

l4 is the initial abstraction [mm].

Figure 2.5 shows the above relationship for centaines of the initial abstraction

and potential maximum retention.

1

Figure 2.5 Accumulated runof@ versus accumulated rainf&llaccording to the Curve Number
Method.

After runoff has started, all additional rainfaledomes either runoff or actual
retention (i.e. the actual retention is the diffexe between rainfall minus initial

abstraction and runoff).
F=P-1,-Q (2.5
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Combining equations (2.4) and (2.5) yields
(P-1)°
- a 2.6
Q P-1,+S (2.6)
To eliminate the need to estimate the two variableand S in eq. (2.6), a
regression analysis was made on the basis of redwadnfall and runoff data from
small drainage basins. The data showed a large r@mot scatter (Soil

Conservation Service, 1972). The following averagationship was found
|, =0.2[8 R.7
Combining equations (2.6) and (2.7) yields

P-0.2[8)
Qz(—) for P> 0.285 (2.8)
P+0.8[8B

Equation (2.8) is the rainfall-runoff relationshiysed in the Curve Number
Method. It allows the runoff depth to be estimatesim rainfall depth, given the
value of the potential maximum retenti@ Such parameter mainly represents
infiltration occurring after runoff has started.i$ hnfiltration is controlled by the
rate of infiltration at the soil surface, or by thete of transmission in the soll
profile, or by the water-storage capacity of thefi, whichever is the limiting
factor.

The potential maximum retenti@has been converted to the Curve Nun®idin
order to make the operations of interpolating, agerg, and weighting more

nearly linear. This relationship is

\ = 25400

= 2.9
254+ S (2.9)

As the potential maximum retentidd can theoretically vary between zero and
infinity, equation (2.9) shows that the Curve Numi@N can range from one
hundred to zero depending on the land use, lamdinient, hydrological condition,
hydrological soil group, and antecedent soil meestoondition in the drainage
basin (tab. 2.5).
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Curve Number by
Hydrologic Soil Group

0
Description ms(;?\%ﬁu/so Typical Land Uses
A B C D
. . . . i ] | -/ Multi-family, Apartments
L‘ ’ 1
Residential (High Density) 65 77 8% 90 9z Condos, Trailer Parks
N . -
Residential (Med. Density) 30 57 72 81  gg ongdle-Family, LotSize Vs
to 1 acre
Residential (Low Density) 15 48 66 78 g3 OSngle-Family, Lot Size 1
acre and Greater

Strip Commercial,

Commercial 85 89 92 94 95 Shopping Ctrs,
Convenience Stores

Light Industrial, Schools,

Industrial 2 81 88 o1 93 Prisons, Treatment Plants
Disturbed/Transitional 5 76 8t 89 91 Gravel Parking, Quarries,
Land Under Development

Agricultural 5 67 | 77| 83| 87 Cultivated Land, Row |
crops, Broadcast Legumes

Parks, Golf Courses
— C A ' 1
Open Land — Good 5 3¢ 61 4 8a Greenways, Grazed Pastuie

Meadow 5 30 58 71 78 Hay Fields, Tall Grass,
Ungrazed Pasture

Woods (Thick Cover) 5 30 55 70 77 Forest Litter and Brus_,h
adequately cover soil

Light Woods, Woods-Gras$

Woods (Thin Cover) 5 43 65 76 82 combination, Tree Farms
. Paved Parking, Shopping
Impervious 95 98 98 98 98 Malls, Major Roadways
| Water Bodies, Lakes,
Water 100 100, 10C, 100 100 Ponds, Wetlands

Table 2.5 Curve Numbers for Hydrological Soil-Cover Comqie for Antecedent Moisture
Condition Class Il and,E 0.2 S (after Soil Conservation Service 1972).

2.2.2.2 Depression storage
In most cases, runoff is caught in small terraiprdssions which play an important
role in flood dynamics (Maksimo¥i and Radojkov, 1986). Nevertheless the

determination and quantification of depressionajeris not an easy task, because
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infiltration and surface water storage occur siamgiously (Kamphorst and Duvali,

2001), as already stated. Additionally, depressibapes can be complex and the
uncertainties of terrain representation shoulddieneglected.

However, according to Maksimayviand Radojkowi (1986), the depression storage
supply can be commonly defined by the equation as

_(le_Fe)

s=(i-f)e * (2.10)

where

s is the depression storage at titne

I is the rainfall intensity;

f is the infiltration capacity (determined by Haort® equation);

le is the total accumulated rainfall up to time

Feis the total accumulated infiltration up to time

S is the depression storage capacity parameter.

The values ofS; for different types of overland surfaces can abso found in
Maksimovi and Radojkowi (1986). These values have to be corrected for

impervious surfaces due to wetting.

2.2.3 Overland surface runoff
After subtraction of the losses, the net rainfalkriansported on the surface until it
enters the sewer system. In particular, initiadyn water starts to accumulate on the
surface. When the amount of water is small and ghdace tension effect is
predominant, the water may be held as isolated witk®ut occurrence of flow. As
rain water supply continues, the surface tensionnmalonger overcome the gravity
force and the momentum input of the raindrops altmg slope of the surface.
Consequently the individual water pots merge aod 8tarts downslope (Yen 1986).
According to Akan and Houghtalen (2003), such areatlflow is a special type of
open-channel flow with very shallow depth; all etjpras developed for open-
channel flow remain valid, however there are a #alditional considerations that
need to be addresseReynolds numbe(the ratio between inertial and viscous
forces) values are usually small due to the shall@ater depths: consequently the

regime should be classified as laminar. Nevertiselibere are other phenomena that
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affect this process, such as the impact of raimfiadps and flow obstructions (rocks,
grass, and litter) which introduce flow disturbasiceontinuously. Moreover,
afterwards, overland flow tends to converge to aaef preferential flow paths,
increasing the flow depth. Accordingly, for the ttepange encountered in urban
surface runoff, this flow can be laminar or turlni|esubcritical or critical, stable or
unstable.

Mathematically such unsteady flow can be accuratelcribed by the Saint Venant
equations. This pair of equations of the hyperbigipe, also known as shallow water
wave equations, consist of the mass (2.11) and mmeconservative equations
(2.12):

d_Q i 22 y: —
— +dx( AJ+QA% gA{i- J) (2.12)
where

2Q

- E is the local acceleration term;

J(Q?
A

d_ —j is the convective acceleration term;
X

- g? is the pressure force term;
X

- gl isthe gravity force term ;
- gl is the friction force term;

- X is the longitudinal distance;

-t isthe time;

- Qisthe flow rate;

- A is the cross-sectional area of channel segment;
- is the lateral inflow per unit length;

-y is the channel depth;

- 1 is the slope of the land surface;

- | is the friction slope;
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- g is the gravity acceleration.

In detail such equations are based on the followssumptions (Havlik 1996):

- unsteady flow in open channels is one dimensional;

- the fluid is homogenous and incompressible;

- the pressure distribution is hydrostatic;

- the longitudinal axis of the channel is approxindads a straight line. The channel
is prismatic, i.e. the channel cross-section amddtmannel bottom slope do not
change with distance. The variations in the cressi@en or bottom slope may be
taken into consideration by approximating the clehras a series of several
prismatic reaches;

- the average channel slope is small and the chédmukis fixed, that is the effects
of scour and deposition are assumed to be negdigibt flow routing);

- friction can be described by using the steady-staséstance laws, such as the

Manning equation.

The solution of the mass and momentum conservaiipetions can be obtained
numerically. Conventionally the finite differencgppmoach or the method of
characteristics are employed. Especially finitéedldnce methods can be divided into
explicit and implicit schemes, of which the formere easier to program, but may
require very small time steps for numerical st@pHiCourant condition (Chow et al
1988, Havlik 1996).

However, in practical sense, the use of the fuihtS¥enant equations to solve
individual cases of urban overland surface flowetlom justifiable. Computational
cost is far less a constraint for the use of thegeations as compared to the
requirements on the detailed catchment and raid&h. Thus simplification of the
equations is required in runoff simulation applicas. These are based on certain
assumptions that allow simpler approximations o thomentum equation for
modeling unsteady flow. If local and convective eecation can be neglected, then
the diffusion wave simplification is valid. If bastater effects are also negligible,
then omission of the pressure force term in eqnafidl?2 is justified and the

kinematic wave simplification becomes valid (Scleut al., 2002).
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Table 2.6 presents the simplified flow routing migdeased on the simplification of

the Saint Venant equations.

Flow routing model Force terms
Local Convective Pressure Gravity Friction
acceleration acceleration force force force
term term term term term
A¢ a |r. 9_13 I 5
ﬁz ‘.8-:: - g(%i{' .gsa Q'Sf
Full dynamic (DM) X X X X X
Convective dynamic - X X X X
Diffusive (NM) - - X X X
Kinematic (KM) - - X X

Table 2.6 Flow routing models based on the Saint Venanagons (from Leitdo, 2009).

In overland flow analysis, kinematic and diffusiomodels are those with most
practical application, among the simplified flowutimg models (Maksimo¥i and
Radojkovt, 1986). The kinematic model is the simplest moad#ich can be used to
simulate uniform flow and steady conditions. Thisdal assumes that gravity and
friction forces balance each other, ignoring alhest terms of the momentum
conservative equation. In this way it is possildentodel only the translation of a
travelling wave. Instead the diffusion model netgethe local and convective
acceleration terms but incorporates the pressune, teo can take into account the
effects of non-uniform flow. This simplified modelan be used to calculate
translation, wave attenuation and backwater effects

Radojkociv and Maksimo¥i(1987), based on the works by Morris and Viera8(1)9
and Viera (1983), carried out a statistical analysi assess the applicability of the
kinematic and diffusion models for shallow overldimv. The results obtained by
these simplified models were compared with theltesalculated using the dynamic
model (i.e. the full Saint Venant equations). Thedistical analysis was carried out
using a dimensionless form of the Saint Venant gojs based on the valuesof
(eq. 2.13) ands* (eq. 2.14), known as the dimensionless Froude G@dmetric

numbers, respectively.

Fr=_ % (2.13)

X [/ gCh,
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where

- h, is the maximum depth;

X, Is the reference length;

i is the slope surface;

g is the gravity acceleration.

* —

0, Is the maximum lateral inflow;

g, 0/,

i, is the normal effective rainfall intensity;

(2.14)

The results obtained, presented in fig. 2.6, demnatesl that simplified models can

be used in a large number of flow conditions.
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Figure 2.6 Regions of applicability of the kinematics (KMliffusive (NM) and dynamic (DM)

models for computation of overland flow (reprodudexin Maksimové, 1996).

More recently other researchers reported similaulte. In detail, Ball e Alexander

(2006) carried out experimental works in two roatcbhments in Sidney (Australia)

to model street surface runoff. They also found tha results obtained using the

kinematic wave simplification to model runoff orexsurfaces matched many of the

recorded flows.

Alternatively, the modeling of the overland surfaoeoff can be also carried out by

conceptual or hydrologic models, that are basetherprinciple of conservation of

mass and a second function, which usually defineslaionship between stage,
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storage, and discharge. Such approaches wereypartycapplied in the past since
the lack of powerful calculation tools forced theeuof less detailed models for
similar applications.

The most used conceptual routing methods are H)hydrograph model, 2) time-

area model, 3) reservoir model.

1) Unit Hydrograph model
It is based on the premise that a unique and timarant hydrograph results from
effective rain falling over a particular catchmeRbrmally, it represents the outflow
hydrograph from a unit depth (generally 10 mm) #éctive rain falling uniformly
over a catchment at a constant rate for a unittidur®.
Once derived, the unit hydrograph can be used nstoact the hydrograph response
to any rainfall event based on three guiding pples:
» Constancy: the time base of the unit hydrograptoisstant, regardless of the
intensity of the rain;
« Proportionality: the ordinates of the runoff hydragh are directly proportional
to the volume of effective rain;
e Superposition: the response to successive blocksffettive rainfall, each
starting at particular times, may be obtained hyming the individual runoff

hydrographs starting at the corresponding times.

2) Time-Area model
The time-area diagram is a special case of unirdgdph (Butler and Davies,
2006). Especially it can be obtained:

* by delineating lines of equal flow ‘travel time's@ichrones) to the catchment
outfall. It is clear that the maximum travel timepresents the time of
concentration of the catchment itse).(

* by summing the areas between the isochrones sottithatesponse of the

catchment can be defined to any rain input.
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3) Reservoir model

The flow is modeled by conceptually routing it thgh a series of linear reservoirs,
thereby achieving attenuation of the wave (Viessetaal., 1989).

The stage-discharge relationship is usually conmtputem information on the
channel control, such as by estimating spillway ffagents. In most natural
channels, this relationship must usually be caldatdrom observed discharge. An
exception is the Muskingum-Cunge method, whoserpetrers are physically based

values.

2.2.4 Sewer network flow

The hydraulic processes of the sewer networks easirbulated in more detail rather

than catchment processes because the sewer gedmeiryshould be completely

known and the hydraulic phenomena occurring, atjhcabundant and complex, are
undoubtedly less numerous. This means that overtamthce runoff is usually
simulated by conceptual models, whereas the roatirige sewer flow is commonly
analyzed by physical-based approaches, i.e. bygudgie mass and momentum
conservative equations.

Nevertheless it is important to underline that suibdtailed procedures find

difficulties in modeling the transition phase beg&weopen-channel and surcharged

flow. In fact, in similar conditions:

- the discharge-depth relationship is not unique. Wetconsider the relatively
simple case of steady flow in a circular pipe asesaample. The dimensionless
discharge-depth relationship for steady, uniforrperechannel flow and the
discharge-piezometric pressure gradient relatigngi steady uniform flow in a
closed conduit is shown schematically in fig. 2lid.the open-channel flow
regime, the maximum discharge does not occur atémhh equal to the pipe
diameterD. It occurs at approximately = 0.94 D varying slightly depending on
the Reynolds number of the flow. This decreaseistchdrge when the pipe is
nearly filled is due to the rapid increase in wettpeerimeter a$ approache®,
and the consequent increase in the pipe boundsistaace to the flow. As shown

in fig. 2.7, the relationship between the dischaegel depth or piezometric
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gradient is unique above point E or below poirBetween points J and E a given

discharge can have different depths or piezomgteadient.
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Figure 2.7 Discharge rating curve for steady flow in a glez pipe (from Yen and Pansic,
1980).
- rapid changes of the physical parameters occuly Tdgpiire the use of very short
time steps in order to solve the process equatiomssequently the calculation

becomes more computationally demanding.

Almost all the models overcome these issues by tadpphe “Preissmann slot”
techniqgue (Preissmann and Cunge, 1961). In thisadethe surcharged pipe flow is
artificially converted into open-channel flow bysaming the existence of a slot on
top and along the full length of the pipe (fig.)2.8

However the slot width), has to be sufficiently narrow so that its volumse
negligible, but without generating computationalbglity problems. In particular the

following condition must be respected:

1<l, =22
a

(2.15)

where
- a is the sound celerity in the water, depending o features of the liquid and

conduit;
- Q is the cross-sectional area of the pipe;

- g is the gravity acceleration.
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Figure 2.8 Preismann slot (from Yen and Pansic, 1980).

2.3 Limits of conventional urban drainage modelsin sewer flooding
analysis

The use of the rainfall-runoff methods describedvabis common in the majority of
urban drainage modeling software. However, thepeoaghes are far too simple to
appropriately model the behavior of an urban dgenaystem during flood
conditions, as stated by Allitt (2001) and Maksindoand Prodanovi(2001). In fact
they ignore the fundamental concept on which tlaitional urban hydrology is
based on, i.e. the interaction between the surfateork (linked by roads, sidewalks
and other features of the urban landscape) wittbtimeed drainage system (Butler e
Davis, 2000). For example, in previous versionsM@®USE (DHI, 2000) and
Infoworks CS (Wallingford Software, 2006), floodwatis treated as a stagnant
volume which is temporarily stored in a virtualeesir above the surcharged model
node (manhole or sewer inlet). Especially, as shimwirg. 2.9, this water will then
return to the sewer system when the system has agaiugh capacity to carry out
the stored volume (Mark and Djordjéyi2006). In this way the surface inundation

depth is finally determined by conceptual volumettigating curves.
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sewer fiow mal

Figure 2.9 Simulating approach followed by conventionalamlidrainage models (from Hsu et al.,
2002).

Although such a modeling of the drainage systemyiala acceptable outcomes, it
is inadequate during heavy storms because theameeflow occurs not only from
direct runoff (i.e. rainfall) but also from surclgad sewer networks, that is it is
unthinkable that stormwater, once entered the seystem, cannot leave this system
and return to the surface. For this reason, themajicle processes illustrated in fig.
2.1 are not suitable to represent realisticallysiaeer flooding.

Accordingly, afterwards, further modeling approaciwere developed. In detail,
initially, such procedures treated the water in seever system and on the ground
surface separately, i.e. they assumed that théawge-induced overland-flow could
not return to the sewers, as shown in fig. 2.10

overland flow model

==y

Figure 2.10 Simulating approach based on the separation cfuthgharge-induced overland-flow

and sewer flow (from Hsu et al., 2002).

A typical example is the model developed by Hsale(2000) that will be briefly
reported in the following. The authors linked a @dex 2D diffusive-wave surface
flow model to components of the EPA SWMM model @anpgumping station model
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to generate detailed dynamic information of surghanduced surface flooding in
Taipei, Taiwan.

The parameters of the model were calibrated andiedrfor discrete storms, in
particular the storm event relative to the typhafeb (13" October 1998) was
studied in more detail. This rainfall event, reaady two rain gauges located inside
the Taipei basin plain, was characterized by d taiafall of 400 mm, a duration of
30 h, and a peak rainfall intensity of 41 mm/h.

There were no precise records of inundation areasdepth changes during the
event. However, inundation zones in Downtown Taipiich are plotted in fig. 2.11
(a), were established by the Taipei Government #fiteevent.

The simulation results are also shown in fig. )1

(@)

m Inundated Area
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Figure 2.11 (a) Surveyed inundation zones of Downtown TaipeiTigphoon Zeb. (b) Simulated

inundation zones of Downtown Taipei for Typhoon Zeb

56



The comparison between the simulation results hrdstirveyed inundation zones
reveals that most inundation situations were wglugated, consequently such a
modeling should be assumed correct. Neverthelese ttesults are right because the
Taipei basin is flat, in fact the average elevatbthe area is only four meters above
the mean sea level and its ground elevation deeseaddly northward with a slope

of approximately 0.1%. In similar situations its8ll acceptable to consider that the
surcharge-induced overland-flow could not returnihi® sewers, because it has little
influence on the simulation accuracy. Instead,rémions with local depressions, a
bidirectional interaction between surface runoffl ®ewer flow must be considered,

l.e. the water does not only overflow from the darged sewers but may also flow
back to the sewers (fig. 2.12). Otherwise, if th@secesses are neglected, the
surcharged water would be shown as accumulatirigardepressions and unable to

drain, and the flood extent would be overestimated.

overland flow model

sewer flow model

Figure 2.12 Bidirectional interaction between surface runoffl aewer flow (from Hsu et al., 2002).

Just Hsu et al. expressed such considerationsath@nresearch faced in 2002: in
particular this study improved on the previous mation model by coupling the
overland and sewer flow models. As shown in figl22.the improved urban
inundation model allowed for the surcharged waterrdenter the sewer system
through manholes which were unsurcharged.

In this case the model was tested by simulatingltduels occurring in Mucha area,
located in the southern part of Taipei City, asesult of the Typhoon Xangsane
(November 2000). This rainfall event was charazestiby a total rainfall of 504.5
mm, a duration of 24 h, and a peak rainfall intgnsf 68 mm/h.

There was no measuring equipment to record thedemion area or water depth

during the flood. However, also for this situatioimne inundation zones were
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surveyed and delineated by the Taipei City Goventnadter the event. The flood
extent established by the post-event survey istitted in fig. 2.13 (a) and the
simulated result by the improved model is showfign2.13 (b).

. (a)
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Figure 2.13 (a) Surveyed flood extent from the Typhoon Xangsarent. (b) Simulated flood extent
and depth during the Typhoon Xangsane event.

The inspection of simulation results and surveymaghdation zones revealed that
most of inundation situations were properly simediaby the model.

The authors compared also the temporal variatidnsotal inundation volumes
predicted by the two developed models in ordeneduate if there were differences
between the findings. Figure 2.14 shows that thikeeanodel’s failure to simulate
surcharged water reentering the sewer system eesuit over estimation of total

inundation and flood duration.
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Figure 2.14 Comparison of total cumulative inundation volumevafcha area during the Typhoon

Xangsane event.

In particular, by using the improved model, the maxn inundation depths were
predicted to be shallower in upstream local deprass Instead, in depressions with
upstream manholes, the surcharge could be incrdnséte flow that reentered the
sewers at upstream inlets which were unsurchayed:xample of this behavior is
reported in fig. 2.15, which compares the inundatiepth hydrographs calculated
by the two models for a local depression, marke# iasfig. 2.13 (b).
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Figure 2.15 Comparison of the inundation depth variation ahpAiduring the Typhoon Xangsane

event.

The figure shows that the improved model predicedller inundation depth than
the earlier model during all the storm duratione da the fact that water could be
drained out through inlets when the sewer capagiy available, except for the time
range comprised between the 18th and 27th houralfesdy stated, this strange
result was justified by the sewer system interactim fact the upstream conduit
discharge increased due to the runoff that flowbbagk to sewers at upstream

unsurcharged inlets from overland flow caused heosurcharged manholes, thus
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the surcharge increased and caused more sericudaitnon at poinA. Consequently
the maximum inundation depths would have been wstierated without taking the
dynamic water interaction into consideration.

Accordingly, in conclusion, it is evident as thenswmleration of a bidirectional
interaction between the sewer network and the amdriflow is an indispensable
condition for modeling reliably sewer flooding pesses. Just this principle is at the

bottom of thedual drainageapproach, that will be deepened in the following.

2.4 Dual drainage concept

According to the definition of dual drainage puttfoby AMK Associates (2004)

and others (Stephenson, (1987); Stephenson, (188®ean et al., (1985); Wisner

et al., (1981); Wisner and Kassem, (1982); Ellisaket (1982)), urban stormwater

drainage systems can be described by two distinttlibked flow systems (fig.

2.16):

4. the overland flow network, also referred amjor system which comprises
terrain depressions or ponds, streets, ditchesvandus natural and artificial
channels;

5. the sewer network, also called timénor system

street flow ©

------------------
streel flow

o

__________________

manhole a |

L““-.“ storm sewer
o flow

i
'

manhole b

Figure 2.16 Schematic representation of the dual drainage @r{rem Smith, 1993).
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The minor system is normally designed to carryrtheff from a storm of 2—-10 year
return frequency, whereas the surface system igriets to handle events of 25-100
year return frequency. These systems are modelwabasynamically interconnected
networks. In fact manholes and sewer inlets funcas points of flow exchange
between sewer and overland systems (fig. 2.16).

According to Smith (2006) the dual drainage concsfatrted to be discussed,
developed and implemented before 1980s in varioustces. In fact Heaney et al.
(1975) and later AMK Associates (2004) report {pathaps the first mention of dual
drainage for urban areas is found in the designualanof the city of Denver,
Colorado (Denver, 1969). These design criteria riesd the linkage of the major
and minor systems. However, the major system @iteere limited to providing
proper street flow gradients and capacities forstife conveyance of surface flows.
Discussing similar criteria, McBean et al. (198%tad that design manuals in
Canada (Environment Canada, 1976) recognized ttatdilainage system responses
could not be easily modeled within a single simafatrun. The greatest difficulties
blocking this capability in a single model run wdfree inability of then-current
techniques to handle the mismatch of flow direidretween the surface and
subsurface systems, and that surcharged stormsewaad create lags and increased
flow durations.

Instead Kidd and Helliwell (1977) pointed out thenwlexities related to the
interactions modeling between the surface andubessrface phases by stating that,
unfortunately, “there is no clear-cut interfacevisetn the two phases”.

Given this deficiency, the traditional approachntoedel the complex interactions
between the major and minor systems consisted @fstages (Ellis et al., 1982). In
the first stage of designing an urban drainageesydor say, a 100 year event, the
minor system was designed to convey the dischaage & five-year event. Sewer
pipes were sized until an acceptable level of perémce was achieved. Next, the
five-year hyetographs were subtracted from a 1@0-gesign event hyetographs and
the subsequent rainfall was input to the hydrologiodel. The resultant surface
flows were used to design the components of themapinage system. Assuming a
common outfall point, the flows from the major amihor systems were added to

produce a total system response.
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It is evident how this approach led to incorrecspanses, such as excessive
infiltration and evaporation volumes, because tipii regimes were not designed to
recognize each other's presence (Ellis et al., 1982&nsequently, later, further
researches have been focused on the study of tBeadtions between the two
systems (fig. 2.17): in particular several effon@ve been directed at improving
numerical solutions for existing hydraulic modelsdaat developing new ones,
whereas other researches have examined the dafirafithe surface flow paths in

urban areas.

evaporation rainfall evapo-transpiration
3 F
A 4 h 4
impermeable surfaces permeable surfaces
surface retention surface retention

permeable surfaces
infiltration
impermeable surfaces permeable surfaces
overland flow overland flow
major system flow & - - - - - - - - - - —— ] sewer flow

catchment
outlet

Y

Figure 2.17 Dual drainage modeling procedure.

2.4.1 Studieson dual drainage concept
The late 1970s and early 1980s saw the beginninggoiificant advances in the
hydrologic and hydraulic modeling of urban drainagystems. In fact, in some
models, the complete equations of motion were sbl¥er free-surface and
surcharged flow in the storm sewer system.
Kassem (1982) developed a comprehensive mathemagigarithm for the
simultaneous modeling of the major and minor drgénaystems. His approach
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contained a finite-difference formulation of then&matic wave approach for
unsteady free surface sewer flow, and a full sotutf the Saint Venant equations
for surcharged storm sewer flow.

That same year, Roesner and Shubinski (1982) shakadupdated versions of
EXTRAN could be used for integrated surface andnsteewer flow routing, given
that the problem is properly specified. They preddxample simulations showing
surcharge and surface flooding conditions. Duringfese flooding, the excess
amounts were allowed to exit the manhole and flomm@g the street channel to the
next down-hill inlet to the sewer system. Kinematating was used to convey the
surface flooding volumes.

Jacobsen and Harremoes (1984) presented a compafis@o storm sewer models
for the computation of surcharge. They were ablesb these two models on a well-
instrumented storm sewer line that frequently samgbd and produced street
flooding. They concluded that the head loss pararsedre very important and are
model specific rather than universal. In a relategearch, Guo and Song (1990)
investigated surge in urban storm sewers and sdiorage elements, a phenomena
that can lead to manhole-cover blow-offs and stfieetding. They used a mixed
transient flow model to simulate the surge movementthe main sewer line in
Chicago, lllinois.

In an important development, Djordjéviet al.(1991) developed a method to
simultaneously solve the equations of storm sewer sireet flows. They used the
diffusive wave approximation of the full Saint Veraquations to model both flow
phases. Their work showed that the flows in thensteewers can be significantly
affected if the excess volumes are allowed to fid@ng the street rather than being
stored in a fictitious basin above the surchargianhole.

Takanishi et al. (1991) reported on the developneéitivo models that account for
surface, river, and storm sewer flows in urban mmments. Sewer flows were
treated as one-dimensional, while overland flowsewaodeled as two-dimensional
(2D). The authors were able to simulate surchatgeadous system points and
subsequent inundation.

Pankrantz et al. (1995) compared three dual draimagdeling approaches to solve

complex street flooding situations in the city ofirBonton, Canada. The authors
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computed runoff volumes using three hydrologic niedde SWMM Runoff Block,
the OTTHYMO-89 model, and the PC OTTSWM model. EXARwas used in all
three cases to rout flows through the storm sewewark. They concluded that after
calibration, all three models provided adequateufations of street flooding in low
areas.

Afterwards, further models were introduced, suchihase developed by Hsu et al.
(2000), already reported above, and the SIPSON h{adeonym for Simulation of
Interaction between Pipe flow and Surface Overldlmlv in Networks) by
Djordjevi¢ et al. (2005). In detail, this last one simulaggthultaneously the sewer
and overland flow systems as an horizontally andicadly looped network. The
simulation model applied the Preissmann four-pwivglicit finite difference method
for flow in pipes and surface channels and thewumgate gradient method as the node
matrix solver. The most questionable assumptiotn@fSIPSON model was that the
surface flow was one-dimensional. However, the elind approach was justifiable
as long as the surface flow was within the streesszsection and the street profile
was approximately prismatic. Otherwise, higher-disienal models were required
(Gourbesville 2001).

At the same time, while significant advances wesmd made in the mathematical
linkage of surface and sewer hydraulic models, rotkeearches were engaged in
introducing adequate criteria for defining reatisturface flow paths in urban areas.
Such issue was initially pointed out by Huber (10i84his commentary on the work
of Pethick (1984): in fact he stated that greabréffiad often to be made to identify
the surface flow pathway when using dual drainagarique.

Djordjevi¢ et al. (1991) expressed an important point in tegard, stating that “the
present models make sense only if reliable inptd dee available. Therefore, in this
context, the use of GIS seems to be inevitablederao realize their full potential”.
Therefore GIS tools and terrain analysis algorithushered in a new era of
watershed modeling, and gradually impacted theyarsalof urban storm water
drainage with all its complexities. These new toplved the way for more
comprehensive solutions to dual drainage problesimge one of the major issues

was that storm sewer systems did not always follo& surface drainage patterns
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(Hsu et al., 2000; McBean et al., 1985) and overldow paths were modified by
man-made features (Djokic and Maidment, 1991).

Initial efforts looked at GIS tools to derive urbterrain descriptions and to define
parameters of existing urban hydrologic models.nglthe way, new models based
on GIS elements and using automatically definedmiftow paths were developed.
In an early effort to do urban dual drainage runofbdeling using GIS-type
computational elements, Ichikawa and SakakibaraB4)1L3developed a gridded
rainfall-runoff model using 10 m cells. Storm sesvavere linked to the surface
system via manholes at specified cell locations$.sétface flows were assumed to
enter the sewer system at the manhole locatiorts matby-pass or carryover flow.
Flow simulations on small urban watersheds agreddwth observed data. Their
use of very small computational elements is sigaiit in that it set the stage for the
1 mto 5 m grid size recommended years later bydtrovic et al. (1998) and Mark
et al. (2004).

Bergmann and Richtig (1990) continued the themdchbfkawa and Sakakibara
(1984) by developing a gridded overland flow mdd#ed to both a channel routing
capability and a storm sewer model. They used aajid channel routing model
and a simple hydraulic sewer model.

Djoki¢ (1991) and Djoki and Maidment (1991) interfaced an expert systedhthe
Arc/INFO GIS to evaluate the connectivity and catyaof the storm sewer network
for a local jurisdiction. They reported that indlual drainage areas for each inlet
were too complex to be defined automatically byaieranalysis procedures. Instead,
manual methods were used given the complexity efutban flow paths and the
imprecise terrain information.

Huber et al. (1991) attempted the integration efrdinfall-runoff model of the EPA
SWMM with the Arc/INFO GIS and AUTOCAD. Their purpe was to assess the
ability of both systems to define input variablesls as flow lengths and drainage
areas as needed by SWMM. The authors noted thregrggackage could be used to
derive input to SWMM, and that user familiarity wdyrobably be the deciding
factor in the choice of the software to be used.

Smith (1992) and Smith (1993) developed a simutiasesolution of the equations

for rainfall-runoff conversion, overland flow, stérteflow, and storm sewer flow in the
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context of a gridded GIS data structure. Runoftimaoés in excess of the storm sewer
system were allowed to flow downhill to other isleTime shift routing was used as
a simple method to route sewer flows. Soon aftenttsand Vidmar (1994) derived
automatic GIS based procedures for defining snralhdge basins and surface flow
paths for urban areas. They modified natural-basirain analysis techniques to
account for man-made low-relief features such esetst which can intercept and
redirect surface flows apart from the dominant tppphic gradient as described by
Djoki¢ and Maidment (1991). A 12 m grid size was usedetscribe the land use and
urban topography.

Elgy et al (1993) reported on progress to use Gl8efine the input necessary for
two complex, physically based storm drainage modele study recognized the
need to account for the flow diversion effectstoéats and buildings. To accomplish
this, a gridded terrain model with 1x1m resolutwess used to describe the dominate
terrain gradients, agreeing with the spatial resmhusuggested by Mark et al.
(2004). All terrain cells covered by building foptints were artificially raised by
five meters and all streets were lowered by 0.5-low simulations based on GIS
derived model parameters agreed well with simutatibased on manually derived
parameters.

Prodanou et al. (1998) reported on their approach to sdahe problem of full
interaction between the surface and subsurface flonvponents. They presented a
detailed description of the GIS processing stepgiired to implement a dual
drainage model. Such studies were at the bottonthef AOFD methodology
(acronym for Automatic Overland Flow Delineatiodgveloped later by the Urban
Water Research Group (UWRG) of Imperial College dam (ICL) in cooperation
with the University of Belgrade and the Universdl Exeter (Maksimow et al.,
2009). The concept is based on GIS analysis oft@igierrain Model (DTM) so that
features crucial to the identification of flood marable areas (pond) and preferential
overland flow paths and their geometric charadiessare computed. This
representation of overland flow networks can thercbupled with physically-based
sewer network model in order to model pluvial urflanding realistically.

Currently this approach seems to be one of the amsirate methodologies for the

automatic definition of the major system. For thémson it was adopted for the
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experimental applications reported in chapter 3emhtwo different hydraulic
modeling of the drainage system of a same monitoegdhment were performed.
The first model was developed by following the slaal hypothesis according to
which the drainage system is composed only of éwees system, that is to consider
that stormwater, once entered the sewer systemngcalonger leave this system
coming back to the surface. Instead the second madebased on the dual drainage
approach, i.e. it was assumed that the urban draisgstem was composed of a
surface network and the sewer network.

Accordingly, in order to better understand the egapions carried, the following
paragraphs were addressed to describe in moré thetalOFD procedure.

2.5 One-dimensional DTM-based overland flow network delineation:
AOFD concepts

The surface overland flow network can be generatedugh the following

operations (fig. 2.18):

1. preparation of DTM data: DTM has to be “hydrauligalappropriate, i.e.
without large numbers of unnecessary flat areas samks and also with the
correct alignment of slopes.

2. identification of ponds and flood vulnerable are#ise modified DTM is
subsequently used to identify the location of degians or ponds, and to define
their depth (elevation)-volume relation. These ordefine possible flood
candidates of vulnerable areas.

3. connectivity analysis: the DTM which also includeban (man-made) features
such as streets and buildings is used with an ighgorfor defining surface
pathways. These pathways connect the previouslytifai ponds in order to
form a “surface flow network”.

4. assessment of pathway geometry: suitable prisnssi@pes, representative of
channel cross sections are determined from the DiNhe vicinity of the

pathway. The cross-section quantifies hydrauliac#p of surface flow paths.
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Figure 2.18 Schematic representation of the steps to be followerder to define the overland flow
network by AOFD.

In particular only the last three steps can bedabeough the AOFD tool, whereas
the enhancement of the DTM is an external analygs must be carried out in a
precedent phase.

1) Preparation of DTM data
In a broad sense, a DTM can be understood as autenged ground elevation
model consisting of a set of elevation points defirby x and y (location), and z

(elevation) coordinates (fig. 2.19).

Figure 2.19 DTM definition.

Especially DTMs are generally stored in one of ttve data structures: TIN or

rectangular grid format.
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TIN is basically a network of triangles generated donnecting elevation points
available for the area of interest; the face ohei@angle represents a small area of
the surface (fig. 2.20).

Figure 2.20 TIN representation.

The generation of TIN, called triangulation, mustidw the Delaunay criterion
(Delaunay, 1934), as the criterion optimizes swfaepresentation. The Delaunay
triangulation specifies that any circle around éhqmints in a triangle will not
include any other point.

According to Burrough and McDonnel (1988) and Rebim (1994), TINs are better
suited to hydrology application than raster DTMgdese they have the ability to
accommodate more realistically the sudden variatioh terrain. However, the
computational performance of spatial analysis usity models is significantly
slower and more complex when compared to reguidrifM.

For this reason regular grid (or raster) DTM isfened in hydrologic modeling (fig.
2.21).

Figure 2.21 Raster DTM representation.
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In fact use of regular grids offers the advantaiggpeed of the process and precision

and reproducibility of the results (Tribe, 1992;I188n and Gallant, 2000). Another

advantage is the possibility of interpolation value the case of data scarcity.

However, also in this case, there are some disaageas to report (Rousseaux, 2004,

Vazquez and Feyen, 2007):

- DTM resolution (the size of the grid mesh) affettis storage requirements, hence
computational efficiency and the quality of results

- spatial resolution is fixed, and square grids cartmendle abrupt changes in
elevation easily;

- the computed flow lines (or computed boundariegdtéo zig-zag across the
landscape and increase the difficulty of calcutapathways length (and areas)

accurately.

In particular raster DTMs can be present in diffédferms: DSM, DTM and DTM
The DSM is the acronym for Digital Surface Modeldarepresents the surface
elevation with terrain features represented, suchegetation, buildings and other
man made features.

DTM is often referred to as the bare earth repitadem: in fact they are generated
from DSMs using filtering algorithms (Sithole an@aselman, 2004). Such methods
have their own advantages and drawbacks which deperhow they identify the
points that belong to the bare earth and thosenthiatSithole and Vosselman (2004)
presented the results obtained by comparing sel¥r# filtering methods. They
concluded that some methods produce better resh#ia others on specific
situations; however, no filtering method is bettean others overall.

DTM,, (Digital Terrain Modeling with buildings) standsrfthe bare Earth (DTM)
representation including the representation (elemgtof buildings. Zhilin (1992)
and Li (1994) showed that using these elementsréate DTMs increase the
adequacy of terrain surface for hydrologic studigg. 2.22). Instead this
representation can be ignored in the cases whesepbssible to believe that the

water flowed into most of the houses during flogdin
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Figure 2.22 A 3D view of the DTM for Ballerup, Denmark, withreets and houses (from Mark et
al., 2004).

Mark et al. (2004) reported as major roads must bésincluded in such DTMs, as
the streets act as drains the surface flooding @i@3). In fact the maximum
simulated water levels tend to be reduced by ups@ocm when streets are

considered.

i Fdomsfers

Figure 2.23 The DTM for Dhaka City, without and with the roagstem (from Mark et al., 2004).

A different approach to take into account such etspes to assign different
roughness coefficients to the areas occupied bigibgs. However, various studies
concluded that this approach is not very effecfiaile and Rientjes, 2005; Tsubaki
et al., 2006). Instead Chen et al. (2008) devel@paethodology based on the ratios
of building area and grid cell area to include #ffect of buildings in 2D overland
flow simulations. The relative position of the lliigs in the grid cells is also taken
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into account by their method; especially they fotimat the use of these ratios allows
the use of coarser grids in simulations withoutnigghe accuracy usually obtained
using finer grids.

In this thesis all spatial operations involving D¥Mvere implemented for the
rectangular grid format. In particular the presen€dhe buildings was taken into
account by adding a 10 m elevation directly to #ineas really occupied by the
buildings themselves in the DTM, as described iment®tail in chapter 3.

It is evident how the performance and reliabilifysarface overland flow models are
highly dependent on DTM quality in terms of accyrand resolution (Maksimogi
et al., 2009). Physical processes such as surfawe $urface retention, and surface
conveyance along preferential pathways require ant fhigh quality terrain
representation data, e.g. DTM with horizontal resoh smaller or equal to 5 m, in
order to properly describe the urban features gstrereferably +/- 5 cm vertical
resolution). Therefore the best approach wouldl@dduce a custom tailored DTM
with a pre-specified resolution (Garbrecht and ar2000). However, in the
majority of the cases this solution is cost prdinki thus the usual procedure is to
correct the DTM data set that is already available.

In fortunate circumstances one can have the DTMhef same area from two
sources: the first one from LIDAR measurements éxample) and the second one
generated from the contour lines. If both data set&r the study area it is always
appropriate to use the highest detailed datatheeLiDAR DTMs. Instead if the area
of interest is only partly covered by a high resiolu data set (LIDAR for example)
but completely covered by a low resolution DTM,feliént options can be chosen.
One option is to use only the low resolution d&tia b this way no discrepancies are
identified, however the high resolution data sdtjclv are of paramount importance
in surface flow modeling, is not used. A secondapts to merge the two data sets:
(a) a simple merge,bj averaging DTM elevations on the overlapping arégsa
weighted average over a specified buffer alongotthndary, ord) change only the
low resolution data set based on the informatiothef high resolution. In this last
case, only the low resolution data set is changedaalapted to the high resolution

data set.
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Nevertheless it is important to emphasize thaudeof very detailed DTMs, such as
LIDAR ones, favors the presence of a greater nunubeerrors inherent to the
acquisition and interpolation processes of theatlen data, such as pits or flat areas
(Lindsay and Creed, 2006). Pits are cells that hawelower adjacent cells.
Consequently, there is no downslope flow path tadjacent cell. On the other hand,
flat areas are characterized by a set of adja@tistwith the same elevation.

These errors can hamper automatic flow path ddioeaalgorithms, and
subsequently compromise the urban drainage systgdraulic simulations.
Therefore they need to be solved by keeping torammuim changes and smoothing
techniques within the DTM, such as depressiomdlland artificial sloping of flat
terrain. In particular Freeman (1991) presented nivedn approaches in dealing with
depressions and flat areas in DTM processing. fhei$ to assume depressions and
flat areas in a DTM as real terrain features tlesdnto be considered as such during
drainage analysis. The second considers them assgpueatures that should be
corrected or removed prior to drainage analysis stepressionless” DTM has to be
created. An approach in between these two vievesptnd filtering procedure, has
been developed in the AOFD and will be reporteaniore detail in the following

paragraph.

2) Identification of ponds and flood vulnerable ase

In most cases, flood events occur during extrenn&@ala when surface runoff is
combined with surcharged water from the sub-surfdcainage system. This
exceedance flow is routed along the natural prafedeoverland flow paths and can
subsequently accumulate in local depressions (pofidese ponds are dynamic
features (the amount of water changes in timehag tan be isolated or mutually
connected, and the flow pattern into and out ofdsaomay change quickly during and
after a major storm.

In detail the AOFD utilizes the DTM raster imagedrder to identify and analyze
such flood vulnerable areas. The algorithm develdpe this purpose searches the
entire DTM and identifies the local points with vwdéon lower than surrounding

areas. Based on the DTM, the pond boundary an@dgsofor each low point is
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delineated using an iterative “grow-up” routine elifatural exit point is identified as
the termination criterion for the pond delineat{fig. 2.24).

During the pond delineation step, potential flowcleange points between overland
and sewer systems are also identified to enableebttbnal flow link (Prodanoy,
1999); these points are sewer inlets located wiplimds.

| Pond Houhddry
11.0, 10 10.8 11.

10.7 11.0) 10.7 10.8| 10.6 10.

10.5 10.

10.2 60470060 10.5'
IOUtPUtS: 10.3 T .0 10.
.V0|ume — 10.0 2 8.0 .0 10.
=Area -
.EXIt pOInt 10.1) 10.3 10.3| 10.4| 10.6| 10.
*Elevation Natural exit|point |

Figure 2.24 DTM-based process of identification of flood prareas (from Maksimoviet al.,
2009).

In particular three types of pond delineation weeveloped within the AOFD
methodology (fig. 2.25):i) considering the DTM total areai)(considering only the
area within the catchment boundary, anij considering only the area within the
catchment boundary and taken into account the seetarork. The main difference
between the optioni§ and option i{i) is the inclusion of the existing underground
network. With optioni{i) ponds can have multiple exchange flow points: reteral
output point as identified in optioi X which represents the overland pond exit point,
and one flow exchange point per sewer inlet (orimée) within pond area.

When analyzing a high resolution DTM (e.g. 1x1mjsitvery likely that a large
number of small ponds will be generated. They tesither from existing pit cells or
errors in the DTM. Consequently statistical anaysismall pond removal is needed
in order to reduce computational burden. Howevehsemoval has to be kept under

control, otherwise large amounts of storage willgrered in the simulation.
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Figure 2.25 Interface of the pond delineation procedure.

The conventional method for pit cells removal irSGs to fill all little ponds (sink)
in the DTM with a threshold depth. Nonethelesdinfil DTM will create flat areas
which are unfavorable for determination of flowetition, as discussed previously.
Instead the AOFD enables to select a combinatiadhreshold volume and depth of
delineated storages (fig. 2.25). Ponds smallersiradiower than the thresholds are
taken out and the DTM remains untouched to keepesfeatures required for the
pathway delineation procedure. An example of thedpremoval is shown in fig.
2.26.

Before removal

Depth =0.05m Yes
Volume=4m3* Yes

Depth =0.08m
Volume =T7Tm?3

Depth =0.10m
Yolume =7 mi

Figure 2.26 The pond removal with 0.10 m depth and 5volume thresholds.
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The ponds to be discarded have to satisfy botlshiotds of depth and volume to
ensure that shallow pond with big storage and ¢gee with small surface area are
not excluded.

Finally, in this phase, the tool enables also tmaee the ponds located inside a
building area. This particular case occurs whenetlage gardens or roof storage
features constructed inside the building bound@hgse storages can be modeled as
initial losses from the effective rainfall surfagetention, but in this model
consideration they have no surface linkage to tkerland drainage network.

Therefore they have to be discarded from the senfacoff network.

3) Connectivity analysis

The urban surface is a complex array of differeyppes of permeable and
impermeable surfaces, but typically comprises r@dnand footpaths that are lower
than the surrounding areas. Such features carferdimy over significant distances.
Thus flooding can occur at locations that are renfatm the source of the flood
water.

Overland flow accumulates in depressions and dme¢dp level of the depression is
reached, it will overtop and generates a new sarflow. This flow can overflow
directly into an adjacent depression (overflow yadlw along a connecting
(preferential) pathway until it enters another @sgron or enter into the sewer
network via gulley inlet or manhole (or even redfod catchment boundary).

The AOFD methodology delineates all these overliod paths starting at the
pond’s natural exit points or at sewer inlets arehholes in the case of surcharged
sewers. Especially the flow path delineation meth@s$ originally developed by
Prodanow (1999). This algorithm is an adaptation of tbhiing ball algorithm (Lea,
1992) and delineates overland flow paths by preteakflow directions based on
terrain aspect, taking into account the presencbudtlings and other features of
urban fabric which are represented within the DTM.

In particular, in the AOFD methodology, two ovediaftow path delineation options

are available (fig. 2.27).
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Figure 2.27 Interface of the path delineation procedure.

The first one takes only into account ponds as fhaths’ starting points; the second
considers also manholes and sewer inlets as pesstalrting points for the
delineation of flow paths. With the first optionettlow path delineation process
terminates if the flow path enters another pondf @freaches the end of the raster
DTM. Instead, when also the sewer system is tak#a account, ponds and
manholes (and sewer inlets) inside the catchmembdery and outside a pond take
part in the delineation process. In this casetistapoints for overland flow paths
are pond exit points and the manholes (and sewlets)nlocations, and the
termination criteria to flow path delineation asefallows (fig. 2.28):

- flow path enters a downstream pond;

- flow path enters a downstream manhole;

- flow path reaches the catchment boundary.

Nevertheless, sometimes, the overland flow patimelation procedure stops without
satisfying one of the defined terminating condisipfor example when a pathway
enters a pit cell or a flat area. This problemasmmon for raster-based algorithms

and can be severe in low quality DTM.
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Figure 2.28 Flow path delineation options (from Leitdo, 2009).

Consequently, in the AOFD, an automatic method been developed so that an
“exit” from the problematic point can be traced d@hd pathway delineation can be
carried on. The criteria to determine the exit @eyation, distance and presence of
buildings. The algorithm selects an exit by compguthe heights between the stop
and potential exit points within a user definedreunding area (buffer radius). The
exit point must be lower with height difference apex than the elevation threshold,
usually 1-2 cm for a fine DTM or depending on thexichal precision of the height
data. Accordingly, in this phase, the tool requittes definition of the buffer radius
and the number of iterations to be carried outsrehing new paths (fig. 2.27).
Finally, during the automatic flow pathway delineatprocedure, there is also the
possibility that two or more pathways come closal dhen flow parallel or
coincident to each other. In reality these pathwaysmerge themselves and will
flow in single paths from the point they meet. e simulation model this situation
must be recognized and properly dealt with.

Therefore, in the AOFD, the proximity of pathwagsanalyzed in this way: if two or
more pathways are close than the specified parar(gpid size for analysis), they
will be merged (fig. 2.27). Figure 2.29 gives aramyple of this procedure: path 1

and path 2 come close and a new path way (path) I'eplaces the downstream
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parts of the original paths. Eventually, a new eetomputational nodes (called

“break nodes”) will be created.

Path 1

i Path 2

Figure 2.29 Procedure of merging pathways at joining grid cell.

4) Assessment of pathway geometry

Surface pathways are approximated by open chanielsmodel flow in such
pathways, the following information are requirelde geometry of the open-channel,
upstream/downstream elevations, roughness anctthel &ength between two ponds
or surface nodes. These information can be evalulyethe AOFD through the

sequence of processes reported in fig. 2.30.

Trapezoidal or
Arbitrary @

Outputs
1 US/DS elevations
2 Average slope
3 Straighten length
4 Roughness
5 Calculated shape

L1 ] N ]
2| 3 S 31 4 > 2
& e 21 P Ij

3 4 | \\.11_- . Piﬂiﬂ'ﬂ

Figure 2.30 Estimation of pathways geomet@). 3D DTM showing identified flow pattp) a
number of crossectional lines drawn perpendicularly to the pa}tihe arbitrary shapes of cross
sections plotted as found from DTM, ad)daveraged output with two choices — trapezoidal or

arbitrary shapes.

The tool uses the previously identified pathwaysd adraws equdistant

crosssections along each pathway length (fig. 2.30 @xtNt uses the surrounding
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DTM to estimate the flow areas of each cross secffy. 2.30 c). Finally, the
algorithm allows users to select the form of thépati which may be either an
arbitrary (user-defined) set of points or pre-dedir{trapezoidal) crossections (fig.
2.30 d). If the user-defined arbitrary shape iedeld, the algorithm will determine
the average elevation of the entire pathway at e&skt distance from the centerline
(fig. 2.30 c). If the trapezoidal shape is selectin@ algorithm will compute the
average flow areas at different depths along thgtke of each pathway (so called
“stage-flow area” curve) and then will find the geetry of a trapezoidal shape that
satisfies the stage-flow area curve. The calculatsodone by recognizing that the
relation between aread)( and depth Hl) of trapezoidal shape is quadratic (second-
order polynomial) as shown in fig. 2.31. The widB) and the 1/slopenf) are the
unknowns to be calculated. The least square foptiynomial regression is used to

find these two unknown variables.

B and m are unknown

/ =
TN\ / &
= Area = BH + mH? Aﬂ a
8 m
Width: B Flow area

e

Figure 2.31 The trapezoidal shape of open channel.

In this phase users can set various parameter ssédueanalysis as shown in fig.

2.32. The detailed explanations of four requirechpeeters are as follows:

- thelongitudinal intervalis the distance along the pathways to locate gesson
and determine its flow capacity. The value rangeE350 m.

- the maximum deptlis vertical distance between top and bottom elenatalong
the cross section which determines the locatiorbwfding. Usually 35 m is
recommended value.

- the minimumdepthis vertical distance between top and bottom elematalong
the cross section which determines this crossaedfat. Usually 0.10.20 m is
used.

- thebuffer radiusis the radius along cross section that will telitthe where is the

boundary of analysis (left and right from centez)ino read elevation from given
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DTM. Usually the value should be bigger than theraged radius of streets- {5
m).

- the cross section intervais the ‘step’ distance along cross section where
elevations were picked up for analysis. Usuallyshbuld be 13 times of the
DTM cell size.

=Y
ASCii razter con\uerlerl Paond delineation | Path dzlineation  Cross section I Surface faw netwark |
pioject file | Browsze |
r— Estimation of channel geometry Default trapezoidal channel
longitudinal interval [m) I depth [m] I
maximum desth [m] I width [m) I
mrininum depth [m] I 1/slope I vl
buffer radiug [m) I
ciogs section interval [m) I

’? Buffer radius

\
:I Depth
]

! Crosssection intenval .
E it |

ok |

Figure 2.32 Interface of the cross sectional shape finding gdoce.

Finally all the derived outputs are prepared by therent version of the tool in
ArcGIS Shape file with the attributes of analyzedadsuch as locations, elevations,
roughness, slopes, lengths etc. (fig. 2.33). Thés format was selected because
common software (InfowWorks CS, MOUSE, SOBEK, SWMMIPSON) can
interpret and import the generated surface netwGdasequently, in this way, the
overland flow networks can then be coupled with gitslly-based sewer network

model in order to model pluvial urban flooding rstitally.
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Figure 2.33 Interface of the creation of surface network fil@ssimulation models.

2.5.1 ldentification of interaction of 1D-1D model system
As already pointed out, the drainage systems ardeted as two dynamically
interconnected networks, where manholes and sewets ifunction as points of flow
exchange between sewer and overland systems. Winathng takes place, water
from the pipe system may flow to the streets thiotlg manhole. On the other hand,
when water in the pipe system is drained, surfammling water in the street system
can flow through the manholes to the pipe system.
This bidirectional discharge can be calculatedtiier generic manhole based on the
water level difference between sewer network anerlawd surface, and the crest
elevation of the manhole itself (Chen at al., 200He upstream and downstream
levels can be defined 45 = max Qmn hsu) @andhyg = min (mn, hsur), respectively,
wherehq, is the hydraulic head at manhole dngl is the water surface elevation on
the overland surface. Instead the crest elevatiQg, can be evaluated as follows:

Zcrest = maX{ th top? Zsu} (216)

where
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- Zmhop IS the elevation of the manhole’s top obtainedrfrthe sewer network
dataset;
- Zyr IS the topographic elevation of the point obtaifresn the DTM of the study

area.

The corresponding values afnniwp and zg,, should be equal, nevertheless
inconsistency between the two datasets is ofteseptavhen the manhole is located
at local peak or depression inside the DTM grid|lastrated in fig. 2.34.

z

) ) "y Physical terrain

T Physical terrain. - ™= -
e === . Towr ™.

Zanr Z

m.l’:mp

idanhoie hanhols

| Surface Grid | 1 Surface Grid |
T 1 I 1

Figure 2.34 Inconsistency between top elevation of the manhnteaverage grid elevation (from
Chen et al., 2007).

The manhole’s behavior may be later described ieettways: free weir linkage,
submerged weir linkage and orifice linkage.

The free weir equation is adopted when the crestagibnz;s:is between the values
of the upstream water levl|, and the downstream water levg| as shown in fig.
2.35.

_hy
:n’.‘dl"_
by
Manhols Manhals
_hy
:d.‘f.l"
h

Manhaols Manhals

Figure 2.35 Free weir linkages (from Chen et al., 2007)..
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The discharge can be then calculated as:

Q= sign{ ,,~ h,]OGOWR20¢( b 7o) (2.17)

where Q is the interacting discharge, whose positive valusans surcharge flow
from sewer toward overland and negative value meaamage flow from surface
into sewer;c, is the weir discharge coefficient; is the weir crest width (fig. 2.36);

andg is the gravitational acceleration.

(@)

—

Perimeter = Crest width

Curb level

Bottom level

Figure 2.36 (a) The principle behind the application of a wieiimula for the description of the flow
exchange between pipe and street system. (b) \Waieng into a catch pit in Dhaka City. This is an
illustration from real life of the principle behiride application of a Weir formula for the desdapt

of the flow exchange between pipe and street sy§m Mark et al., 2004).

The submerged weir equation is used when both waissls at manhole and
overland grid are greater than the crest elevatiahthe upstream water depth above
the crest, Wy - Zres), IS less thanAqn / w, whereAny is the manhole area, shown in
fig. 2.37 (a). The discharge can be then calculagad

Q= sign b, - h,]O,0v&/20g( b- 1) (2.18)
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Figure 2.37 (a) Submerged weir linkage fof < Ann/w. (b) Orifice linkage foh, > Agn/w (from
Chen et al., 2007).

Finally the manhole is considered fully submergiggl .37 b), when the upstream
water depth above the crest, € Zes), iS greater thai\,, / w for the submerged
weir linkages. In such situations the orifice egquamust be used for calculating the

interacting discharge:
Q=sign b, - h,]O0A,Q/20d] h- B (2.19)
wherec, is the orifice discharge coefficient.

It is evident that the reported expressions arey @agproximations of the real
processes, which could lead to inaccurate resutswever, currently, it is

complicated to include all the physical phenomemdhie simulation, such as, for
example, the possibility that the manhole coverlmatifted or removed by the water
rising in the manhole during the outflow. Therefopending more reliable future
updates, it is appropriate to continue adoptindisapproaches, by taking always into

account the uncertainties related to their use.

2.5.2 Calibration
Calibration involves minimization of deviation beten observed data and simulated
results by adjusting parameters within the modedrfivet al., 2004).
The urban drainage model calibration can be caoigdy calibration of the surface
runoff model and subsequently the pipe flow modetalibrated towards measured
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flow and water level at the specific locations. Téw@wface runoff model can be
calibrated by adjusting hydrological parameters,eiwample time of concentration,
until the computed hydrograph agrees closely tceodesl runoff data. Next, the
runoff hydrograph is used as input data for thee pipw model to simulate discharge
and water level in the pipe system by changing dlpev parameter, such as
Manning number. This step is iterated until theceoldted discharge and water level
outputs are agreeably close to the observed data.

Generally, in the past, the calibration processssted in facing the sequence of
operations above reported, since the capacityefithinage system was considered
normally depending only on sewer pipe sizes and googn capacity. However,
during flooding the capacity of the system is tgtdifferent because the water flows
both in the pipes and on the streets. This meaats ith order to calibrate an urban
flood model, it is not sufficient to have only allvealibrated pipe network. Hence,
measuring campaigns will have to be planned inra@eollect also the flow paths,
the flow extent and the flow capacity of streetstbat the contribution to the
drainage capacity from the street network is takémaccount. In particular, if high-
tech equipment is not available, the areas affeloefiooding and the highest flood
levels could be cheaply recorded by tools sucleasslent gauges and chalk gauges
(Kolsky, 1998). Whenever the collection of high lijyadata was not carried out
during a flood event, the model could be verifieg dbmparing predicted and
observed flood extent and maximum water levelst #na typically available (for
example by photos).

2.5.3 Drawbacks and limitations
The greatest inaccuracy of the described appro@shih the treatment of street
channels as prismatic and of flow in those chanaglene-dimensional (Mark et al.,
2004). In fact such a methodology is not approeriat
- if there are irregular street geometry and/or caith situated in gutters on two
sides of the road, that may lead to water in twalpel gutters flowing in opposite
directions (fig. 2.38).
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Figure 2.38 The presence of sewer inlets situated on two sifldee road may determine two

parallel overland flows (from Schmitt et al., 2004)

- during extreme rain events when the curbs are opped. In this situation the
flow is no longer 1D, moreover the water probaldgahes pervious areas where

roughness is significantly higher, and where irdiibn may be possible.

In such situations a 1D-2D model must be used, evbé sewer flow is integrated
with 2D surface flow simulation. In particular theteractions between the two
models take place between underground network naddssurface computational
grid cells (Maksimoui et al., 2009). This approach enables more reabstalysis of
overland flows than the 1D-1D approach, moreovesttnent of buildings and other
urban structures is more exact. However, 2D modgsire higher level of spatial
details and shorter time steps, therefore theyaneputationally demanding and are
inadequate for real-time representation or rapiddasting of the flooding process.
Since each approach has its potential and limiatiand thus it will be more
adequate for certain types of analysis, it is cthat the final choice will depend on
the purpose of the modeling, data availability aadnomic costs to set up the model
(Kaushik, 2006).

Another limitation to take into account is the sgpian between the hydrological
and hydraulic phases of the runoff (Mark et al.0£0 Such approach is absolutely
acceptable for simulation of events without floagdin However, surface runoff
parameters calibrated via measurements during ratedeainfall, might not be valid

when the underground system cannot capture allruheff, since the excessive
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amounts of water on the surface would induce beaitraehsed hydrological losses
and quicker response (shorter concentration times).

Therefore it would be appropriate to verify if plog processes, like evaporation
and infiltration, affect or not the urban flood clitions. One possible approach is
described by Apirumanekul (2001) and consists imgaring the accumulated
rainfall losses (evaporation for example) and tteueulated rainfall during the rain
and flooding periods. If only a little rainfall abaction takes place compared to the
accumulated rainfall (the volume of flood watehe pphenomenon can be ignored in

the model because it does not affect the floodnoggsses.
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3. Hydraulic modeling of the drainage network of a

monitored catchment

3.1 Introduction

This chapter was aimed at comparing two differgmir&ulic models of the drainage
system of the same monitored catchment: the Ligeetchment located in Cosenza
(Italy). Both the approaches required the use okwy detailed and hydraulically
corrected DTM for the study site. Consequentlytiafly, the research concerned the
investigation of the various available LIDAR Diditherrain Models (DTMs) in
order to assess which data set was the most apgepor the applications to be
performed.

The first hydraulic model was developed by follogvithe classical hypothesis
according to which the drainage system is compaosdy of the sewer system, that
is, to consider that stormwater, once entered ¢wes system, can no longer leave
this system by coming back to the surface. This ehoddequately calibrated,
allowed the response of the sewer network to bellated to design rain events and
to assess its efficiency through the definition sfitable synthetic indexes.
Specifically, for each sewer trunk, physical andraylic indicators were calculated
in order to identify the sections of the networkiethrequire greater and more urgent
attention and where available resources shouladbbeentrated.

Although such a modeling can lead to acceptabldtsgst is important to emphasize
that this approach is not adequate to simulate rséaeding realistically, since it
ignores the fundamental concept on which traditiemban hydrology is based, i.e.
the interaction between the surface network (linkgdroads, sidewalks and other
features of the urban landscape) with the burieghdge system (Butler and Dauvis,
2000). Therefore the second model was based oduhledrainage approach, i.e. it
was assumed that the urban drainage system wassethpf a surface network and
the sewer network.

Although this method is simple from the conceptyabint of view, its
implementation is quite complex: in fact, the sewgstem is generally known,

whereas the surface network must be defined takitm account the geometric
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characteristics of the study area, such as roages)odimensions of sidewalks,
buildings, etc. Consequently, this chapter alssgmts a possible definition of the
surface network by using an innovative tool, the FRDprocedure (Automatic
Delineation Overland Flow). In fact, this methodplp developed by the Urban
Water Research Group (UWRG) of Imperial College dam (ICL) in cooperation
with the University of Belgrade and the Universitf Exeter, enabled the
individuation of the potential flooded areas and tonnections between these and
the surcharged manholes through the use of ceBksrroutines (Maksimoyiet al.,
2009). In particular, it was studied the exteniMaich the resolution of the digital
terrain model (DTM) and the presence of the buddican affect the definition of
the surface network.

Finally, the two hydraulic models were subjecteddentical rainfall inputs, both
real and synthetic, in order to verify whether eliéint responses of the drainage
network were revealed. From the performed elabmmatit emerged that the dual
drainage approach enables a more realistic siroulati the processes that take place
in drainage networks during rainfall events. Theref in conclusion, this

methodology is suggested for future applications.

3.2 Catchment characteristics

The research concerned the modeling of the draimegevork of the Liguori
catchment, an experimental site that has been estuftir several years by the
Department of Soil Conservation of the UniversityCalabria. In fact, the catchment
was instrumented by installing a monitoring statioansisting of a tipping-bucket
rain gauge and an ultrasonic sensor for measuratgrnievels (depths) at the sewer
outfall. Furthermore, since 2004, sewer flow sampleave been collected to
characterize flow quality during wet and dry weatbenditions (Piro, 2007).

The Liguori channel was originally a small tribytaof the Crati river crossing the

city of Cosenza (fig. 3.1).
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Crati River

Figure 3.1 Plan view of the Liguori catchment.

Later the urban trunk of the channel was employpeddénveying only storm water,

through the reshaping of the riverbed in polycensections. However, currently, it
works as a combined sewer system because of thg maidential and industrial

discharges. Essentially it supports a populatiob@D00 inhabitants and drains a
400-ha watershed, of which about 52% consists afeweloped agricultural or

fallow area, covered mainly by vegetative soil aowehile about 48% is densely
urbanized.

In the urbanized part it is possible to distingudghhectares occupied by buildings, 3
hectares occupied by green areas, and 156 hedecepied by roads and paved
surfaces (tab. 3.1).

Total area [ha] 396
% Buildings 10.2
% Green areas 0.8
% Paved surfaces 37.6
% Natural area 51.4

Table 3.1 Catchment parameters.

The dry weather and the entire volume of wet weatloevs are conveyed to the
WWTP located in Montalto (Cosenza). During veryeimge rainfall events, part of
the wet weather volume is discharged directly ®ltical receiving water, the Crati
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River, through an overflow weir, without receiviagy treatment.
Further physical watershed and sewershed informatm be found in the literature
(Piro and Sole, 2001).

3.3 DTM processing

In the hydrological analysis of urban areas an @teudefinition of the sub-
catchments and surface pathways require very ddtaihd hydraulically corrected
DTMs for the study site. Consequently, in this ¢ddght Detection And Ranging
(LIDAR) data, characterized by an horizontal retioluof 1 m, were used thanks to
the support of the Autorita di Bacino of Calabriagion. Unfortunately, this data set
did not cover the Liguori catchment completely, rdfere it was necessary to
integrate the uncovered area with another DTM dataobtained by digitizing the
contour lines of a map with 5 m interval (DTM 5).

LiDAR technology determines the distance betweenuigd objects and sensors by
measuring the time a pulse of transmitted enerkgst#o return to the LIDAR sensor
(fig. 3.2).

Figure 3.2 Airborne Light Detection And Ranging (LIDAR) survey

Currently these systems are capable to record snmedusly two echoes of the laser
beam, the first and the last pulse (Ahokas e85). If the laser beam is reflected

at the bare soil, first and last pulse will referthe same object point. If the laser
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beam hits a tree, a part of the light will be reféel at the canopy, resulting in the

first pulse registered by the sensor. The rest pahetrate the canopy and, thus, be

reflected further below, maybe even at the soile Tast pulse registered by the

sensor corresponds to the lowest point where grabwvas reflected (Kraus, 2002).

Therefore DTMs with different detail scale can Heamned from LIiDAR surveys

(fig. 3.4):

1. LiDAR DSM relative to the first pulse return (LIDARSM first), where hard
vegetation (large tree boles and dense hedge line#lings and solid artefacts
are included,

2. LIDAR DSM relative to the last pulse return (LIDARSM last), where
buildings are still included whereas vegetation a@otld artefacts are partly
removed,;

3. LIiDAR DTM relative to the bare earth representatiovhere all vegetation,

artefacts and buildings are removed.
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Figure 3.3 LiDAR DSM first (a), LIDAR DSMlast (b) and LiDAR DTM for a same portion of the

Liguori catchment.

Every LIDAR data set is characterized by a varighesence of non-ground surface
features, such as cars, buildings or vegetatiat vl influence surely the hydraulic
response of the urban catchment differently: it flacan be expected that a greater
number of solid artefacts, included in the DTM, lvdétermine the definition of a
greater number of surface depressions, and, thereto bigger surface storage
capacity of the catchment itself.

It is evident how the consideration of all thesatdees would favor the development
of a more realistic hydraulic model, that, howewegould be also more difficult to
implement. Consequently it seemed opportune toyaeathe different available
LIDAR DTMs in order to evaluate whether the useeaofless detailed data set,
adequately improved, could be an approachableisoldbr hydraulic modeling
purposes. This topic was faced by comparing thiaseirdepressions evaluable from
the most detailed DTM, i.e. the LIDAR DSMst, and the simplified one proposed,
that is a LIDAR DTM with overlapped buildings. Iragicular, the buildings were
considered by adding a 10 m elevation directlyhte LiDAR DTM in the areas
really occupied by the buildings themselves. Nénadesss, the correct location of the
buildings was not easy at all: available buildiagdrs presented perimeters that did
not coincide with the contour of the buildings remd from the LIDAR DSMs, by
favoring the generation of erroneous depressiargedo the buildings (Fig. 3.4 a-d).
It is clear that such a representation would havelved the definition of a fictitious

surface network that could not be accepted for nmglpurposes.

106



Figure 3.4 Detail of one building inside the LIDAR DSMst with its 3D representation (a-b); detail
of the same building added wrongly inside the LiDBRM with its 3D representation (c-d).

Therefore, the buildings areas were derived byraabhg the LIDAR DTM to the

LiDAR DSM last, and considering only the objects characterizedrbglevation at

least of 3 meters and a surface area at least of;18ssumed as minimum building
properties. The accuracy of the methodology wanm #stimated by comparing the
footprints of the original building layer and thew one obtained.

The choice of the LIDAR DSMast, rather than the LIDAR DSMirst, was made

because the former should contain a smaller nuwibabjects by definition, thus the
filtering process would have been simplified. Tassumption was later confirmed
by the results of the elaborations carried out.(&B and fig. 3.5): in fact it is
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possible to observe that the consideration of AR DSM first determined the
definition of a greater number of non-ground sugféEatures to be filtered in all the

cases.

Figure 3.5 LIiDAR DSM first - LIDAR DTM (a), LIDAR DSMlast - LIDAR DTM (b) and LiDAR
DSM first - LIDAR DSM last for the same portion of the Liguori catchment.
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% of the catchment area occupied % of non-ground surface
by non-ground surface features features to be filtered
_ DSMfirst 42.93% 66.84%
without any filtering
__ DSMlast 40.70% 63.19%
without any filtering
DSM first o o
z>3m) 20.76% 31.94%
DSM last o o
z>3m) 16.62% 15.02%
DSM first o o
@>3m:A>10M) 20.24% 30.17%
DSM last o o
@>3m:A>10M) 16.21% 12.87%

Table 3.2 Filtering analysis results.

The proposed filtering method worked quite well daese almost all the buildings
were identified, also if it was not possible totitiguish vegetated areas located close
to buildings, representing 12.87 % of non-groundamie features to be filtered (tab.
3.2). Consequently, later, manual editing was atmessary.

In particular the use of the new building layethe generation of the LIDAR DTM
was opportune because it enabled the removal obad gart of the surface
depressions obtained by taking as reference tiggnalibuilding layer (38.90 %). A
further 61.10 % of the surface depressions wdssktred by the two DTMs (fig. 3.6
and 3.7).

LiDAR DTMj, (old layer) LiDAR DTMy, (new layer)

Figure 3.6 Surface depressions found inside the LIDAR Q¥ Menerated by considering the two

building layers.
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</ Depressions

Il Depressions
‘ + | Old buildings

* | New buildings

Figure 3.7 Detail of the different surface depressions tbinside the LIDAR DTMs generated by
considering the two building layers.

Afterwards the comparison between the correctedARCDTM;, and the LIDAR
DSM first was performed in terms of evaluable surface depes, in order to
verify if the former data set could be a valid apgmation of the latter one. As
expected, a greater number of depressions was founde LIDAR DSM first,
however the simplification proposed seemed accéptihce a good portion of the
identified depressions was in common between tle@Ms (37 %), particularly
the largest ones (tab. 3.3 and fig. 3.8).

LiDAR DSM first LiDAR DTM,, (new layer)

Depressions: 47,065 Depressions: 34,835

Figure 3.8 Surface depressions found inside the LIDAR Dbt and LIDAR DTM,.

depressions with surface are@d
>10nf | >20nf | >50nf | >100M | >500nm | > 1000 M

% shared depressions

between LIDAR DSM first 4.66% 40.27%| 42.01% 42.44% 45.84% 48.85%
and LIDAR DTM ,,

Table 3.3 Shared surface depressions between the two LiDAR data sets.
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This result means that vegetation and other noorgtosurface features can be
neglected for hydraulic modeling purposes becalsg disturb the surface runoff
little compared to the buildings. Similar conclusowere also reported in other
researches: in particular Tsubaki et al. (2006grrefl to the need to remove
vegetation from the DSM in order to obtain reatisiverland flow modeling results.
They found in fact that if vegetation is not taketo account, flooded water will
start accumulating before overflowing over the adphe vegetation itself.

However, the use of very detailed DTMs, such asARDones, favors the presence
of a greater number of errors inherent to the attjom and interpolation processes
of the elevation data, such as pits or sinks, asady reported in Chapter 2. These
are depressions disrupting the drainage surfaciehvwgreclude routing of flow over
the surface. Sinks arise when neighboring cellsigiier elevation surround a cell, or
when two cells flow into each other resulting ifilav loop, or the inability for flow
to exit a cell and be routed through the grid (Bugh and McDonnell, 1998).
Hydrologic parameters derived from DTMs, such aswflaccumulation, flow
direction and upslope contributing area, requieg inks be removed. However, just
sinks could also be real components of the surfaceexample, in large-scale data
where surface hummocks and hollows are of impoddncsurface drainage flow,
sinks are accurate features.

A number of methods have been described for magadepressions in DTMs
(O'Callaghan and Mark, 1984; Jenson and Doming@88;1 Hutchinson, 1989;
Jenson, 1991; Rieger, 1998; Martz and Garbrec9)1hevertheless, currently,
there is no standard way of LIDAR data improvem@mntsmoothing). In this case
such issue was faced by assuming that all the ®idapressions found in the most
realistic data set, i.e. the LIDAR DSHirst, were correct: thus all the common
depressions between LIDAR DSfifst and the LIDAR DTM and between LIDAR
DSM first and the LIDAR DTM were considered correct, wher#des remaining

ones were removed by filling operations.
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3.4 Traditional modeling of the drainage network

In a first phase a detailed study of the catchmexg carried out through the use of
the ArcGIS 9.3 software, in order to evaluate thyspcal characteristics of the
system to insert into the hydraulic model.

Owing to the lack of information about the manhglesitions, the system was
modeled using "fictive manholes”, whose positiorswétained by considering the
intersections between the sewer layout and theradaivainage network generated

from the previously processed LIiDAR DENfig. 3.9).

g

Y

e 7
e ‘.'_“"'%":i: : l. o

Figure 3.9 Localization of the “fictive manholes”.

Specifically, only the intersections, characteribgda Horton’s number greater than
one, were considered. Later such points were asbaseoutlet nodes, i.e. nodes
receiving the sub-catchments runoff.

A total number of 296 sub-catchments were idemtif@58 were mostly urbanized
(% mp > 0.7), 23 were on average urbanized (0.80<m, < 0.7) whereas the
remaining part was characterized by a natural nlsbin. All these information
together with the sewer data set, were then imgoni® SWMM through the use of
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the inp.PINS application for the next hydraulic ratig of the drainage system (fig.
3.10).

Legend
e (Qutfalls_ S

+ Junctions_S
— Conduits_S

[ | subcatchments

Figure 3.10 Sewer network model.

The calibration of the model was carried out onlihsis of the rainfall and flow data

available for eleven events, and, in particulaigoncerned the following parameters:

Dstore _peryi.e. the depth of depression storage on the g@esvportion of the
sub-catchment [millimeters];

Dstore_imperyi.e. the depth of depression storage on the iwé&s portion of
the sub-catchment [millimeters];

n, i.e. Manning's roughness coefficient for the agtsd

N_pery i.e. Manning's coefficient for overland flow ovire pervious portion of
the sub-catchment;

N_impery i.e. Manning's coefficient for overland flow ovéne impervious

portion of the sub-catchment.

The check consisted in comparing the overall trehthe simulated and recorded

hydrographs through the calculation of Pearsonéffaent. After various attempts,
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it was observed that the model provided satisfgct@sults (Appendix A) assuming

the following values for the parameters:

Dstore_perw= 2.5 mm,

Dstore_impen= 0.05 mm,
n=0.017 s/Mf®,

N_perv= 0.22 s/m®,
N_imperv= 0.05 s/m'°,

3.4.1 Performanceindicators and efficiency assessment of the drainage
network

Afterwards the calibrated model was used for egtimgahe functioning condition of
the sewer network through the calculation of twougps of synthetic indicators:
physical indicators and hydraulic indicators.
This type of approach, already proposed in someique researches (Fiorentino et
al., 2005), is also recommended at the internatitel: in fact the International
Water Association is looking to provide guidelinies the definition of optimal
management procedures of networks, which are basethe use of appropriate
performance indicators (Alegre et al., 2000).
The study of performance indicators is extremebfuisn identifying the sections of
the network which require greater and more urgét@nton and where available
resources should be concentrated (Di Federico,)20bis approach also permits an
evaluation of the effects that design or rehabitta choices could have on the
network behavior.
Moreover, the indicators can be calculated on #&sbof diverse time intervals to
evaluate the system performance evolution ovetithe, or they can be utilized as a
common base to compare different networks in tesfymserformance (Ermini, 2000;
Tang, 1985; Wagner et al., 1988 a,b; Billington afidn, 1987).
In this case physical and hydraulic indicators weateulated for every sewer trunk
in order to highlight which constructive defect el@ined the most relevant
repercussion on the network performance, and thechwehabilitative interventions

should be taken into account. Local geometric disnaities, such as slope,
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diameter, or direction variations, were considetadbugh the introduction of

specific slopeig), shapeif) and direction indiced). In particular, some thresholds
values were defined for each index, in order téirdisiish three levels of criticality,

which were later graphed with different colors:

 Level 1 - high criticality (red color);

* Level 2 — normal criticality (yellow color);

* Level 3 — absent criticality (green color).

The shape indexif{ characterized the geometric discontinuity assediawith
changes in shape or diameter between two consediniks. It was defined as the

ratio:

u (3.1)

where, respectivelyDy and D, represented the downstream and the upstream
diameters.

For the shape index the threshold value was fixedeeo: if the diameter of the
downstream link was the same as the diameter ougis¢ream link, the level of
criticality was assumed to be normal. A negativiei@dor the shape index indicated
nodes where the downstream section decreased arflomw phenomena could
occur. Consequently, the associated level of atitic was high (level 1). Positive
index values showed an increase in the downstreatios of the link: the associated
criticality level was three (table 3.4).

The slope indexif) expressed the criticality due to slope changas ¢an occur in
two consecutive links:

o JaT

i, —j—u (3.2)
wherejq andj, were the downstream and upstream slopes.

Also for the slope index the threshold value waedi at zero: if the slope of the
downstream link was equal to the slope of the epstrlink, the criticality level was
assumed to be normal (level 2). Instead, negataeg of the slope index localized
local concave connections where deposition or aataton of solid substances

could be favored. In such situations the critigalével was high (level 1). Positive
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index values indicated an increase in the slopethef downstream trunk: the
associated criticality level was three (table 3.4).

The direction indexif) expressed the criticafitdue to any planimetric deviation
between two consecutive links. It depended on tigdear that the prolongation of
the upstream conduit defined with the downstreandai:

i =1--L (3.3)

Two threshold values (0.25 and 0.50) were fixedtl@r direction index. The value
0.25 was obtained by considering a valuenaéqual to 135°: if the angle was
greater than 1351,(< 0.25) a high level of criticality occurred (lé\vl9, because the
insertion of the upstream conduit into the dowrastreconduit occurred with a
significant energy loss. Instead the value 0.50 @k#ained by considering a value of
the anglea equal to 90°, beyond which energy losses were ideresl to be
negligible (table 3.4).
It is evident that such singularities can determgwcharge conditions in the
drainage network, and therefore outflows from maethand consequent flooding of
the surrounding area. For this reason, a volumexind) was also introduced for
expressing the magnitude of the node surcharge:
V 00
i, =% (3.9

in,tot

whereVioog IS the volume discharged on the surface by themenode and/in (ot is
the total water volume flowing through the sameenod

Two threshold levels (0 and 0.01) were fixed: whégo,q was zero i(, =0), no
criticality could be associated (level 3). Insteddhe flood volume was bigger than
10% of Vin 1o, the consequent level of criticality was no longegligible (level 1).
Finally, normal criticality was assumed when thduwmre index was comprised
between 0.01 and O (table 3.4).

Viood @nd Vi, ot Were deduced from the results of the simulatiomsezhout through
the previously calibrated hydraulic model. In geheit is possible to perform
evaluations of the hydraulic indicators by consigrhoth observed and synthetic

hyetographs, depending on the research goals.i$ncdse it was interesting to
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evaluate the sewer network response to a desigrevant with a return period of ten

years.
Level of criticality | Values of ii | Values of j, Values ofa Values of |, Values ofi,
high k<0 h<O o >135° i, <0.25 iy <0.01
normal i=0 h=0 90°<a<135°| 0.254,<0.50| 0.014,<0
absent >0 h>0 a < 90° i, >0.50 iy,=0

Table 3.4 Levels of criticality for the physical and hydraulndicators.

Afterwards the computed indices were reported irS Gih order to localize

immediately the most critical elements of the semegwork (fig. 3.11).

e -0.60/-0.01

© 0.00
@ 0.01/2.00

ia
® 0.23/0.25
© 0.26/0.50
® 0.51/1.00

ip
®-0.99/-0.01
©0.00

® 0.01/36.00

iv
@ 0.00
0 0.01
® 0.02/0.69

Figure 3.11 Spatial distribution of the calculated synthetidéres.
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Especially it was possible to observe that the psed methodology detected 29 out
of the 48 nodes characterized by surcharge conditim fact, about 60% of the

points, identified by volume index values greateant 0.01, presented at least one
physical criticality. In particular, the slope \ation resulted the principal cause of
malfunctioning of the sewer network: in fact ab86€6 of the nodes, characterized

by physical criticalities, showed deficiencies loiktnature (fig. 3.12).

%

4%
2 o

mif+ip
mia
oif

Oip

Figure 3.12 Incidence of various physical deficiencies in tleefprmance of the sewer network.

Therefore, the network performance could be impidwe adjusting the slopes of the
most critical trunks, and avoiding any concave @&mtion that could facilitate the
deposit of solids transported by the flow.

Finally, it is important to underline that this rhetology also showed some gaps: in
fact, some surcharged nodes were not charactebiggahysical criticalities. These
results are explained by the inability of the metho predict the consequences that
the crisis of a generic node could determine onuppgtream nodes. In effect, the
impossibility of considering backwater effects thgb the simple estimation of
synthetic indices is evident.

3.5 Dual drainage modeling of the drainage system

Although a traditional modeling of the drainage teys can lead to acceptable
results, such as the efficiency assessment of ttaénatje network through
performance indicators, it is important to emphasthat this approach is not
adequate to simulate sewer flooding realisticadipce it ignores the fundamental
concept on which traditional urban hydrology isdiisi.e. the interaction between
the surface network with the buried drainage sygtaml drainageapproach).
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In reality, the flood water either fills naturalrface storage (ponds) or subsequently
travels across the terrain through preferentiahways by creating a surface flow
network typically called the “major system,” whillee “minor system” refers to the
underground sewer network. The connection betwhentwo systems is realized
through the presence of inlets and manholes, througich stormwater can be
channeled into the sewage system or can be dissharg the surface when the
sewage system is overloaded.
Although the dual drainage method is simple from ¢bnceptual point of view, its
implementation is quite complex: in fact, the sewgstem is generally known,
whereas the surface network must be defined takibtmg account the geometric
characteristics of the study area such as roades)ogimensions of sidewalks,
buildings, etc. Therefore, the definition of thejanasystem required the use of an
innovative technique: the AOFD procedure. A compredive data set is required to
run this tool: Appendix B outlines in detail howele data can be created using
ArcGIS and the likely sources of error that wilepent the AOFD tool from running
successfully. After the data preparation a serfegperations must be then carried
out in order to derive the overland flow networkeV were described adequately in
Chapter 2.
It is evident that the reliability of the major $gm is greatly dependent on the
quality of the available data, especially the DTé&éalution, since the definition of
the surface pathways is influenced by urban detaitgained in DTM itself. In the
first phase precisely these issues were examingpleiater depth: in particular, the
extent to which the resolution of DTM and the preseof the buildings could affect
the definition of the major system. Thus two diffler bare Earth DTMs for the same
catchment were considered in order to compare biter@ble results. These DTMs
were generated using different acquisition techesgand hence represented terrain
with varying levels of resolution and accuracy:
- a DTM was generated by digitizing the contour lireesd height points of a
topographic map. The contour interval of the orgjimap was 5 m (DTM 5);
- a LIDAR DTM was obtained from LIDAR survey and iaw characterized by an
horizontal resolution of 1 m (LIDAR DTM).
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The buildings were also considered by adding a 1€lewation directly to the bare

Earth DTMs in the areas really occupied by thedings themselves (fig. 3.13).

DTM 5

DTM 5,

LiDARDTM

LiDAR DTMy

i
tl;g?‘\

Figure 3.13 DTMs used in the case study.

The study showed that the number of surface patbwpygnds and the storage
capacity of the ponds changed significantly depamdin the resolution of the DTM
and the consideration of the buildings inside thEvDitself (tab. 3.5 and fig. 3.14

and 3.15).

Number of surface | Number % of the catchment area | Ponds storage capacity
pathways of ponds occupied by the ponds [m
DTM 5 331 2 0.005% 35
DTM 5 1,275 924 4.50% 187,908
LIDAR DTM 1,805 1,351 4.64% 77,127
LIDAR DTM, 2,655 2,191 5.72% 103,407

Table 3.5 Comparison of the pond and surface pathways deloreeesults using the four DTMs.
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Figure 3.14 Ponds and surface pathways defined for the diffdddiMs considered.
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Figure 3.15 Comparison of the pond and surface pathways deéioreeesults using the four DTMs.

It was observed that the use of more detailed DEMabled the definition of a
greater number of ponds and surface pathways, ricplar if the buildings were
considered in DTM (fig. 3.15). This result was esigel and can be explained by the
fact that buildings act as barriers to the overltionwd, hence they favor the definition
of ponds with ever increasing extension and depth.

Moreover, their consideration enabled some issaebet avoided, such as ponds
inside buildings and pathways crossing buildings 3.16).

LiDARDTM

Figure 3.16 Influence of buildings on ponds identification pedeire.

Nevertheless, the most interesting result was metnumber of identified surface
depressions, strictly speaking, but the associatedage capacity, because this
feature determines the trend of the flows routingrahe surface. It was observed
that the increase of ponds storage capacity wasfisantly bigger for the DTM 5
rather than for the LIDAR DTM (187,908°nfor the DTM5, versus 103,407 Hrfor
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the LIDAR DTMyp). This result could not be justified, principaljecause this
increase was concentrated in a reduced numbernafspwith respect to the LIDAR
DTM (924 ponds for the DTMbversus 2,191 ponds for the LIDAR DTM
Therefore, it was possible to conclude that thetmggable definition of the major
system requires highly detailed DTMs, such as LiDa&ts.

However, the use of such data promotes the geaerafia large number of small
ponds, often not significant for simulation purpgsehich could make heavier the
computational load of the modeling. Moreover, thespressions could be also sinks
that were not corrected in the previous stage®ifiM processing.

In order to overcome these drawbacks, the AOFD quoe allows all the
depressions to be rejected that do not respectes s# conditions established for the
depth and the volume. The ponds with smaller sihaa a threshold volume and
shallower than a given depth will be removed. Iis tivay the filtering routine
removes some small ponds from the analysis, butDihs! remains unchanged.
Therefore the AOFD approach to remove small posdifferent from the standard
“fill” method available in the ArcGIS Toolbox. Thiatter method, in fact, fills all
sinks (regardless of their sizes) by a user smetifiepth. Small ponds (pits) are
removed, however, big ones also lose their volumkage, and DTM is modified.
The threshold values of depth and volume can babksited after a sensitivity
analysis has been previously addressed: i.e.necgssary to evaluate the optimum
combination of volume and depth values that enabkesmization of the number of
insignificant ponds removed and minimization of thssociated lost capacity.
Practically, the pond removal should not affectngigantly the surface storage
capacity of the catchment.

Consequently, in the first stage, the maximum raofjevariation of the two
parameters was researched (0 tm<9.06 m and 0 i< V < 7,884 ), and later
divided into an equal number of equidistant sulkvdls. Every time the
corresponding ends of each interval were consideaedhreshold values in the
AOFD, and two indexes were calculated:

- an accuracy index

I, =1-%]ost volume (3.5)
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- a complexity index

I, =1-%ponds remove (3.6)

The introduction of these parameters was aimeding the condition that best
balanced the two needs: accuracy and complexithefhydraulic model. In fact,
they mean that an increasing pond removal wouldrdehe an easier to implement
hydraulic model, but a less accurate one becaysetaof the total storage capacity
would be ignored.

By reporting graphically all the calculated valuesa Cartesian plane witly on the
x-axis andi; on they-axis, a cloud of points, well fitted by an expotighrise to

maximum function with four parameters, was obtai(fed 3.17):
y=alf1-e™)+ af1- e*) (3.7)

with a= 0.21,b = 788.94¢c = 0.78 andl = 12.56 (%= 0.99).

100% E==e=—=—o

80% -

60%

- % lost volume

40% -

=1

la

20% -

OOAJ T T T T
0% 20% 40% 60% 80% 100%

ic=1-% ponds removed

Figure 3.17 Graphical representation @fversus, values obtained from the elaborations.
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The less steep branch of the curve, relative to dlaborations carried out by

considering small thresholds values of volume agypthi ( 0 m <h < 0.2 m and 0 th

<V < 10 nf), demonstrated how a large number of small porisehted are, in

most cases, the result of DTM errogt (cell§ because their removal did not

determine any relevant change in the lost volumefatt,i. tended to be reduced

with a higher rate than. This trend was maintained until the turning pantthe

curve {c = 15.02 % and, = 85.09% obtained fon = 1.06 m andv = 879 ),

beyond which every further reduction igfdetermined a significant reduction igf

l.e. an important loss of storage capacity.

Consequently, the analysis was later limited toréimge of values relative to the first

part of the curve: different threshold values opttie(comprised between 0 and 0.2

m, with a step of 0.025 m) and volume (comprisevben 0 and 10 fwith a step

of 0.5 nt) were considered and several calculations wendedaout by assuming

one of the two parameters constant and by varyiagther each time. All the results

of the elaborations were later plotted in ordeoltain:

- the constant-depth curves relative to the percentdgonds removed (fig. 3.18
a);

- the constant-depth curves relative to the percentétpst volume (fig. 3.18 b);

- the constant-volume curves relative to the perggntd ponds removed (fig. 3.18
C);

- the constant-volume curves relative to the pergentd lost volume (fig. 3.18 d).
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Figure 3.18 Constant-depth curves relative to % ponds remowed/a lost volume (a-b); Constant-

volume curves relative to % ponds removed and Yaviasime (c-d).

The objective was to verify whether all the cons®@epth curves presented the same

point of inflection, i.e. the same optimal valuewaiiume beyond which the further
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increase of the threshold volume would not prodarce variation either in the lost
storage capacity or in the number of the ponds vexhoSimilarly the same approach
would be applied for the constant-volume curves.weler, the proposed
methodology was not useful because it was not plestd define a unique optimal
condition for both the constant-depth and constahime curves.

Consequently, the choice of the threshold values hater carried out by trying to
find a physical explanation for these values: dpmdly, a value of 0.2 m was
assumed for the depth, since the footpaths uswally characterized by similar
height, whereas a value of 5 mvas chosen for the volume in order to filter hk t
ponds characterized by a surface area inferiobtof2(5 nt + 0.2 m = 25 f). This
assumption was acceptable, since the corresponadmes ofi, andi. resulted,
respectively, equal to 98.92 % and 44.91 % (reelilinfig. 3.17): i.e. a pond removal
of 55 % determined only a lost storage capacity.08% (fig. 3.19 and 3.20).
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Figure 3.19 Storage volume and surface ponds in LIDAR Djlavid LIDAR DTM, filtered.

127



LIDARDTM, et LIDAR DTMy;
: Al (h=0.2m V=5n1)

Figure 3.20 Ponds and surface pathways before and after the fiitaring process.

The obtained surface network (fig. 3.20) was latupled with the sewer network
model into SWMM, by assuming a series of 1D opeanclels, connecting the
surcharged manholes of the sewer system with tifacgudepressions, schematized

as storage nodes in the model (fig. 3.21).

Legend
+  Storage_Units
¢ Qutfalls_DD
+ Junctions_DD
Conduits_S
—— Conduits_DD

[ | subcatchments

Figure 3.21 Dual drainage model.

The geometric features of ponds, such as depthlume relations, and surface
pathways were provided directly from the AOFD. brtcular, the surface pathways

were modeled by assuming a simple trapezoidal @esson with:
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- a width of 10 meters, equal to the usual widthhefdrban roads;

- a height of 1.5 meters, for taking into account plessible overcoming of the
height of the curb from the surface flow;

- aninclination of the oblique sides of 45 °.

The link between thenajor and theminor systenwas realized by equipping all the

surcharged sewer nodes with orifices, which hadetopened when the node started

to be overloaded (in particular, in this case, wtienmaximum depth was reached in

the node, i.e. a value of 2.5 meters). Specificallg simulation of backwater effects

to represent the surcharge of stormwater from mlashor the rapid change of water

level, required the use of dynamic wave models.

The simulation of the interaction between the sigfand the sub-surface networks

was thus modeled trough a 1D-1D approach. Althotige methodology is less

accurate than 1D-2D models, it was chosen because

1) the inferior reliability of the model was in largart compensated by the use of
highly detailed topographic data, such as LIDAR DSfM

2) a similar procedure is more adequate for real thineulation of the drainage
system and rapid forecasting of the flooding preess In fact, basically, the
limitations of 1D-1D make it very difficult to sintate local conditions
accurately on a small scale, whereas simulatiotargier scale urban flooding

gives very promising results.

The calibration of the dual drainage model wouldeheequired the availability of
recorded data also for the surface network, suctiomspaths, flood extent or the
flow capacity of streets. The same speech is alithe AOFD outcomes: in fact,
the software gives an indication of the potentiabdied areas and surface pathways
based on the GIS routines developed. Then thesd#safiould be compared with all
available information concerned with the past fiogdorocesses experienced for the
case study (risk maps, newspaper articles, phqtbgra.).

However, in this case, the lack of such informaiimposed the consideration of the
same parameters previously adopted for the traditionodeling of the drainage
network. The only new parameter was Manning's coeffit for the surface
pathways, which was assumed equal to 0.0¥3sn
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3.5.1 Differences between the two types of modeling
It is evident that the complexity of the hydrautimdel increased by passing from a
traditional approach to a dual drainage one, mspbssible to observe by comparing
the two graphical representation of the networlg #.10 and fig. 3.21). In fact, the
number of conduits increased from 296 to 1625, ribember of junction nodes
increased from 296 to 485, since further nodesnecing the surface pathways
(break nodes), had to be taken into account, aswl thle number of outfall nodes
increased from 2 to 55, because the considerafitresurface pathways determined
the generation of further outfalls inside the catent. Moreover, it was necessary to
add about 1000 storage nodes, which enabled thdation of the ponds, and 225
orifices to be provided to the surcharged sewer eaodNevertheless, this
complication of the model was needed in order tautate the behavior of the
drainage networks more accurately, above all dugkigeme rain events.
In fact, by subjecting the two hydraulic modelsdentical rainfall inputs (the eleven
historical events above cited and three synthatitfall events with associated return
periods of 15, 30 and 50 years), it was possibledte different water volume
distributions only when the storm events surchatgedsewer network (fig. 3.22).
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Figure 3.22 Historical and synthetic storm events where diffiéresponses from the two models

were observed. In particular, for each event, yedygraph is plotted in blue, the hydrograph

simulated with traditional model is plotted in oganand the hydrograph simulated with the dual
drainage approach is plotted in green. MoreovertHe historical events, the observed hydrographs

are plotted in red and the calculated Pearson'Siciemts are also reported.

The above pictures, relative to the final trunkhe network, do not show clearly the
diversity of the results obtained by using the twodels: consequently, in order to
favor a better comprehension of such aspects, thesemes were later reported in

terms of (tab. 3.6 and 3.7 and fig. 3.23 a-c):

Wet Weather Inflowi.e. the surface runoff;
Internal Outflow i.e. the flow that leaves the system throughdiog at non-

outfall nodes;
External Outflow i.e. the flow that leaves the system throughalutfodes (that

is, the area comprised under the hydrographs mgbart the previous picture
3.22);

Final Stored Volumeg.e. the sum of the volumes stored in nodes iahg;|

Lost Volumei.e. the quantity oWet Weather Floviost during the simulation as

Internal Outflow
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Internal Outflow

Lost Volume= (3.7)
Wet Weather Flow
Recorded | Wet Weather Inflow | Internal Outflow | External Outflow | Final Stored Volume | Lost Volume
Rain Events m9 m9 m9 [mI [%6]
07/27/2006 16260 825 18522 96 5.07
02/15/2007 5862 0 7289 137 0
04/14/2007 3403 0 6495 97 0
04/27/2007 3073 0 9168 91 0
05/18/2007 2085 0 4006 131 0
09/19/2007 5997 0 10017 48 0
09/28/2007 5671 0 9671 46 0
10/11/2007 19491 4885 15960 112 25.06
11/15/2008 13036 0 17441 34 0
03/05/2009 59579 991 64761 100 1.66
03/29/2009 36874 0 38686 1052 0
04/28/2009 21322 0 22498 326 0
Design Rain | Wet Weather Inflow | Internal Outflow | External Outflow | Final Stored Volume | Lost Volume
Events m3 m3 m3 [mI [%]
T=15 60170 18209 45626 101 30.26
T=30 66106 21624 48120 101 32.71
T=50 70591 24319 49911 101 34.45
Table 3.6 Water volumes involved in the simulations carried loy considering the traditional
approach.

Recorded | Wet Weather Inflow | Internal Outflow | External Outflow | Final Stored Volume | Lost Volume
Rain Events m9 m9 m9 [m? [%]
07/27/2006 16260 129 18918 662 0.79
02/15/2007 5862 0 7216 225 0
04/14/2007 3403 0 6455 149 0
04/27/2007 3072 0 9135 148 0
05/18/2007 2085 0 3964 188 0
09/19/2007 5996 0 9996 91 0
09/28/2007 5671 0 9642 90 0
10/11/2007 19490 2290 17422 2074 11.75
15/15/2008 13036 0 17411 79 0
03/05/2009 59579 179 65231 712 0.30
03/29/2009 36872 0 38376 1372 0
04/28/2009 21322 0 22295 544 0
Design Rain | Wet Weather Inflow | Internal Outflow | External Outflow | Final Stored Volume | Lost Volume

Events [m3 [m3 [m3 [m3 [%]

T=15 60170 11141 48608 6500 18.52
T=30 66106 13665 51272 7580 20.67
T=50 70591 15929 53490 8550 22.57

Table 3.7 Water volumes involved in the simulations carried loy considering the dual drainage

approach.
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Figure 3.23 Comparison between the two models in termmternal Outflow(a), Final Stored

Volume(b) andLost Volumgc) for the design rain events considered.
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The volume variationgHxternal Outfloy between the two models are due to the fact
that in the classical model, when the flow intauagtion exceeds the capacity of the
system to transport it further downstream, the sxamlume overflows the system
and is lost. There is the option instead of hauhmgy excess volume stored atop the
junction, in a ponded fashion, and reintroduced the system as capacity permits.
In particular, under steady and kinematic wave ftowting, the ponded water can be
stored simply as an excess volume. Instead, foamyn wave routing, which is
influenced by the water depths maintained at noties,excess volume can be
assumed to pond over the node with a constantcugeea, which must be defined
together with the other input parameters suppladtie junction (“Allow Ponding
Option”). Nevertheless, in this case, this optiaswejected for two reasons:
1. it is not very clear which aspects should be takém account in the definition of
the surface area of the fictitious reservoir;
2. a similar model would be only a slight evolution thfe classical approach,
therefore it would not be able to solve all the atege aspects associated with

such a modeling.

Therefore, from the elaborations carried out, ieeged that the classical approach is
not accurate during extreme rain events becaudgheokexcessive and unjustified
volume lossesliiternal Outflowin tab. 3.6). Moreover, such methodologies would
force the engineer to adopt, as unique designisaluthe increasing of the cross-
sections of all the sewer trunks involved by thdticality, with consequent
repercussion on the costs of the structure. Thexetbe scarce accuracy of such a
modeling could determine further consequences tirabhe adoption of wrong and
more expensive design solutions.

Vice versa, a dual drainage model, such as theaseamed and proposed in the
research project, enabled a more realistic sinaradf the sewer flooding, since it
was based on a bidirectional interaction betweenntmor and the major system.
Hence, in this way it was possible to limit the raenof surcharged nodes (tab. 3.8 e

fig. 3.24) and the associated volume losses (fif3 8).
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Surcharged | Surcharged nodes % of surcharged nodes| % of surcharged nodes in| Average
nodes in in Sewer Model, in Sewer Model Sewer Model with reduction of

Sewer defined by the | completely corrected in| reduced flood volume in | the flood

Model AOFD Dual Drainage Model Dual Drainage Model volume
T=15 109 86 92.66% 6.42% 63.43%
T=30 111 84 88.29% 8.11% 61.47%
T=50 123 96 91.06% 6.50% 60.20%

Table 3.8 Improvements in the working conditions of the senetwork realized with the dual

drainage model.

100%:

B Surcharged Nodes non defined
in ADFD and completely
corrected in Dual Drainage
Maodel

B surcharged Nodes not defined
650% - in ADFD and partially
corrected in Dual Drainage
Model

W Surcharged Nodes defined in
AOFD and completely
corrected in Dual Drainage
Model

0% - B Surcharged Modes not defined
in AQOFD and partially
corrected in Dual Drainage
Model

15 30 50

Figure 3.24 Corrections realized by the use of the dual dragmagdel on the surcharged nodes

found in the traditional model.

In particular, it emerged that, on average, 77 %hefsurcharged nodes found in the
traditional model were also defined by the AOFD gadure: 94.32 % of these

presented a normal behavior in the dual drainagdeinihanks to the connections

provided with the surface network (nodes 55, 59a60 61 in fig. 3.25), whereas a
further 5.27 % was still overloaded, but by a voturaduced by more than 90 % (fig

3.24).
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SEWER MODEL Water Elevation Profile: Node 61 - 54
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Figure 3.25 Different behavior between the two models of somelsarged nodes, localized also by
the AOFD.

The dual drainage model also determined improvesnarthe working conditions of
surcharged nodes found in the traditional modet, mat defined in the AOFD
procedure: on average, 78.13 % of these presentextraal behavior in the dual
drainage model (node 22 in fig. 3.26), whereasrthéu 13 % was still overloaded,
but by a volume reduced by 30 % (fig. 3.24).
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SEWER MODEL Water Elevation Profile: Node 27 - 15
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Figure 3.26 Different behavior between the two models of soorelsarged nodes, not localized by
the AOFD.

In conclusion, more than 90 % of the surchargedeadfound in the traditional
model was completely “corrected” in the dual drgmanodel, whereas a further 7%
was still surcharged but by a flood volume redubgd60 % (tab. 3.8). In such
situations the engineer should solve a signifigamdduced number of sewer
criticalities, therefore the cost of the rehabilda works would tend surely to be
decreased.

Actually, such a model should push the designan&ximize the use of the major

and minor systems to manage the resulting excessfrariginated during a storm
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event. It needs to be pointed out that the termnagament” comprises the concepts
of “conveyance”, “storage” and “infiltration” of & excess water rather than the
traditional idea of developing systems to convey rilmoff as fast as possible to the
receiving water bodies. The development of solgtithrat make use of the physical
aspects of both major and minor systems impliesn@ation of the integral capacity
of the underground network of assets as well anéteork above ground; the latter
comprising roads, inlet works, and any feature hif physical infrastructure that
could interfere with (and thus alter) the movemeinthe water. This opens up the
number of variables to be examined in a diagnosticly and at the same time
widens the criteria to be used when evaluatingdfloontrol and mitigation measures.
An example of this could be the Blue-Green Con¢B@C) that has been developed
as a tool to integrate surface water and fluviabd risk management with green
spaces as part of the strategic spatial planningufiban environments. In fact, it
incorporates the roles of sustainable urban drainager restoration and flood
management to develop a network of blue-green coemis across a catchment that
links green spaces with the river corridor and eisged tributaries (fig. 3.27).

Figure 3.27 Example of Urban Blue Corridors.

In this way the integration between the urban wedgs and the green infrastructure
could improve the function of both systems throubgh reduction of flood risk,
provision of temporary flood pathways and enhancgneé biofiltration irrigation
activities (White, 2008).

Precisely these urban flooding issues demonsates again, how the dual drainage
model is more useful than a traditional modelsievident, in fact, that simulation
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results, especially the temporal trend of the s@rfeelocities and depth, will enable
the localization of the potential flooded area®.(f8.28), and, consequently, the

elaboration of risk map.
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Figure 3.28 Localization of the surcharged sewer trunks andldweled surface pathways and areas

corresponding to the design rain event with repearod of 50 years.

Such results will surely attract subjects, suchiresirance companies and civil
protection institutions. In fact, the insurance pamies will find the possibility of
more realistic evaluation of the damage associatiéid the floods advantageous;
instead, the civil protection institutions couldeusuch results for elaborating
adequate emergency plans.

In particular, from this point of view, it could besry important to connect such
hydraulic models, previously calibrated for a genstudy area, with storm tracking
methods. In fact, in this way, it could be possitieforecast the potential flooded
areas with a satisfactory lead time, and, consdtyeio realize all the planned
safety measures in time. Exactly this aspect dicethe second part of the present

research towards the study of storm tracking methodrban areas.
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4. Literature review concerning storm tracking methods

based on rain gauges data

4.1 Introduction

Storm tracking procedures are employed for derigtayrm movement parameters,
such as velocity and direction, because, as suggbstthe same name, they follow
the path of storms using radar or rain gauge dRadar has the advantage that it is
sometimes possible to view an entire storm systdrar@as a rain-gauge network
often acts only as a "window" of storm observatidowever, currently, rain gauge
data are often available whereas radar data arévinoeover convective cells, cause
of numerous urban floods, present dimensions samsticlose to the limit of the
radar resolution, consequently they could not lriately estimated (Shaw, 1983).
For these reasons the PhD activity was limited tmihe study of methods based on
the rain gauges data.

In order to avoid misunderstanding, it is importdnat the terms rainfall velocity and
rainfall direction are clearly defined, i.e. a distion must be made between the
movement of rain-producing storms and the motionrashfall patterns (Diskin,
1987). The former is a term applied to changes mic@uin the atmosphere as the
region producing rainfall moves due to meteorolabi€actors. This type of
movement can be observed by radar equipment pnogluoformation about the
areal extent of the rain droplets in the air atigem time and the location of the
centre of this mass of droplets at successive nitstaf time. The second type of
motion is the movement of rainfall patterns as ol by recording gauges, i.e. the
velocity and direction of the water masses, geedrddy rainfall, occurring in a
sequence on the ground (Niemczymowicz and Dahlbl@884). For example,
stationary clouds generating rainfall in a distidirectionally oriented sequence will
produce an effect on the ground which will be cdesed as a rainfall movement.
The motion is expressed by the fact that the rHithfigetographs recorded at the
various gauges are displaced relative to one anaibag the time axis. Just these
relative displacements will enable to derive latex speed and direction of storm

movement.
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Since this research is aimed at analyzing the ufllbading process, the second type
of motion will be studied in detail because simagoplications are more significant
for distributed rainfall-runoff models. This asp&adtl be deepened in the first part of
chapter, where the different fields of applicat@instorm tracking models will be
presented. The second part will be addressed tadhkeription of the rainfall data
collection requirements to be applied for urbanrblabical elaborations in order to
take into account the spatial distribution of tleective rainfall by measurements.
Finally the last part will concern the descriptioh the principal storm tracking
methods available in the literature by pointing the existing differences between
them.

4.2 Application of rainfall movement

Storm tracking methods were originally developeaider to take into account the
storm kinematics into rainfall input used for cdétion of runoff. In fact, although
considerable effort has been directed on improwviagfall — runoff models,
nevertheless one important part of the modelinggxtare, the generation of realistic
rainfall input, has been ignored until now. In die@due to lack of adequate data, the
traditional rainfall input has been assumed to béuraction of time only and
uniformly distributed over entire catchment. Moregvsometimes, if the data from
several gauges were available, the data processiudd have started with space
averaging using suitable weighing factors. Thusy aformation about spatial
structure and movement, possibly present in thgirai data, has been lost.

During the Seventies, various researches were e@viot development of design
storms with time pattern adapted to the shapeadfreénfall hyetographs (Keifer and
Chu, 1957, Sifalda, 1973; Desbordes, 1978; YenG@molw, 1980; Desbordes et al.,
1984; Yen, 1986 ). Some of these design stormseprd® be useful in design of
conduits. However no attention was paid to the wata&dn of the statistical
distribution of the direction of movement of storainfall patterns, their speed in a
given direction and their areal extents.

All this is in a clear contradiction with the ra@ture of the rainfalls that is highly

dynamic. In fact rainfall fields contain a compltied mixture of cloud structures
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which are developing and dissipating, come closedch other and go apart, and,
doing so, move across the catchment (Austin andzélol®72; Amorocho and Wu,

1977; Gupta and Waymyre, 1979). Moreover this wrorgleling determines also
errors in the simulations, since the rainfall moeein influences the runoff

generation process, basically in two ways (Niemomynz and Jonsson, 1981,
James, 1982; Shiling, 1984 a,b):

1. direct influence by reinforcement of runoff in waterways or condui

geographically oriented parallel to the storm mogetrdirection;

2. indirect influenceon the shape of point versus areal hyetograph.

Thedirect influenceof rainfall movement on the shape of runoff hyaeq, called
also "the directional bias" (Niemczynowicz, 1984 tz®s been recognized for a long
time. Rainfall traveling downstream the catchmeling the main direction of
conduits produce higher peak and steeper limb$ie@fhtydrograph than the storm
moving upstream (Townson and Ong, 1974; Surkan4;18lemczynowicz, 1984a,
1984Db; Larson and Berndtsson, 1985). The magnitdigmssible reinforcement of
the peak discharge depends on several geometataiment and sewage network
properties, as well as on rainfall pattern charsties and velocity parameters. On
conceptual catchments with geometry specially aesigin order to maximize the
effect of movement, maximal directional bias magcte values of several hundred
percent for storms with short duration. On realcleatents, using real observed
rainfall events and their movement parameters,ntlagimal directional bias may
reach values of about 20-30% in relation to théatary storms (Niemczynowicz,
1984a). Nevertheless these values denote rainfétls short duration, without
practical importance. Therefore it is possible d@aaude that the direct influence of
storm movement on runoff hydrograph may be negiertenost cases for practical
purposes because the maximal directional biastéovms with practically significant
magnitude, is of the order of some 5-10%.

Instead thendirect influenceis expressed by the fact that the hyetograph,reéde
in one point, will change its shape if it is coresield from an areal perspective. Let us

consider a two-dimension case of an hypotheticébum rain cell moving with a
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constant speed of 600 m/min and a length of 6 krar a catchment with a length of
12 km (fig. 4.1).

6 km
b catchment: 12 km l
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Figure 4.1 Schematic representation of point versus angatbigraphs resulting from a moving

uniform rain cell (from Niemczynowicz, 1991).

In each point of the catchment the point hyetognaphbe a simple block rain with
a duration of 10 min (6,000 : 600). Instead theahleyetograph will be trapezoidal
with a duration of 30 min, and peak and averagensity lower than intensity
observed in one point because during the firsttaedast 10 min only a part of the
catchment is covered by incoming or passing rdin ce

Such simple example can be extended on all reahstand all real catchments. It is
important to notice that the areal rainfall alwalffers from point rainfall by two
simultaneously occurring phenomena: decrease ofageeareal intensity and
increase of areal duration. Storm duration is longe large catchments than on
small catchments, the average areal intensity &lenon large catchment compared
with small catchments, whereas rainfall depth is #ame on each point of the
catchment, i.e. the total volumes are equal on thaltatchments.

Consequently thendirect influenceof rainfall movement consists in the different
runoff simulated when a traditional, static inpstused compared to the situation
when real rainfall is moving across the catchmbnfact, in this last case, the shape
of volume accumulation curve will depend on theestf the catchment and the

direction from which the moving storm enters thetckment. The time of
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concentration itself will be different if the mogrstorm enters the catchment from
upstream direction compared with the case whentére from downstream.
Therefore, in conclusion, it is evident that modeaimfall input should be based on
the recognition of rainfall kinematics and it shbutontain the movement
parameters. Such practical application may be\easthieved using any distributed
model type SWMM which allow for multi-gauge inpiHlyetographs from one or
several gauges may be lagged in time to simulaeartbvement. The time and the
direction of lagging is chosen so that the reaboiy and the direction is simulated.
The used direction and the velocity of rainfalla,cas a first approximation, be taken
as the prevailing direction and averaged velocity.

4.3 Rainfall movement monitoring

The temporal and spatial distribution of convectraen cells is the result of five
characteristics: (1) intensity distribution withime cell; (2) cell size; (3) intercellular
distance; (4) rate of development and decay okgcalhd (5) the velocity and the
direction of movement. The first three characterssinay be "seen" by the single
rain gauge as a two-dimensional cross sectionefdinfall field as it moves above
the gauge. The last two characteristics may be obn$erved by a dense network of
gauges or by radar (Berndtsson and NiemczynowR&8)L

In particular such features can be considered frem different perspectives: the
immobile or static perspective, which can be catleslEulerian point of view, and
the mobile or dynamic perspective, which may berrefl to as theagranianpoint

of view.

The Lagranianperspective obtains when the observer followstbging system, in
our case the storm, on its path over the grounthifnperspective, the storm has an
observable direction and velocity of movement. Teeelopment and decay of the
rain cell will appear to the observer as a timegpat If only one observer exists (one
gauge on the moving carriage), no conclusions @adrawn about the size of the

rain cell or the spacing between rain cells (fig)4
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Figure 4.2 Visual representation of the Eulerian versusLihgranian perspective on the rainfall

process (from Niemczynowicz, 1991).

The Lagranian approach can obviously, for practical reasonsgenée applied in a
pure form. However, studying the rainfall pattema number of gauges situated
along the line of movement, guasi-Lagranianpoint of view may be obtained.
Observed changes in the time pattern from one gaugee other will tell us about
the process of rainfall development and decay.

From theEulerian point of view, the gauge is immobile on the grosundface while
the rainfall structure is passing above. In thisspective, observed time pattern of
the rainfall contains combined effects of spaceicstire of the rain cells, their
distance and size, development and decay, and dloeity of storm movement.
From a point of view of an immobile observer, tlérgauge, it is not possible to
separate these effects from each other. For exaimpgenot possible to distinguish
the effects of different velocity from differentzsi of the rain cells. The small rain
cell moving slowly may produce the same time pat&s a large cell moving fast,
etc.

This last approach seems the most appropriatetdolyisig the rainfall movement,
however the rain gauges must fulfill rather rigoequirements in order to obtain

data sufficiently good for successful calculatidrstorm parameters:
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(1) the gauge network must cover an area reasonaldgibtbgan the size of the rain
cells;

(2) the distance between gauges shall be shorter tieagize of the rain cells;

(3) the time resolution of registration shall be sublatta number of intensity
samples can be taken during the passage of a sagleell;

(4) volume resolution shall be small enough to ensueammgful readings during
short time intervals;

(5) gauges must be synchronized in time;

(6) data shall be gathered during a period long endaghake statistical treatment
possible.

The same constraints are valid for radar measuresnvemich have also limitations
concerning space and time resolution.

According to literature, the observed size of cative rain cells are comprised
between 2 and 30 Kir(Austin and Houze, 1972; Niemczynowicz, 1984 a,B)
assuming circular shape of the rain cells, celinditer, ranging from 1.6 to 6.2 km,
will be obtained. Consequently, in order to "sde $ame cell in at least two gauges
the distance between gauges should be about 1&nheé gauges distribution should
be about of one gauge per 1%m

Velocity of rain cell movement has been reportedsdoy between 2 and 25 m/s
(Hobs and Locatelli, 1978 ): especially the averagiecity of 400 events observed
in Lund was 10 m/s (Niemczynowicz, 1984 a, b). Gmgnhwith an average velocity
of 10 m/s the time of passage of rain cells abbeegauge is comprised between 2.7
and 10.3 min. Therefore a time of registration dlmme minute is required in order
to "sample” the same rain cell in the same gautgaat two times.

Finally small volume resolutions of instrument avecessary in order to have
meaningful registration of small rainfall intensgi (fox example tipping bucket). If
the least interesting rainfall intensity is assuntedoe 0.1 mm/min and the time
resolution is one minute, then the reasonable veluesolution of one "tipp" of the
bucket is 0.1 mm.

Therefore, counting with usual sizes and velocitiegin cells, we can arrive to the

"1-1-0. I" rule of thumb: i.e. one gauge per 1% min time resolution and 0.1 mm
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volume resolution of registration (Krejci and Simdj, 1989; Niemczynowicz, 1989).
These are the maximal rainfall data collection negments to be applied for urban
hydrological applications if the spatial distribri of the convective cells is to be

resolved by measurements.

4.4 Storm tracking methods

A basic assumption, common to all storm trackinghoes, is that the computations
produce single values of storm speed and direatiomovement for each storm
event. In other words, the possibility of changethe speed or direction as the storm
sweeps over the network is ignored (Diskin, 198His simplification is justified
since convectional storms move at a reasonablydgtealocity, in fact changes
occur only slowly over distances of perhaps hungli@dmiles (Hindi and Kelway,
1977).

The movement of the rainfall event is therefore eled as the motion of a wave
front, defined by the single values of speed angction to be calculated. In
particular the motion is expressed by the factrénefall hyetographs recorded at the
various gauges are displaced relative to one anatlomng the time axis. These
relative displacements depend obviously on the dspmed direction of storm
movement.

Since rainfall hyetographs at different statione aot identical, it is necessary to
select some easily identifiable feature of the bgeiph, in order to follow it as it
moves in space across the gauge network. Howeeeregults of numerous storm
tracking studies reveal that the choice of theuieais a very difficult task (Hindi and
Kelway, 1977; Felgate and Read, 1975; Shaw 1988use different results were
obtained depending on the nature of the featur@tadoIn addition to this, there is
also a significant difference in the nature of tutcomes. If the selected feature is
the beginning of rainfall, the peak, the centroidh® hyetograph, etc., for any pair
of stations in a given storm the difference intihges of arrival is independent of the
path joining the two locations. The same resuttitained if the path is direct, or if it
goes through one or more intermediate stations.ekample, using such a method

for three recording rainfall stations, A, B andiQjives values that are additive, i.e.,
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the time shift between stations A and C is equahé&sum of the time shift between
A and B and that between B and C.

Vice versa values of the time shift computed by ethod based on correlation
coefficients are, on the other hand, not additié this can lead to some difficulties
if the data are used for the computation of theedpend direction of the movement
of the rainfall pattern.

One of the first methods developed was simply basedhe construction of the
isohyetal map for every time steps running throtighwhole storm duration and the
consequent evaluation of the movement of identigidbature (fig. 4.3). With this

method one can observe the significant changetensity even over distances of
less than a kilometer and time intervals of theeordf one minute (Austin and

Houze, 1972).
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Figure 4.3 One sequences of isohyetal maps drawn at 2#teénvials showing the movements
of typical cells across the gauge network. Thei@4@tals are given in units of 0.01 mm (from
Felgate and Read, 1975).

Nevertheless these methods, used in manual modecarcerned to be time
consuming, moreover the final definition of thehgetal pattern is subjective and
tends to be less accurate near the edges of ttlenoat boundaries.
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Therefore, afterwards, various efforts were madeorder to overcome these
limitations: in particular all these new procedustarted by trying to solve the

simplest case, where data were available onlyHaeet stations (fig. 4.4). The data

consisted of the locations of the stations andtimes of arrival of the selected
feature at the stations.

_'f‘_nlllt =2.2 h
- _..-""-.# 1
2 “l;‘;'f et II'
-"":_..-""-'-"'.\ ] |II
<L VAR
'___.-"'f - = Y-
p - \.\\ n',‘ 3 |II I| E
-~ Ay =1\
B - )(z\ 3 lll i.ﬂ’__
t=5.5 N '
™, — ,i'a-_a \\ II|
--__\____-I'.'l i ‘.\ 1
" S 1
~ 59__5"'““-5_: —
N o T, 1240
N “\
™~ \
\\ \
N \
" |
yk \\\__ IlI
N |
. |
L ™~ ! g’
........... o “b\
X

Figure 4.4 An example of the three stations graphical meffimm Diskin, 1987).

An example is the graphical solution outlined ig. f4.4, first described by Foster
(1948). According to this solution, the speed ofvemaent along the three lines
joining the stations is calculated from the diseand time differences between
stations. Using these speeds and starting at stAtiavhere the arrival time is the
smallest, points C' and B' are found along AB arf@, Respectively, such that the
time of travel along AC' is equal to that along AGd the time of travel along AB' is
the same as that computed for AB. The two lines thibtained, CC' and BB', are
lines of equal time of arrival, or isochrones, fbe storm considered. The speed of
the storm movement can be therefore calculated filmenperpendicular distance
between the two isochrones and the difference lestwieeir time values, whereas
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the direction of movement is parallel to this pewgheular. For the example given in
fig. 4.4, the speed of storm movement is 20.1 k(B/B8 m/s), and the direction of
movement is 218 degrees clockwise from noythx(s).

It should be noted that the speed along the perpdalad is smaller than the speed
along any other line in the y plane considered. In fact, considering the isaohso
as contour lines in the y, t space, the perpendicular is the line of maximuwpesin
the inclined plane defined by the coordinatey) and time of arrivaltj for the three
stations.

By following this geometric interpretation, Neimemwicz and Dahlblom (1984)
presented a simple program, called TRIAD, for thalgical determination of the
velocity and the direction of storm movement. Thetimd uses the time to peak as
reference feature to be found on hyetographs fremeral gauges. In particular if
only one peak for each rain gauge is observedtirak to peak values can be
accepted. Occurrence of more than one peak durggdme event means that more

than one rain cell passed the network in some seguig. 4.5).

]

Rain No2

Rainfall intensity mm/min

M

Figure 4.5 An example of multi-peak event (from Niemczynozyi1l987).

Time

In such cases it is often difficult to decide whadtthe time to peak values should be
accepted as belonging to the same rain cell. Toeref number of combinations of
time to peak values have to be selected and tlaé felocity vector has to be taken
from that combination which shows the smallest ateon of velocity vectors

between all triads of gauges, as it will be expdim more detail later.
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Modifying the notation used by Niemczynowicz andhibéom, the procedure is as
follows: if the time to peak values are known foree arbitrarily chosen gauges, a

velocity vectorV can be calculated

V=(v,y,) (4.1)
_ dx

Vx - dt (42)
_dy

v, = ot (4.3)

where §, y) are the space coordinates for the gaugestaisdthe arrival time.
Introducing a three dimensional space, where orgissthe time coordinate and the
two others are the ordinaryandy coordinates, a plane can be placed through three
points in the space:

t =alk+ bly+ c (4.4)
where
- ais the slope of the inclined plane parallel totkexis and represents the inverse

of vy
a=—=— 4.%)
- bis the slope of the inclined plane parallel to ykexis and represents the inverse
of vy
b=—=— (4.6)
- cis the height of the inclined plane above theiorlgut it has no influence on its
slope.

For each combinationof three gauges, three simultaneously linear égustcan be

established

ty=a Ok +0 0y +¢ (4.7)

withi =1, 2, 3 andL.< j <m. The number of systems), is equal to the number of

combinations of three gauges from a number of gauginction n:
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n
m= (3} (4.8)

The solution of each of these sets of equationssgivvectoR,

R, :(ai' t?) (#.9
with a Iength” RjH

[Rl=Vg+y (410

The absolute value of the velocity can be thenutated

-1 1
MV =IR| BT (4.11)

as the inverse of the steepest slope of the irtipl@ne, whereas the direction by the

arc tangent of the velocity componentsiandy directions.

0= arctar(E) (4.12)

a

A value of the average velocity and direction foe tvhole area can be estimated by

averaging the results obtained from all the contimna of triads of gauges:
— 1.
v=_0 v (413
m 4=

However, when calculating the average directionitifleence of the wrong vectors
has to be minimized, i.e. the influence of vectakulated from triads of gauges for
which the time of arrival does not belong to thensacell. Hence, the normalized

vectors are suggested to be used:
" -1
R =|R| oR =\, OR (4.14)
The sum of the normalized directions
R=2.R 18)
j=1

can be finally taken as the average direction efeent.
Therefore, for multi-peak events, the eliminatidnmwong combinations requires to

be carried out by choosing only average vectorh wieé smallest variation between
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triads. As a measure of the range of variation)ehgth of the average vector can be

taken

1
S—EEWFQH (4.16)

The value ofS varies between 0, if velocity vectors are equdlbtributed over the
circle, and 1, for the case when all vectors hdeedame direction. The direction
with the smallesSvalue is taken as final storm direction for thenfall event.
Shearman (1977) proposed a similar scheme basedimnof stations. This method
was originally developed by Marshal (1975, 197789 and is known as “lag-
correlation analysis approach” because the maxirmithe lag-correlation structure
is assumed as reference feature.

In order to better understand what is the lag-¢aticn structure it is convenient to
consider the figure 4.6, where the profiles of fainntensity versus time for three

recording rain gauges are reported.
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Figure 4.6 Synthetic profiles of rainfall intensity verstime showing optimum time lag (T) between

pairs of rain gauges (from Shearman, 1977).

157



Suppose storm duratioN, is defined as the time lapse between the beginoiitthe
storm, where any one gauge records a non-zero amauiil the cessation of the
storm when all gauges are again recording no taithis way the time series of
observations at any gaugecan be denoted{ti); i =1, ...,N]. In particular leti,(t;)
denote the rainfall intensities at rain gauges tina¢ (;), andix(t; + 7) represent the
intensity at rain gauge 2 at a timeater. It is possible to measure the association

between gauges 1 and 2 for kgy calculating the correlation coefficient:

P4

—T

o, .dﬂuw-miu@+ﬂ4g}

Pe= o =X N — (4.17)
P ;[il(ti)_il] @[iz(ti)_i 2}
where
=) (4.18)
1 N — 1\%i "
E:% :liz(ti) (4.19)

The question of interest is “what displacement o sequence will make that
sequence most similar to the other sequence, takiogunt of the fact that there may
be differences in the total amounts of rain fallaigthe two gauges ?” (Graham,
2002). Therefore this calculation must be repeatéhl various values of, to give a
set of correlation coefficients or a correlogramicihmay be represented py(7).
The value ofr which corresponds to the maximumga$(z) approximates to the time
interval between the rainfall intensity maximumsrainh gauge 1 and rain gauge 2
(fig. 4.6). This is the optimum time 1ag..

A separate correlogram has to be calculated fon @atr of rain gauges, and each
one will yield an estimate of the optimum time ladhusp13(r) andp23(r) may be
calculated to give valu€g; andTas.

Such values, together with the spatial coordinatéle stations, can be later inserted
in eq. (4.4). In particular by subtracting the eegsions from each other, it is possible
to eliminate the parametelin order to obtain the following equation:

At =alAx+ blAy (4.20)
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Sets of values offx, 4y and At are obtained for each pair of rainfall stations fo
which the correlation coefficient between their toggaphs is above a specified
threshold. The number of equations thus formedjigkto the total number of pairs
that can be formed from all stations, reduced leyrthmber of pairs producing poor
correlations. Finally the resulting set of simuetans equations can be solved for the
parameters andb by the method of least squares, and storm direeial velocity
can be calculated, respectively, by eq. (4.11)(4rtR).

Instead the Marshal's method is quite differentdemthe assumption of spatial
stationarity, the lag-crosscorrelation between the generic pair of mtatk andw
can be considered to be only a functionzofind the relative coordinates of such
stationSw (Xkw = Xk —Xw) and Viw (Ykw = Yk — Yw)- In this way the cross-correlations
do not depend on the absolute positionskadnd w but only on their relative
positions.

Therefore for each pair of gauges two points caplbied in the relative coordinate
system X, Y), representing values pf,, andp., placed in the positions, Ykw)
and (X - Ykw)- Thus then-(n - 1)/2pairs of gauges provide (n - 1)points, wheran

is the number of gauges in service.

Afterwards all these points will have to be intdgted by correlation isolines:
consequently, for the selecteda "lag< correlation surface"”, denotedX, Y), will

be graphed in the relative coordinate system 4fig).

tal) ¥ : =| L F

e

e

T2 R wi [ (¥

&l 5

Figure 4.7 Correlation surfaces of Winchcombe storm 114 fel0, 1, 2, 3 (from Marshall, 1980).
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The speed and the direction can be later calculatddllowing the movement of the
maxima of the lag correlation surfaces obtainedefeh lagr (Co, C;, C; andCs in

fig. 4.7). The direction is measured directly oe tiraphs, whereas the velocity is
calculated manually from the time and the distaot¢he drift of the correlation
figure. Such a model is also useful for evaluating storm structure that can be
indicated by the 0.5 contour of the fitted surfaces

Another method, based on the correlation conceps geveloped by Briggs et al.
(1990), and farther extended and used by FelgatdRa@ad (1975) and Shaw (1983).
This procedure, called "full correlation analysisi§sumes as reference point the
maximum of the crosscorrelation function betweeinspaf gauges from every three-
gauge group selected from the raingauge network.tibhe displacements between
the maximum of the crosscorrelation function irethgauges are then used in order
to calculate the speed and direction of storm maregm

Moreover these time displacements, in combinatigh the value of the average for
the three-gauge autocorrelation function, give dbecalled "characteristic ellipse”

which is defined as the correlation contour atGHelevel.
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Figure 4.8 Plan of the Cardington Gauge Network showingaterage "characteristic ellipse" for
the storm of May 27, 1962, and the direction of eroent of the cells. The 500-mbar wind direction

is also shown (from Felgate and Read, 1975).
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The characteristic ellipse gives indirect inforroatabout the size, the shape and the
life-time of the rainfall cells.
This method was tested on six rainfall events meorat sixteen gauges in
Cardington and on three events recorded at 22 gaug&Vinchcombe, England
(Shaw, 1983). For seven of the nine rainfalls, doenputed velocity of storm
movement agreed, according to the author, welhéorhean 700 mb wind velocity.
Since the nine events were chosen from 280 recaededts, it is not known if the
same agreement would be achieved for other evBetsdes the results of a "full
correlation technique" are difficult to interprétysically since the shape and size of
the "characteristic ellipse"” represent rather irdegy effects of storm movement, cell
size and the distance between gauges rather tleaphysical parameters of the
rainfall cells.

Almost all the reported methods were later critibgdiskin (1987) because:

1. the inclusion of a large number of pairs or growbsthree stations in the
computations means that some stations are givea weight than others, which
may not be justified by their data.

2. the accuracy of the results depends on the poliopted for the rejection of
outliers in the TRIAD method, or on the value oé thorrelation coefficient
adopted as threshold in the “lag-correlation” amall "correlation” analysis.
Moreover such rules may have to be modified fofedént networks of rainfall

stations, or even for different storms in the sa@®vork.

Consequently the author tried to make use of al ithformation available but
eliminating the need to set arbitrary rules for tiegection of some results. By
following the geometric interpretation given by theevious approaches, the author
solved the problem through the determination ofdheation of the inclined plane
that best fits to a given set ofpoints in thex, y, t space, wherea is the number of
stations for which data are available. The coontémaf each point are the location
of the station, relative to a pair of (arbitrary)y axes, and the time of arrival of a
specified feature at the station. In particularyofdatures, for which the additive

property was valid, are suggested to be used.
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The criterion for best fit can be chosen at wikkvaertheless the sum of squared
deviations between observed times of arriVigl &nd the valueg;] predicted by the
equation of the plane (eq. 4.4) is recommended.

The sum of squared deviatiowsis given by:
n 2
W=>"[T-(alx+ bdy+ ¢] (4.21)
i=1

The values of the three parametershb, ¢ that minimize this sum are found by
solving the set of three simultaneous equationsiondéd by equating to zero the
partial derivatives of eq. (4.21) with respect teede parameters. The resulting

expressions for the three equations are:

aDZn: X+ bDZn: x Oy + djz x—i xdT=0 (4.22)
i=1 i=1 i=1 i=1

al) x Oy + b ¥+ dd y-> ydT=0 (4.23)
i=1 i=1 i=1 i=1
aDZn:x + bDZn: y+ d]n—zn: T=0 (4.24)
i=1 i=1 i=1

The solution of these equations for the three patara can be expressed in the

following form:
_ALE-BILC

a=s—— (425
DE-C
= BED'AEC (4)26
DE-C
2 (T)-ad (x)-bD_(y)
c= i=1 |:1n i=1 (427)

A= (Tox) -2 (T2 (¥ (4.29
B= nDZ(TiDy)-i(T)DZn( Y) (4.29)
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c=n> (D) -2 (0D ¥) (4.30)
D=n}(¥)-2(%)2(x) (4.31)

E:nmg(yf)-é(y)@l( y) (4.32)

Finally the speed of movement is given by the isgesf the maximum slope of the
plane (eq. 4.11) whereas the direction, that islfgrto that of the maximum slope,
can be calculated relatively to tkexis by eq. (4.12).

Nevertheless the prediction equation reported aimmet the only possible model to
represent the data. In fact the observed diffeaemval times could be also random
fluctuations from an equal arrival time for all tsdas, that could be the average of
the observed arrival times themselves.

Reverting to the geometrical interpretation, anaé@urival time is represented by a
horizontal plane (parallel to they axes) at the level of the average time of arrival
(fig. 4.9).

Figure 4.9 Geometrical interpretation of the movement ofrsis through the hypothesis of the

inclined plane and the horizontal plane.

Therefore it is necessary to verify which of thar@s represents better the data set.

The choice can be based on the comparison betvireerodt mean square (RMS)

deviation obtained by adopting the two modgls, o, ) :
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(4.33)

(4.34)

where
- T, are the observed times of arrival;

- t, are the predicted times of arrival computed by(édt);

- T is the average arrival time.

The ratio of the two values can be adopted as asuneaf the significance of the

results Significance Ratip

Significance Ratiq S J)?:ﬂ =
JO

(4.35)

The values ofo, is always smaller thaw, , therefore their ratio is expected to be

comprised between zero and one. Values close twimdicate high significance of
the inclined plane hypothesis whereas values diosme poor performance of the
proposed model. Some high values of the signifiearatio, for example 0.85 or
0.90, may be adopted as limiting value, above whkhehhypothesis of equal arrival
times cannot be rejected.

All the results produced by the proposed methodjuting the value of the
significance ratio, are subject to errors (DiskiB90). These are due to inaccuracies
in the observed data as well as disagreement bettheereal behavior of the storm
and the assumption of constant speed and diredtiong the storm, on which eq.
(4.4) is founded. Therefore an important part of atudy of moving storms should
be also the estimation of the magnitude of thergiirothe results obtained.

If the number of rainfall measuring stations isatekely large, the following

procedure is proposed for estimating the accurdcyhe results(Diskin, 1990).
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Consider a case where rainfall data is available donumber of stationsn)
Naturally, to get the best estimate of the speeddarection of movement, data from
all stations should be used in the computationsveéder, if the number of stations is
large, a reasonable estimate could also be obtdiyedmitting one station and
basing the computations on data from om¥ stations. The results, based on data
for n-1 stations, will obviously depend on the locatadrthe station omitted and, in
general, be different from the corresponding resialt alln stations.

Computing the speed and direction of storm moverfeerdll possible groups of-1
stations, obtained by omitting one station at theef will result in a set of results
containingn values of computed speeds amdalues of computed directions. The
means of these results are expected to be verg thogalues of speed and direction
derived with all data for the stations. The standard deviations of the resiNes gn
indication of their accuracy. Strictly speakingstis the accuracy of values derived
from (n-1) stations, however, if is large, the value obtained can also be takem as
measure of the accuracy of the results obtaingd alithe data.

This last method seemed the most appropriate &rabearch purposes, because it is
practically sound and straightforward, moreover oitercomes the limitations
characterizing the other available procedures. €qumntly it was selected for the

further applications reported in chapter 5.
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5. Storm tracking study based on rain gauges data a

monitored catchment

5.1 Introduction

This chapter exposes the methodology used to dstitha speed and direction of
movement of rainfall events recorded by the dergeark of rain gauges placed in
London. In detail rainfall data were provided bypkenial College London in order to
deepen the knowledge of rainfall characteristicwview of their critical effects in
causing regular flash floods. In fact it is evidéow information, such as the rate
and direction of movement of storms relative to dnentation of the catchment, is
relevant to flood studies. Moreover, in this waywill be also possible to enhance
decision making by urban planners, engineers anlitypanakers (Desa and
Niemczymowicz, 1997).

The lack of an adequate instrumental equipmentherLiguori catchment did not
allow the possibility of performing a similar studgr this site, for which the
drainage model was previously developed. Therefioveas not possible to prove
how the linkage between storm tracking procedures taydraulic modeling could
enable the identification in advance of potentimofled areas. However the
elaborations carried out demonstrated how rain ggugay be considered as valid
alternatives in rainfall movement prediction, toteken into account in areas where
radar measurements cannot be obtained yet.

In particular the speed and direction of movemetainfall patterns, assumed
constant during any given storm, were derived frdata sets comprised of the
coordinatesy, y) of the rainfall recording stations and the tinoésirrival ¢) of some
prominent feature of the recorded hyetographs. fdslts of numerous storm
tracking studies reveal that the choice of theuieais a very difficult task (Hindi and
Kelway, 1977; Felgate and Read, 1975; Shaw 1988hs€guently, in this case,
three features were used for the definition ofvairitimes:teen; the time to the
centroid of the hyetograplmax the time of highest rainfall intensity amglse: the

time of start of rainfall.
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Different results were obtained depending on thereaof the feature adopted. The
relative merits of selecting one feature or anothere explored by comparing the
various results obtained with other physical phesmoeanwhich are related to the
storm movement, such as wind movement.

Finally, the research was also aimed at evaludhiagextent to which the location of
the rain gauges inside the catchment could comditie results of the methodology.
These further elaborations are also important lsraome municipalities do not
have the funds for equipping themselves with argad&® number of rain gauges,
therefore it is significant to know how the resudtauld change if a reduced number
of recording stations is employed. Consequentlyur fadifferent network

configurations were finally considered in ordectompare the obtainable results.

5.2 Data collection system and data base

Thirty-eight automatic tipping-bucket rain gauges placed fairly evenly over the

city of London (fig. 5.1 and tab. 5.1):

- six have been operating since 20@dofnwide, Carshalton, Harringay, Hayes,
Kensington, New Maldegn

- seven since 2007Bélmont, Catford, Eltham, Hillingdon, Hornchurch N,
Rainham, Southwayk

- six since 2008 (lapton, Colindale, Greenwich, Hornchurch W, Newham
Walthamstowy

- nineteen since 2009Bédfont, Bow, Brent, Camden, Dagenham, Enfield,
Islington, Merton, Mill-Hill, Richmond S, SouthallStanmore, Streatham,
Thornton, Twickenham, Wandsworth S, Wandsworthvg&ifing, Westminster

The network covers an area of about 1,608, laonsequently there is one gauge per
42 knf. The registration is governed by the same clocdurisy absolute time
synchronization and the time resolution of the segtion is fifteen minutes.
Therefore, it is evident that it was not possibte respect the “1-1-0.1" rule
recommended for such elaborations. However thdtsesbtained were in agreement

with findings from other previous studies performedther parts of the world.
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Coordinate UTM

Location Latitude | Longitude | LongHemi Easting Northing Zone
Atomwide, Orpington, SE London 51.38¢ 0.108 E 29838 | 5696942.91 31U
Bedfont, W London 51.457 0.431 W 678475.f6  570377[7.430 U
Belmont, S London 51.346 0.202 \W 69485373 5692@L9.3 30 U
Bow, London 51.528 0.027 w 706216.15 571273352 30
Brent, London 51.551 0.231 W 691972.89 5714735.29 U30
Camden, London 51.533 0.133 W 698843(86 5712995.870U 3
Carshalton, S London 51.366 0.167 w 697204.76 569533 30U
Catford, SE London 51.443 0.028 W 706531.3 5703280.4 30U
Clapton, E London 51.562 0.065 w 703429.7 5716407.2230 U
Colindale, NW London 51.6 0.247 W 690658.07 572034L. 30U
Dagenham, E London 51.561 0.145 E 302109.84 571680716 31U
Eltham, SE London 51.451 0.039 E 294268{95 5704138. 31U
Enfield, London 51.657 0.083 w 701760.49 5726919.6230 U
Greenwich, London 51.487 0.041 E 29456972 5709B35. 31U
Harringay, N London 51.585 0.106 W 700487|2 5718861 30U
Hayes, SE London 51.382 0.004 E 291523.78 5696666.531 U
Hillingdon, W London 51.557 0.389 W 680996.32 579992 30U
Hornchurch (N), E London 51.584 0.22 E 307404{69 183B3.33 31U
Hornchurch (W), E London 51.564 0.196 E 305656(98716273.16 31U
Islington, London 51.538 0.114 W 700139.43 57136R3. 30U
Kensington, Central London 51.517 0.207 W 69378(0.3r11018.32 30U
Merton, London 51.412 0.212 W 693878.25 569933(0.8430 U
Mill Hill, NW London 51.629 0.248 W 690467.34 571329 30U
New Malden, SW London 51.384 0.265 w 690309147 D@86/ 7 30U
Newham, E London 51.532 0.033 E 294214.4 5713161.3431 U
Rainham, E London 51.515 0.204 E 306003|01 57108(3.931 U
Richmond (S), Surrey 51.454 0.298 w 687726(47 5760%7/1 30U
Southall, W London 51.499 0.387 W 68136536 570885% 30U
Southwark, SE London 51.475 0.097 w 701596113 57566 30U
Stanmore, Middlesex 51.617 0.332 w 684703[38 572B21 30U
Streatham, London 51.445 0.121 w 700060[99 5708844. 30U
Thornton Heath, Surrey 51.394 0.121 W 700283.91 7589.37 30U
Twickenham, SW London 51.453 0.345 w 684465|62 548386 30U
Walthamstow, London 51.599 0.024 W 706103(34 5733 30U
Wandsworth (S), London 51.445 0.197 w 69478072 3B30.67 30U
Wandsworth (SW), London 51.444 0.203 W 69435961 03434.91 30U
Welling, Kent 51.473 0.119 E 299922.%9 5706363.12 1 U3
Westminster, Central London 51.519 0.138 w 698558.6711425.73 30U

Table 5.1 Details of rain gauges in the study area.
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Figure 5.1 Location map of rain gauges in London.

Further information concerning the gauging systenavailable from the web site
http://weather.Igfl.org.uk/map.aspx.

5.2.1 Storm selection
On average, from three to twenty-nine stations essfally recorded the rainfall data
via data logger system set in event mode. Unfotélya part of these data could not
be analyzed because periodic malfunctioning oingges and data loggers were not
totally avoided.
Only storms, recorded by at least three rain gaagdswith a duration at least of five
hours, were considered. In particular, initiallge tstorm rainfalls were recognized
from the most operating rain gauge, irdomwide Later the durations of all the
storms identified were assumed as reference farmating the storms for the other
rain gauges. Altogether thirty-nine rainfall evemtsre found appropriate, as shown
in Table 5.2: specifically, it can be seen thatdbeation of all storms ranges from 5
hours to 36.5 hours with an average duration dé h2urs.
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Eventno. | Starting Time Final Time Duration [hr] | Number of gauges operating
1 10/11/2006 19:483 11/11/2006 03:45 8 5
2 05/12/2006 05:13 05/12/2006 12:45 7.5 6
3 07/12/2006 01:13 07/12/2006 09:15 8 6
4 06/01/2007 09:48 06/01/2007 17:15 7.5 5
5 10/01/2007 03:13 10/01/2007 12:45 9.5 6
6 17/01/2007 06:18 17/01/2007 12:45 6.5 6
7 13/02/2007 18:183 14/02/2007 11:45 175 3
8 27/05/2007 14:48 28/05/2007 07:45 17 8
9 09/10/2007 07:13  09/10/2007 18:45 11.5 12
10 18/11/2007 14:4% 20/11/2007 03:15 36.5 12
11 25/12/2007 04:4% 25/12/2007 15:45 11 13
12 11/01/2008 04:1% 11/01/2008 15:15 11 12
13 14/01/2008 22:1% 15/01/2008 12:15 14 11
14 29/01/2008 23:1% 30/01/2008 05:15 6 13
15 15/03/2008 15:4% 16/03/2008 01:45 10 14
16 29/03/2008 13:45% 30/03/2008 05:45 15 13
17 30/04/2008 07:1%  30/04/2008 22:15 15 14
18 25/05/2008 01:1% 25/05/2008 16:15 15 14
19 26/05/2008 02:4% 27/05/2008 04:15 255 14
20 29/05/2008 14:1% 29/05/2008 21:15 7 13
21 07/07/2008 02:4% 07/07/2008 21:45 19 15
22 09/07/2008 06:1% 10/07/2008 01:15 19 13
23 02/09/2008 02:1% 02/09/2008 12:15 10 13
24 05/09/2008 09:1% 06/09/2008 00:15 15 12
25 04/10/2008 22:4% 05/10/2008 15:45 17 13
26 10/11/2008 08:1% 10/11/2008 18:15 10 12
27 04/12/2008 05:1% 04/12/2008 10:15 5 12
28 13/12/2008 00:4%  14/12/2008 00:15 235 14
29 19/01/2009 03:1% 19/01/2009 10:15 7 18
30 03/02/2009 09:45% 03/02/2009 17:15 7.5 15
31 06/02/2009 05:1% 06/02/2009 13:45 8.5 17
32 09/02/2009 07:1% 10/02/2009 06:15 23 17
33 08/06/2009 22:4% 09/06/2009 08:45 10 26
34 11/07/2009 21:1% 12/07/2009 05:15 8 24
35 02/09/2009 16:1% 03/09/2009 00:45 8.5 27
36 15/09/2009 09:4%  16/09/2009 01:45 16 27
37 05/10/2009 08:1% 05/10/2009 15:15 7 28
38 06/10/2009 06:4% 06/10/2009 12:15 55 29
39 07/10/2009 13:45% 08/10/2009 00:15 10.5 28

Table 5.2 List of storms used in the study.
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5.3 Method of analysis

Before focusing attention on the methodology adbptieis important to underline
that a basic assumption, common to all storm tragkmethods, is that the
computations produce single values of storm speeddirection of movement for
each storm event. In other words, the possibilitgianges in the speed or direction
as the storm sweeps over the network is ignoredk{®i 1987). The movement of
the rainfall event is therefore modeled as the omotif a wave front, defined by the
single values of speed and direction to be caledlat

In particular, the motion is expressed by the thetrainfall hyetographs recorded at
the various gauges are displaced relative to om¢han along the time axis. This
relative displacement obviously depends on the dspmed direction of storm
movement.

Since rainfall hyetographs at different statione mot identical, it is necessary to
select some easily identifiable feature of the bgeiph, in order to follow it as it
moves in space across the gauge network. The sesuliumerous storm tracking
studies says that the choice of the feature isra difficult task (Hindi and Kelway,
1977; Felgate and Read, 1975; Shaw 1983) becatffseedt results were obtained
depending on the nature of the feature adoptedsé&tprently, in this case, three
different features were used for the definitioritef arrival timestcen; the time to the
centroid of the hyetographimax the time of highest rainfall intensity amgse; the
time of start of rainfall. The purpose was to irigege which feature gave the most
reliable results, by comparing the various outcomktined with other physical
phenomena which are related to the storm moveraeah, as wind movement.

The arrival times for each feature were read dyedr computed automatically,
from the recorded hyetographs at the various statidhe origin of all time values
was arbitrary, but it was, of course, the samalfiostations in each storm.

Using each time one of the features selected fepexified storm event, a set of
arrival time valuest] were derived for a number of stations. Theseeasltogether
with the coordinates of the rain measuring statigny values reported in tab. 5.3
and estimated with reference to the axes showigirbf2), formed the data set from

which the speed and direction of rainfall were \zkeli
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Location X [km] y [km]
Atomwide, Orpington, SE London  62.11 6.89
Bedfont, W London 2.22 14.56
Belmont, S London 27.67| 2.22
Bow, London 47.11 22.44
Brent, London 24.44 25.00
Camden, London 35.33 23.00
Carshalton, S London 31.56 4.44
Catford, SE London 47.00 13.00
Clapton, E London 42.89 26.22
Colindale, NW London 22.67 30.44
Dagenham, E London 66.22 26.11
Eltham, SE London 54.44 13.89
Enfield, London 40.89 36.78
Greenwich, London 54.67| 17.89
Harringay, N London 38.33 28.78
Hayes, SE London 50.56 6.22
Hillingdon, W London 6.89 25.67
Hornchurch (N), E London 74.56 28.67
Hornchurch (W), E London 71.89 26.44
Islington, London 37.44 23.56
Kensington, Central London 27.11 21.22
Merton, London 26.56 9.56
Mill Hill, NW London 22.56 33.67
New Malden, SW London 20.67 6.44
Newham, E London 53.78 22.89
Rainham, E London 72.78 21.00
Richmond (S), Surrey 17.0( 14.22
Southall, W London 7.11 19.22
Southwark, SE London 39.33 16.56
Stanmore, Middlesex 13.27 32.33
Streatham, London 36.61 13.22
Thornton Heath, Surrey 36.67 7.56
Twickenham, SW London 11.78 14.11
Walthamstow, London 47.44 30.33
Wandsworth (S), London 28.22 13.22
Wandsworth (SW), London 27.56 13.33
Welling, Kent 63.33 16.33
Westminster, Central London 34.78 21.44

Table 5.3 Coordinates of rain gauges evaluated with refsxd¢o the axes presented in fig. 5.2.

175



y
© Enfield
© Mill Hill
@ Stanmore
® Colindale . ¢ Walthamstow
© Harringay @ Hornchurch N
¢ Hillingdon °Brent Camde @ Clapton Da geenhamo Hornchurch W
mden :
: @ Islington ¢ Bow ¢ Newham
o Southall Kengingtgn Westminster ¢ Rainham
o Southwark @ Greenwich "
Bedfont Richmond S uthwar ¢ Welling
e ° °m0n °;’Vandswortl“‘l; S @ Eltham
Twickenham  ywandsworth SW Streatham @ Catford
©® Merton
° .
¢ New Malden Thomton © Hayes ¢ Atomwide
¢ Carshalton
© Belmont
X

Figure 5.2 Recording rainfall stations in London

All this information was used according to the noetiproposed by Diskin (1990): in
particular, this procedure interprets geometricalhe problem of the storm

movement by determining the equation of the indip&ne in the, y, t space, that
best fits to the set of data points (fig. 5.3).

t

Figure 5.3 Geometrical interpretation of the movement ofrsis through the hypothesis of the

inclined plane and the horizontal plane.

The method was selected because it is practicallpg and straightforward, besides

it requires “only” that all the rain gauges be yudlynchronized, as verified for the
case study.
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The procedure is described in more detail in chraptenevertheless it will be also
reported, briefly, in this paragraph. In particulitris based on the evaluation of the

parametersa, b andc of the inclined plane that best represents thefsgata points:
t =alkx+ bly+ (5.1)
The speed of movement is given by the inverseefitaximum slope of the plane

1

whereas the direction, which is parallel to thattlke maximum slope, can be

V [km/hr] = (5.2)

calculated relatively to theaxis by
O[deg] = arctaegj (5.3)

It is clear that the units of measurement of themated parameters depend on the
units of measurement assumed for the input data.

The values of the parameters are obtained from skttaby minimizing the sum of
the squared deviations between the observed ativas {[;) and the predicted
values {j) computed by eq. (5.1) for all stations. The emqumst derived for the three
parameters can be expressed in the following form

_ AE- BLC

DE-C? ®-4
_BD-ATC
=T E-C ®-5
2. (T)-ad (%) - b ()
C= =1 |=1n i=1 (5.6)

wheren is the number of stations for which data are abdd, and the constamsB,

C, D andE are computed from the known set of data by thewohg equations

n

A=nd (Tx)-Y (1) (¥ 5.7)

n
i=1 =1 i=1

n n

B= nDIil(TiDy)—g(T)DZ( y) (5.8)

i=1
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c=nr>(x0y)-(92( V) 59)
D=n} (%)~ ()2 (x) (5.10)
£=n>(y)- X (VD (v) 5.11)

Nevertheless, the prediction equation reported @b®wnot the only possible model
to represent the data. In fact, the observed eéiffearrival times could be also
random fluctuations from an equal arrival time &br stations, which could be the
average of the observed arrival times themselves.

Reverting to the geometrical interpretation, ana@urival time is represented by a
horizontal plane (parallel to they axes) at the level of the average time of arrival
(fig. 5.3).

Therefore it is necessary to verify which of thar@s better represents the data set:
the choice can be based on the comparison betweerobt mean square (RMS)

deviation obtained by adopting the two modets, )

(5.12)

(5.13)

where
- T, are the observed times of arrival;

-t are the predicted times of arrival computed by(&d.);

- T isthe average arrival time.

The ratio of the two values can be adopted as asuneaf the significance of the

results Significance Ratip
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o, _

Significance Ratiq S R=—1= (5.14)

The values ofo, is always smaller thaw, , therefore their ratio is expected to be

comprised between zero and one. Values close twiadicate high significance of
the inclined plane hypothesis whereas values diosme poor performance of the
proposed model. In this case a threshold value adapted for this parameter: in
particular all the elaborations, characterized sygaificance ratio bigger than 0.85,
were rejected because it meant that the hypotbésigual arrival times was the best
one, and consequently no storm movement could hsidered.

Finally, the accuracy of all the results produdediuding the values of significance
ratio, was estimated by repeating computationfi®fspeed and direction for subsets
of the data, obtained by omitting each time onedhef recording station (Diskin,
1990). The average values of these results arecg® be very close to the values
of speed and direction derived considering all $tetions, whereas the standard
deviations can be assumed as indication of theuwracy. Actually, this accuracy is
derived from (-1) stations, however, 1 is large, the value obtained can also be

taken as a measure of the accuracy of the resttisned with all the data.

5.4 Results and discussion

5.4.1 Storm velocity and direction

Values of the speed and direction of movement wereputed, using the complete
sets of data reported in Appendix D, for each efttiree definitions of arrival time.
Only the elaborations with significance ratios derathan 0.85 were not rejected. In
particular the values of velocity [km/hr] and ditieas [degrees from North],
considered for the further applications, were thmses obtained by averaging tRe
values calculated by omitting each time one of rd@rding station (tab. 5.4). As
expected, these values resulted very close todhesponding values based on the

complete set of data (Appendix D).
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Centroid Peak Onset
Eventno| V 0 S.R. \% 0 S.R. \% S.R.
1 1244 72.22| 0.17 6.79 141.84 0.13 54|25 8029 8
2 14.02| 59.59| 0.3§ 1839 144.17 0.7 648 3561 1
3 51.43| 151.37 0.57 2959 133.61 0.R0
4 12.97| 156.47 0.21 26.41| 124.08 0.22
5 10.37| 141.68 0.4 1035 59.38 0.74
6 41.47| 13222 058 2648 43.69 0.67 16(89 136.9756 0
7 12.62| 55.55| 0.04 4.17 162.11  0.02
8 17.87| 163.45 0.6 7.22 10572 0.61 4.5 163.9355 0.
9 20.16| 154.3§ 0.41 6.45 | 170.28| 0.53
10 8.68 | 154.07 0.76 11.58| 18.95| 0.63
11 10.06| 137.51 0.39 6.65 155832 0.2 1231 112.9177
12 34.21| 166.76] 0.44
13 5.77 | 152.59| 0.85
14 33.79| 155.70 0.49 33.06 16544 062 20.96 154.4274
15 17.81| 173.3§ 057 1646 153.62 0./9 1324 33871
16 5.60 | 158.25 0.64 3.7( 158.41 0.yY5
17 527 | 164.72 0.5Z7 4.36 19.39 0.0 27{91 153.2958 0.
18 9.10 | 6454| 048 587 168.38 0.69 23|97 175%.6428 (.
19 8.51 | 159.41 0.59 5.64 2654 0.66 18|01 26(25 3 0.4
20 41.39| 83.86| 054 1392 43.01 053 56/56 97,5481 0.
21 19.84| 100.9 0.59 9.77 16546 0.p2 586 160.2064 O
22 11.34| 174.62 041 34.73 2027 0.84 5364 4466340
23 21.71| 135.08 0.40 31.65 14055 0.3 26.85 129.9630
24 11.47| 149.35 0.63
25 19.46 | 131.62] 0.82
26 17.54| 157.74 0.79 16.91 163.83 0.6
27 55.06| 160.04§ 0.72 18.87 156.y1 0.0 7141 80.3W45
28 571 | 173.89 0.50 3.91 39.82 0.Y4 4.p8 25|87 0.52
29 34.78| 17424 0.69 2520 170.80 O./0 5152 250058
30 18.90| 157.23 0.7(
31 12.16| 168.74 0.38 17.85 6.038 0.Yy9 2862 137.1452 0
32 19.96| 142.3Q0 0.71
33 15.76 | 158.29] 0.84
34 17.14| 177.37 0.59
35 3755 103.0§ 0.39 31.02 103.29 0.p3 10.75 155.8562
36 8.06 | 131.72 0.57 6.01 13595 0.y8 2060 127.1743 0
37 12.24| 177.89 0.39 9.0T 176.89 0.62 9.80 782 2 0.6
38 31.72| 140.77 0.68 24.16 130.837 0.80
39 52.16| 123.74 0.59 78.75| 19.18| 0.78

Table 5.4 Results obtained with the full set of data.
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The values of velocity and direction, computed gsthe various definitions of

arrival time, were quite different (tab. 5.4 anb.ta.5).

Centroid Peak Onset
\% 0 S.R. \% 0 S.R. \% 0 S.R.
Min. 5.27 55.55| 0.04, 3.70 6.03 0.02 4.25 7.82 0}22
Max. | 55.06 | 177.89] 0.79 34.73 176.89 0.84 78|75 17%.6485 0.
Mean | 20.87| 139.35 0.52 16.290 116.33 0.2 24|61 103.0758 0.
SD. | 1431| 3592| 0.17 1082 5746 0.20 20{78 5740 0.18
C.V. 0.69 0.26 0.33| 0.66 0.49 0.3 0.84 0.56 0{31

w

Table 5.5 Range variation, average value, standard dewiand coefficient of variation resulted

from the elaborations carried out.

Specifically, the average velocity was 20.87 knm(fa80 m/s) for the elaborations
based on the centroid feature, 16.29 km/hr (4.52) ot the elaborations based on
the peak feature, 24.61 km/hr (6.84 m/s) for thebetations based on the onset
feature.

Precisely the velocity outcomes demonstrate thditguat the elaborations carried
out: in fact, these values were quite in agreemdiht the results obtained in several
studies performed in other regions. Hobs and ledcdi978) reported that storm
velocity ranged between 2 and 25 m/s. Chaudhry. €1294) gave an average storm
velocity of 11.67 m/s using data from radar. Malsfit080) computed 11.4 m/s,
Niemczynowicz and Dahlblom (1984) found an avenagecity of storms 10.35 m/s
while Shearman (1977) obtained about 15 m/s for Gf#%he storms analyzed.
Finally Eagleson (1970) mentioned the velocity afiective cells to be in the range
between 8.94 and 13.41 m/s.

Nevertheless, also some differences emerged: srcHse, in fact, computed velocity
data set resulted well fitted by a normal distribtfor all the three features (fig. 5.4
a-c), whereas Niemczynowicz (1987) observed thatréhative frequency of storm

velocities was well fitted by a two-parameter lognal distribution.
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Figure 5.4 Relative frequency and probability of nonexcemeeof storm velocity for the

elaborations based on the centroid feature (a)p¢la& feature (b) and the onset feature (c).

The average storm direction calculated was 139¥fess counted clockwise from
the North for the elaborations based on the ceahtieature, 116.33 degrees for the
elaborations based on the peak feature, 103.02eedor the elaborations based on

the onset feature.

Also in this case the outcomes were well fittedabgormal distribution for all the

three features (fig. 5.5 a-c).
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Figure 5.4 Relative frequency and probability of nonexcewaeof storm direction for the

elaborations based on the centroid feature (a)p¢la& feature (b) and the onset feature (c).

Since the influence of storm movement on runoffahels on joint effects of storm

velocity and direction, it was interesting to knake relative frequency of storm

velocity on different directions. Table 5.6 givdgetrelative frequencies of storm

velocity and direction in velocity and directionaskes, and the same results are

plotted in fig. 5.5. It can be noticed that these i

1. adistinct maximum of relative frequency aroundstoelocities 16.88 — 22.50
km/hr and storm direction towards South-East andtl&&outh-East for the

elaborations based on the centroid feature;
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2. a distinct maximum of relative frequency aroundstwelocities 5.63 — 11.25
km/hr and storm direction towards South-East andtls8outh-East for the
elaborations based on the peak feature;

3. a distinct maximum of relative frequency aroundstwelocities 5.63 — 11.25

km/hr and storm direction towards South-East andtl&8outh-East for the

elaborations based on the onset feature.

Relative frequen cy of storm direction Relative frequency of storm direction
(Centroid - R =40 km) (Peak -R = 40 km)
N N
348757 1125° 348757 1125°

W W

191.25°  168.75° 191.257 168.75°

16.29 km/r S
11633 °

20.87 km/hr S v
13935° o)

\T
@

Relative frequency of storm direction
(Onset - R =40 km)

N

34875°  11125°

191.25%  168.75°

V = 24.61 km/hr S
8 =103.07°

Figure 5.5 Relative frequency of storm direction for theeta features considered.
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CENTROID

Srorm Direction [degrees From H]
Storm Velocity | 348.75 .25 EENES 56,25 TETY 101,25 12375 146,25 168,75 13125 21375 236,25 258,75 281,25 303,75 326,25
[k { bil n2s 33T 56,25 8.7y 107,25 123,75 146,25 168,75 19125 213,75 236,25 258,75 28125 303,75 326,25 348,75 Al
NI(0) NMNE(22,5) NE([4%) ENE(67.,5) E(90') ESE (112,57) SE(135°) SSE (197.%7) S1807) S55W (202,5°) SW (220°]) WSW(247.5°) W [270) WHW [2392.57) NW (315°) NNW (337.57)

1] - 9.63 0 1} i 1} 0 0 0 2 1} 1} 0 1} 1} 0 i 0 2
563 - 1125 0 1} i 1 0 0 3 2 1 1} 0 1} 1} 0 i 0 T
1.25 - 16.88 0 1} 1 2 0 0 0 1 3 1} 0 1} 1} 0 i 0 T
16.88 - 22.50 0 1} a 1} 1 0 2 4 2 1} 0 1} 1} 0 a 0 1
2250 - 2813 u} a a a 0 0 0 a a a 0 a a 0 a 0 0
2813 - 33.75 u} a a a 0 0 1 a a a 0 a a 0 a 0 1
33.7% - 39.38 0 1} i 1} 0 1 0 1 1 1} 0 1} 1} 0 i 0 3
39.38 - 45.00 0 1} i 1} 1 0 1 1} 1} 1} 0 1} 1} 0 i 0 2
4500 - 50.63 u} a a a 0 0 0 a a a 0 a a 0 a 0 0
50.63 - 56.25 u} a a a 0 0 1 2 a a 0 a a 0 a 0 3
56.2% - 61.88 0 1} i 1} 0 0 0 1} 1} 1} 0 1} 1} 0 i 0 1]
61.88 - 67.50 0 1} i 1} 0 0 0 1} 1} 1} 0 1} 1} 0 i 0 1]
67.50 - 7313 0 1} i 1} 0 0 0 1} 1} 1} 0 1} 1} 0 i 0 1]
7313 - 7875 0 1} a 1} 0 0 0 1} 1} 1} 0 1} 1} 0 a 0 0
78.75 - 84.38 u} a a a 0 0 0 a a a 0 a a 0 a 0 0
84.36 - 90.00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

all 0 1) 1 3 2 1 8 12 7 1] 0 1] 1) 0 0 0 34
| VY [km { hr] | 0.00 0.00 12.62 11.86 30.61 37.55 24 44 21.32 15.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00 |
Storm Direction [degrees from N1
Storm Velocity | 398,75 .25 33T 56,25 78,75 107,25 123,75 6,25 168,75 19125 213.75 236,25 258,75 281,25 303,75 326,25
Tkem Vel .25 3375 5625 7875 101,25 123,75 148,25 168,75 19125 21375 236,25 258,75 28125 303,75 326,25 348,75 All
NI0') NNE(22,5) NE(45) ENEI67.5°] E[30r] ESE(112.5°] SE(135°) SSE (157.57) S5(180°) 55W (202.5°] SWI(225] WSW([247.5] WI[270] WNW (232.5] NW (3151 NNW (337.57)

0 - 5.63| 000 000 0.00 000 0.00 000 0.oo 0.0s 0.00 000 000 000 000 0.00 000 000 0.06
5.63 - M.25| 0.0 0.00 0.00 0.03 0.00 0.00 0.03 0.06 0.03 0.00 0.o0 0.00 0.o0 0.00 0.00 0.00 o021
1.25 - 16.88| 0.00 0.00 0.03 0.06 0.00 0.00 0.00 003 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.21
16.86 - 22.50| 0.00 000 0.00 000 0.03 000 0.08 0.1z 0.06 000 000 000 000 0.00 000 000 0.26
2250 - 2813| 000 0.00 0.00 0.o0 0.00 0.00 0.00 0.00 0.00 0.00 0.o0 0.00 0.o0 0.00 0.00 0.00 0,00
2813 - 33.75| 000 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03
33.75 - 39.36| 000 000 0.00 000 0.00 0oz 0.oo 0oz 0.03 000 000 000 000 0.00 000 000 0.09
33368 - 4500 000 0.00 0.00 0.o0 0.03 0.00 0.03 0.00 0.00 0.00 0.o0 0.00 0.o0 0.00 0.00 0.00 0.06
4500 - 5063| 000 0.00 0.00 0.o0 0.00 0.00 0.00 0.00 0.00 0.00 0.o0 0.00 0.o0 0.00 0.00 0.00 0,00
50,63 - 56.25| 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09
56.25 - 61.88| 000 000 0.00 000 0.00 000 0.oo 0.oo 0.00 000 000 000 000 0.00 000 000 0.00
6188 - 67.50| 000 0.00 0.00 0.o0 0.00 0.00 0.00 0.00 0.00 0.00 0.o0 0.00 0.o0 0.00 0.00 0.00 0,00
67.50 - 73.13| 000 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
7313 - 78.7¥%| 000 000 0.00 000 0.00 000 0.oo 0.oo 0.00 000 000 000 000 0.00 000 000 0.00
¥8.75 - 84.38| 000 0.00 0.00 0.o0 0.00 0.00 0.00 0.00 0.00 0.00 0.o0 0.00 0.o0 0.00 0.00 0.00 0,00
84.36 - 3000 0.00 0.00 0,00 0.00 0,00 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0,00 0.00 0.00 000

All 0.00 000 0.03 0.03 0.06 003 024 0.35 .21 000 0.00 000 0.00 000 000 000 1.00
I ¥ [km ! hrl I 0.00 0.00 12.62 11.86 30.61 37.55 2444 21.32 15.88 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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PEAK

Storm Direction [degrees from Nl
Storm Velocity | 348,75 125 I30Y o625 T8Iy 101,25 123,75 46,25 168,75 131,25 213,79 236,25 298,79 281,25 303,75 32629 all
[km { br] n.2% 337 DB.2% T8y 101,25 123,75 146,25 168,75 191,25 213,75 236,25 298,79 28125 303,75 326,25 3487
NI(D) NNE(225) NE(45) ENE(67.5) E(907) ESE (112,5) SE(135°) SSE (157.57) S(180°) S55W (202.5) SW [225) WS5W [247.5) WI[270) WHW [292.5) NW [315°) NNW [337.57)

1} - 5.63 i} 1 1 1] i} 1] a z i} 1] 1] i} 1] 1] ] i} 4
563 - 125 i} 1 1] 1 i} 1 2 3 1 1] 1] i} 1] 1] ] i} a
125 - 16.88 i} 1] 1 1] i} 1] a 1 i} 1] 1] i} 1] 1] ] i} 2
16.88 - 2250 1 1] 1] 1] 0 1] 1 2 0 1] 1] 0 1] 1] u] 0 4
2z2.50 - 2813 0 1] 1 1] 0 1] 1 a 1 1] 1] 0 1] 1] u] 0 3
2813 - 3370 0 1] 1] 1] 0 1 Z 1 0 1] 1] 0 1] 1] u] 0 4
3375 - 3938 0 1 1] 1] 0 1] a 1 0 1] 1] 0 1] 1] u] 0 2
39.38 - 45.00 0 1] 1] 1] 0 1] a a 0 1] 1] 0 1] 1] u] 0 1}
4500 - 50.63 0 1] 1] 1] 0 1] a a 0 1] 1] 0 1] 1] ] 0 1}
5063 - 5625 0 1] 1] 1] 0 1] a a 0 1] 1] 0 1] 1] ] 0 1}
56.25 - 6188 i} 1] 1] 1] i} 1] a a i} 1] 1] i} 1] 1] ] i} 1}
6188 - 67.50 i} 1] 1] 1] i} 1] a a i} 1] 1] i} 1] 1] ] i} 1}
B67.50 - 7313 i} 1] 1] 1] i} 1] a a i} 1] 1] i} 1] 1] ] i} 1}
313 - 7875 i} 1] 1] 1] i} 1] a a i} 1] 1] i} 1] 1] ] i} 1}
7875 - 8438 i} 1] 1] 1] i} 1] a a i} 1] 1] i} 1] 1] ] i} 1}
§4.36 - 30,00 0 1] 1] 1] 0 1] 1] 1] 0 1] 1] 0 1] 1] i) 0 [1]

All 1 3 3 1 0 2 6 10 2 0 0 1] 0 0 1] 1] 28
| V [km { hrl] | 17.85 14.93 14.78 10.35 0.00 19.12 19.43 14.97 17.14 0.00 0.00 0.00 0.00 0.00 000 0.00 |
Storm Direction [degrees from N]
Storm Velocity | 348,73 .25 337 56,25 ey 101,25 123,75 146,25 168,75 19125 2137y 236,25 258,77 28125 303,79 326,25 all
[kem bl n.25 XNy 56,25 K=K 101,25 123,75 146,25 168,75 13125 213,75 236,25 298,77 281,25 303,75 32625 348,77
N0} MNNE(225) NE([45) ENE(67.5) E(30") ESE (112,57 SE (135') S5E([157.5) S5(180") 55W (202.5°) S5W [225°) WSW (247.5) WI2T0) WHNW(232.5) NW (315 ) NNW [337.5)

1} - 563 | 000 0.04 0.04 0.o0 0.00 0.00 0.o0 0.07 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 014
563 - 11.25| 000 0.04 0.o0 0.04 0.00 0.04 0.or an 0.04 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.32
.25 - 16.88| 0.00 0.00 0.04 0.o0 0.00 0.00 0.o0 0.04 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.o7
1688 - 22.50| 0.04 .00 Q.00 Q.00 0.00 0.00 0.04 0.07 0.00 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 014
2250 - 2813 000 .00 0.04 Q.00 0.00 0.00 0.04 0.00 0.04 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 on
2813 - 33.75| 000 0.00 0.o0 0.o0 0.00 0.04 0.or 0.04 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 014
33.75 - 39.38| 000 0.04 0.o0 0.o0 0.00 0.00 0.o0 0.04 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.o7
3338 - 45.00| 000 0.00 0.o0 0.o0 0.00 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.00
45.00 - 50.63| 0.00 .00 Q.00 Q.00 0.00 0.00 Q.00 0.00 0.00 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 0.00
90.63 - 56.25%| 0.00 .00 Q.00 Q.00 0.00 0.00 Q.00 0.00 0.00 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 0.00
56.25 - 61.88| 000 0.00 0.o0 0.o0 0.00 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.00
6188 - 67.50| 000 0.00 0.o0 0.o0 0.00 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.00
6750 - ¥3.13| 000 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
313 - T8.75| 0.00 .00 Q.00 Q.00 0.00 0.00 Q.00 0.00 0.00 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 0.00
TB.¥S - 84.38| 000 0.00 0.o0 0.o0 0.00 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.00
§4.38 - 90.00] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

All 0.04 0.11 0.11 0.04 0.00 0.07 0.21 0.36 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
| ¥ [km { hr] | 17.85 14.93 14.78 10.35 0.00 18.12 19.43 14.97 17.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 |

186




ONSET

Storm Direction [degrees From N]
Srorm Velocity | 345,75 .25 33T 56.25 78T 101,25 123,75 146,25 168,75 181,25 213,75 23625 25875 28125 303,75 326.25
[km{ bl .25 3375 56,25 7875 101,25 12375 146,25 168,75 18125 213.75 23625 25875 28125 303,75 326.25 348,75 Al
NI0') NNE(22.5) NE(45') ENE(67.5) E(30°) ESE(112.5°) SE(135) 33E(157.5°) S(180°) 535%W (202.5°) SW[225) WSW [247.5°) W I[270°) WHNW [(232.5°) NW [315°) NNW [337.5°)

1} - 5.63 0 1 a a u] u] 0 1 a 0 a 1] 1] 1] 1] a z
563 - 125 1 1] 1 a u] u] 0 3 1 0 a 1] 1] 1] 1] a ]
n.2x - 16.88 0 1 1 a u] 1 0 Z a 0 a 1] 1] 1] 1] a H
1688 - 2250 0 1 a a u] u] 3 1 a 0 a 1] 1] 1] 1] a H
2250 - 2813 0 1] a a u] u] 2 1 1 0 a 1] 1] 1] 1] a 4
2813 - 3370 0 1] a a u] u] 1 a a 0 a 1] 1] 1] 1] a 1
337 - 33.38 0 1] a a u] u] 0 a a 0 a 1] 1] 1] 1] a L]
33.38 - 45.00 0 1] a a u] u] 0 a a 0 a 1] 1] 1] 1] a L]
45300 - 50.63 0 1] a a u] u] 0 a a 0 a 1] 1] 1] 1] a L]
50.63 - 56.25 0 1 1 a 1 u] 0 a a 0 a 1] 1] 1] 1] a 3
56.25 - 6185 0 1] a a 1 u] 0 a a 0 a 1] 1] 1] 1] a 1
6188 - 67.50 0 1] a a u] u] 0 a a 0 a 1] 1] 1] 1] a L]
67.50 - T3.13 0 1] a a 1 u] 0 a a 0 a 1] 1] 1] 1] a 1
313 - 7875 0 1 a a u] u] 0 a a 0 a 1] 1] 1] 1] a 1
T8O - O4.38 0 1] a a u] u] 0 a a 0 a 1] 1] 1] 1] a L]
84.38 - 90.00 0 0 1] 1] u] u] 0 1] 1] 0 1] 0 0 0 0 1] 0

All 1 3 3 [1] 3 1 1] i} 2 0 [1] 0 0 0 0 1] 23
¥ [km ! hrl | a.a0 32.83 24.45 0.00 60.74 2.3 23.14 1284 15.21 0.00 0.00 0.00 0.00 0.00 0.00 000 |
Storm Direction [degrees from N]
Storm Velocity | 348,73 .25 337 56,25 ey 101,25 123,75 146,25 168,75 19125 2137y 236,25 258,77 28125 303,79 326,25 all
[km  hr] .25 33,75 56,25 KN 101,25 123,75 146,25 168,75 191.25° 213,75 236,25 258,75 268125 303,75 326,25 348,75
N0} MNNE(225) NE([45) ENE(67.5) E(30") ESE (112,57 SE (135') S5E([157.5) S5(180") 55W (202.5°) S5W [225°) WSW (247.5) WI2T0) WHNW(232.5) NW (315 ) NNW [337.5)

1} - 563 | 000 0.03 0.o0 0.o0 0.00 0.00 0.o0 0.03 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.07
563 - 11.25| 003 0.00 0.03 0.o0 0.00 0.00 0.o0 0.10 0.03 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 021
.25 - 16.88| 0.00 0.03 0.03 0.o0 0.00 0.03 0.o0 0.07 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 o1y
1688 - 2250 000 0.03 0.00 0.00 0.00 0.00 010 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o7
2250 - 2813 000 .00 Q.00 Q.00 0.00 0.00 0.or 0.03 0.03 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 014
2813 - 33.75| 000 .00 Q.00 Q.00 0.00 0.00 0.03 0.00 0.00 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 0.03
33.75 - 39.38| 000 0.00 0.o0 0.o0 0.00 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.00
3338 - 45.00| 000 0.00 0.o0 0.o0 0.00 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.00
4500 - 50.63| 0.00 0.00 0.o0 0.o0 0.00 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.00
90.63 - 56.25%| 0.00 0.03 0.03 Q.00 0.03 0.00 Q.00 0.00 0.00 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 0.10
96.25 - 61.88| 0.00 .00 Q.00 Q.00 0.03 0.00 Q.00 0.00 0.00 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 0.03
6188 - 67.50| 0.00 0.00 0.o0 0.o0 0.00 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.00
67.50 - ¥313| 000 0.00 0.o0 0.o0 0.03 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.03
7313 - T8.75| 000 0.03 0.o0 0.o0 0.00 0.00 0.o0 0.00 0.00 0.o0 0.00 0.00 0.00 0.o0 0.00 0.00 0.03
.72 - 84.38| 000 .00 Q.00 Q.00 0.00 0.00 Q.00 0.00 0.00 Q.00 0.00 0.o0 0.00 Q.00 0.oo .00 0.00
84.38 - 90.00] 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

All 0.03 0.17 0.10 0.00 0.10 0.03 0.21 0.28 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
¥ [km { hrl | 380 32.83 24.45 0.00 60.74 12.31 23.14 12.84 15.21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 |

Table 5.6 Relative frequency of storm velocity and directfonthe three features considered.
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Especially the graph reported in fig. 5.5, similar a windrose map, enables
assessment of all the possible movements thatieefstorm can make, and a certain
value of probability is associated with every moeain

Such results are very important because in thisitigypossible to verify whether a

future storm event, recorded by one of the border§itations within the study area,
will reach the center of the catchment or not andhe former case, how much time

it will take to move towards the catchment itself.

5.4.2 Relation between storm movement and wind movement
As already pointed out before, different resultsrevebtained depending on the
nature of the feature adopted. Therefore it wagssary to check the quality of the
computed results by comparing these ones with qthgsical phenomena which are
related to the storm movement, such as wind moveghNtamczynowicz, 1991). In
this way it was possible to verify the feature giythe most reliable results.
Wind data were recorded by the same rain gaugesopsty described: in fact, the
network monitors a multitude of weather variablesluding temperature, humidity,
barometric pressure, solar radiation, ultra-violediation, rainfall, and wind
speed/direction. Consequently the time resolutioin® registration was the same as
reported above, i.e. fifteen minutes.
For every storm event analyzed, the correspondmgeg¢ of wind velocity and
direction were computed by averaging all the windasurements recorded during
the event itself. These values are reported iner&l: in particular it can be noticed
that the average velocity was 6.73 km/hr (1.87 rafg) the average direction was
172.30 degrees counted clockwise from the North.
Also in this case the outcomes, both velocities dinglctions, were well fitted by a
normal distribution (fig. 5.6 a-b).
Finally, by considering the relative frequenciesstdrm velocity and direction in
velocity and direction classes (fig. 5.7 and tal8),5it emerged that there was a
distinct maximum of relative frequency around storefocities 5.63 — 11.25 km/hr
and storm direction towards South and South-SoudstW
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Eventno| V 0 \% 0
1 4.13 | 187.05 Min. 3.04 | 112.16
2 12.30| 187.68 Max. 12.96 | 223.24
3 11.62| 185.09 Mean 6.73 172.30
4 3.90 | 191.58 SD. 2.62 30.78
5 10.01| 199.73 C.v. 0.39 0.18
6 10.00| 197.83
7 4.92 | 169.47|
8 8.01 | 143.22
9 3.42 | 197.09
10 5.97 | 170.08
11 6.78 | 195.84
12 5.97 | 166.49
13 12.96| 197.54
14 456 | 223.24
15 4.34 | 130.68
16 11.28| 182.93
17 5.06 | 191.62
18 5.52 | 123.93
19 8.15 | 112.1§
20 3.13 | 114.41
21 6.86 | 194.17
22 5.17 | 191.73
23 5.63 | 198.00
24 6.30 | 185.47
25 8.06 | 195.99
26 6.08 | 210.87
27 9.68 | 197.25
28 9.25 | 179.4Q
29 7.46 | 178.90
30 5.68 | 166.01
31 5.30 | 132.62
32 6.97 | 169.36
33 3.60 | 114.42
34 5.58 | 190.66
35 9.12 | 188.55
36 7.19 | 131.71
37 3.04 | 115.12
38 5.41 | 181.38
39 4.25 | 130.44

Table 5.7 On the left the wind data calculated for evdoyrs event are listed; on the right the range

variation, the average value, the standard deviat the coefficient of variation are reported.
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Figure 5.7 Relative frequency of storm direction for thendiidata considered.
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WIND

Storm Direction [degrees from Nl
Storm Yelocity 348,75 .25 BEN] 56,25 TE.TS .25 123,75 E.25 AN 191,25 215375 236,25 25875 28125 303,75 326,25
Tkt hrl .25 33T 56,25 T8y 101,25 123,75 146,25 168,75 19125 213,75 236,25 258,75 28125 303,75 326,25 348,75 All
NID') NNE(22.5] NE([45]) ENEIG67.5) E(90°] ESE (112.5] SE (1357) SS5SE (157.57) S5(180°] S5W [(202.57) S5W (225) WSW [247.5) W (270) WNWI(232.5] NW [315] NNW([337.5]

[i] - 563 i i 1] i 1] 3 4 i 4 4 1 1] i i i} i 16
5.63 - 1.25 ] ] 0 ] 0 1 2 2 g g 1} 0 ] ] 1} ] 19
1n.25 - 16.88 ] ] 0 ] 0 ] 0 ] 3 1 1} 0 ] ] 1} ] 4
16.88 - 22.50 1] 1] u] 1] u] 1] u] 1] 1] o o u] 1] 1] o 1] o
2250 - 2813 a a 0 a 0 a 0 a a i} i} 0 a a i} a o
2813 - 33.75 a a 0 a 0 a 0 a a i} i} 0 a a i} a o
3375 - 39.38 a a 0 a 0 a 0 a a i} i} 0 a a i} a 1]
39.38 - 45.00 ] ] 0 ] 0 ] 0 ] ] 1} 1} 0 ] ] 1} ] 1]
4500 - 50.63 ] ] 0 ] 0 ] 0 ] ] 1} 1} 0 ] ] 1} ] 1]
5063 - 56.25 1] 1] u] 1] u] 1] u] 1] 1] o o u] 1] 1] o 1] o
5625 - 61.88 1] 1] u] 1] u] 1] u] 1] 1] o o u] 1] 1] o 1] o
61838 - B67.50 a a 0 a 0 a 0 a a i} i} 0 a a i} a o
6750 - 73.13 a a 0 a 0 a 0 a a i} i} 0 a a i} a o
7313 - T8.79 ] ] 0 ] 0 ] 0 ] ] 1} 1} 0 ] ] 1} ] 1]
7872 - 84.38 ] ] 0 ] 0 ] 0 ] ] 1} 1} 0 ] ] 1} ] 1]
84.38 - 90.00 0 0 0 0 0 0 0 0 0 i} i} 0 0 0 i} 0 1]

all 0 0 0 0 0 4 6 2 13 13 1 0 0 0 1] 0 33
WV [km ! hrl I 0.00 0.00 0.00 0.00 0.00 443 577 5.82 T.72 T.20 4 56 0.00 0.00 0.00 0.00 0.00 |
Storm Direction [degrees from M1
Storm Velocity 3457 .25 33T 5625 7B 101.25 123,75 146,25 165,75 18125 213,75 236,25 258,75 28125 303,75 32625
[krn ¢ hr] n.25 BT 56,25 T8.79 10125 123,75 6,25 1658.75 191.25° 213,75 236,25 298,75 28125 303,75 326,25 348,75 All
NID') NNE(22.5] NE[45) ENE [(67.5] E(30]) ESE(112.5] SE(135°) SSE(157.57) S(180°) S5W [202.5°) SWI(Z225) WSW[247.57] W [(2T0] WNW [232.5°) NW [(315] NNW (337.5)

1] - 5.63 0.00 0.o0 0.00 0.00 0.00 0.05 0.0 0.00 0.0 010 0.03 0.00 0.00 0.00 0.o0 0.00 o.41
5.63 - 11.25| 000 0.0a 0.00 0.00 0.00 0.03 0.05 0.05 015 0.21 0.0 0.00 0.00 0.00 0.0 0.00 0.43
n.25 - 16.88| 000 0.o0 0.00 0.00 0.00 0.00 0.0 0.00 0.08 0.03 0.o0 0.00 0.00 0.00 0.o0 0.00 010
16.88 - 2250| 0.00 0.0a 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0a 0.0 0.00 0.00 0.00 0.0 0.00 0.00
22.50 - 2813 000 0.o0 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.o0 0.o0 0.00 0.00 0.00 0.o0 0.00 000
2813 - 33.75| 000 0.0a 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0a 0.0 0.00 0.00 0.00 0.0 0.00 0.00
33.75 - 39.38| 000 0.o0 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.o0 0.o0 0.00 0.00 0.00 0.o0 0.00 000
33.38 - 45.00] 000 0.0a 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0a 0.0 0.00 0.00 0.00 0.0 0.00 0.00
45.00 - 50.63| 000 0.o0 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.o0 0.o0 0.00 0.00 0.00 0.o0 0.00 000
50.63 - 56.25| 0.00 0.0a 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0a 0.0 0.00 0.00 0.00 0.0 0.00 0.00
56.25 - B188| 000 0.o0 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.o0 0.o0 0.00 0.00 0.00 0.o0 0.00 000
61.88 - B7.50| 0.00 0.0a 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0a 0.0 0.00 0.00 0.00 0.0 0.00 0.00
67.50 - ¥313| o000 0.o0 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.o0 0.o0 0.00 0.00 0.00 0.o0 0.00 000
7313 - 78.75| 000 0.0a 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0a 0.0 0.00 0.00 0.00 0.0 0.00 0.00
T8.75 - 84.38| 000 0.o0 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.o0 0.o0 0.00 0.00 0.00 0.o0 0.00 000
8438 - 30,00} 0.00 0.00 0.00 0,00 0.00 0,00 0.00 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 000

All 0.00 000 000 0.00 0.00 010 015 005 033 0.33 0.03 0.00 000 000 0.00 000 1.00
V [km { hr] | o.00 0.00 0.00 0.00 0.00 4.48 5.97 5.82 7.72 .20 4.56 0.00 0.00 0.00 0.00 0.00 |

Table 5.8 Relative frequency of wind velocity and direction.
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By comparing, for every event, the values of wiradoeity with the corresponding
storm values it was observed that storm velocéeeded wind velocities in almost
all the cases. Such result was in contrast to ithginigs by Niemczynowicz and
Dahlblom (1984), however, it can be explained bseathe wind data are recorded
on the ground level, therefore inferior values luk tparameter should be expected
because of the presence of obstacles, such asngsild

This reason justifies also the observed weak atiogls between these parameters
for all the three data sets (fig. 5.8).

Wind Velocity versus Rainfall Velocity R =40 km Wind Velocity versus Rainfall Velocity R=40km
(Centroid) (Peak)
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Figure 5.8 Comparison between wind and storm velocities.

The reported pictures confirm this conclusion: ploents are scattered and there are
virtually no relations between the variables, alifio a linear regression model was
supposed. Similar relations were observed by otbgeralresearchers (Shearman,
1977; Marshall, 1980; Niemczynowicz and Dahlblom984). Specifically,
Niemczynowicz and Dahlblom (1984) reported tlia¢re is a good correlation
between storm and high-altitude wintbvement parameters (registered at 800 mb,
700 mb and 600 mb height, approximately correspanth altitudes 1,200m, 2,200
m and 4,500 m above sea level), whereas no relatosis between storm and wind

velocity atground level.
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Also the correlation coefficients between wind asithrm directions were not
significant, although a better agreement was olesebetween the two data sets (fig.
5.9).

Wind Direction versus Rainfall Direction R = 40 km Wind Direction versus Rainfall Direction R = 40 km
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Figure 5.9 Comparison between wind and storm directions.

In this case, nevertheless, the values of windctioe resulted underestimated with
respect to the corresponding storm values in al@b#te cases.

In particular, both the data sets showed no rdinfaling to the West (fig. 5.7 and
5.5).

Figure 5.10 Storm movement observed for the case study.
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This result is surely related to the orographicadtire of the country and it is very

important because it enables affirmation that, Igustorms cross the city in their

movement towards the sea, i.e. it should not be&rpd a movement directed in the
opposite direction (fig. 5.10).

Later, in order to estimate what was the best featin consider in storm tracking

methods, the root mean square deviation were eaémilbetween the data sets of
wind velocities and storm velocities predicted asisig each time one of the

features. The same procedure was applied for teetdin data:

(5.15)

(5.16)

where

- Vw s the wind velocity measured for the generic miant considered,;

-Vt is the storm velocity computed for the same raiang by considering each
time one of the features selected;

- Ow is the wind direction measured for the generio eient considered;

- O is the storm direction computed for the same em@nt, by considering each
time one of the features selected;

- Nt is the number of rain events analyzed with thenstaracking method,

considering each time one of the features selected.

The values computed are reported in Table 5.9 hegewith the correlation

coefficients.
Feature oy [km/hr] Correlation 6o [°] Correlation g N¢
Centroid 20.26 0.13 56.50 0.08 34
Peak 14.54 0.03 83.52 0.15 28
Onset 28.41 -0.27 89.10 0.26 29

Table 5.9 Root mean square deviation and correlation meffts computed for the three features.
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As already stated, a scarce agreement was foumegéetstorm and wind movement

parameters because of:

- the use of wind data recorded at ground level,

- the temporal ad spatial resolution of the regigtrathat was quite distant from
the maximal rainfall collection requirements sudgdsfor urban hydrological
applications (“1-1-0.1" rule).

In particular, it emerged that the onset featurs e worst one since it presented
the biggest root mean square deviation for botborgl and direction. This outcome
was expected because the poor time resolutioneofagistration would have surely
conditioned more the elaborations carried out stering this feature. In fact, it is
evident how a time resolution of fifteen minutesuldo favour the erroneous
individuation of an equal start time of the storfineen most of the stations.

Instead, the centroid provided the best approxonabf the wind direction, whereas
the peak gave the best estimate of the wind vglaSpecifically, in both cases, wind
velocities were overestimated: the average windorgl was 6.73 km/hr whereas the
average storm velocity was 20.87 km/hr for the medibased elaborations and
16.29 km/hr for the peak-based elaborations. Nbekss, this error is favourable
because it means that the storm will be expectedaoh the catchment in less time
with respect to reality, therefore, all the safetgasures provided will have to be
realized in advance.

Consequently, in the end, the centroid was choserefarence feature because the
bigger mistake in the overestimation of the velgcitowever advantageous for the
safety measures, was compensated by the bettenatieal of the direction of
movement of the wind (the average wind directiors iZ2.30 degrees counted
clockwise from the North, whereas the average stinection was 139.35 degrees
for the centroid-based elaborations and 116.33 edsgrfor the peak-based
elaborations). Similar conclusions were also reggbitty other researchers: in fact,
May and Julien (1998) noted that the use of thdroehof the hyetograph gives
more reliable results than using time of the on$éthe storm.

Therefore, the calculations developed for the cathiwill have to be considered for
assessing all the possible future movements ofstbens. For example, a future

storm event, recorded by one of the borderlineastatwithin the study area, such as
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Enfiled or Mill Hill, should reach the center of ethcatchment with a related

probability of 80%. This consideration can be dedivthrough the information

contained inside the windrose map plotted in fi§: 5

- 24 % of the storms is expected to move towards ISBast with an average
velocity of 24.44 km/hr;

- 35 % of the storms is expected to move towards IB8outh-East with an
average velocity of 21.32 km/hr;

- 21 % of the storms is expected to move towardstBetith an average velocity of
15.88 km/hr.

Thus, since the distance between the borderlineossaand the center of the
catchment is more or less 20 km and the averagm stelocity is 20.54 km/hr, the
storm should reach the center of the catchmenwanhours. Later this arrival time
should be considered as the starting time of thaulsition to carry out with the
hydraulic model developed and calibrated for th&cloaent itself. In this way,
finally, the potential flooded areas could be assésn advance and, therefore, all

the security measures provided could be implementéche.

5.4.3 Influence of therain gaugeslocation on the storm tracking
results

Finally, the research was aimed to evaluate thenéxb which the location of the

rain gauges inside the catchment could conditien rsults of the methodology.

These further elaborations are important because sounicipalities do not have the

funds for equipping themselves with an adequatebsuraf rain gauges, therefore it

is important to know how the results could charfgereduced number of recording
stations is employed.

Consequently, four different measuring networks eveonsidered in order to

compare their results:

1. all the rain gauges, lying inside a circle centaretlVestminster and with a 40
km radius, were considered, i.e. all the recorditagions were assumed (defined
later ascase R = 40 kin

2. all the rain gauges, lying inside a circle centarediVestminster and with a 30

km radius, were considered (defined latecase R = 30 kin
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3. all the rain gauges, lying inside a circle centaredlVestminster and with a 20
km radius, were considered (defined latecase R = 20 kin
4. all the rain gauges, lying inside a circle centaredlVestminster and with a 10

km radius, were considered (defined latecase R = 10 kin

Figure 5.11 Various group of rain gauges considered forelaborations.

All the elaborations already carried out for tase R = 40 kmi.e. estimation of the
speed and direction of storms and consequent tgtatisnalysis of the results,
required to be repeated for the other three grofipsin gauges. The principal results
obtained are reported in the following tables agdres: tab. 5.10 and fig. 5.12 for
thecase R = 30 kitab. 5.11 and fig. 5.13 for tlrase R = 20 kptab. 5.12 and fig.
5.14 for thecase R = 10 kmin particular, also in this case, all the dats sesre well
fitted by a normal distribution.

Then, in order to verify whether the considerataina decreasing number of rain
gauges could determine errors in the evaluatiothefstorm parameters, the root
mean square deviation and the correlation coeffisigvere calculated between the
data sets of wind velocities and storm velocitmsdil the three cases (fig. 5.15, fig.
5.17 and fig. 5.19). The same procedure was apfiiethe direction data (fig. 5.16,
fig. 5.18 and fig. 5.20).
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Centroid Peak Onset
\% 0 S.R. \% 0 S.R \% 0 S.R
Min. 5.36 13.00| 0.00f 4.10 18.35 0.00 4.04 4.36 0L00
Max. | 51.04| 174.12] 0.80 3486 173.84 0.82 86{70 174.8585 0.
Mean | 20.87 | 125.51] 0.48 15.58 11143 0.59 23|45 105.0258 0
SD. | 13.86| 44.27| 0.21 9.97 5234 0.19 21554 5655 Q.19
CV. | 0.66 0.35 | 0.44| 0.64 0.47 0.33 0.92 0.54 0|33

case R =

30 km

Table 5.10 Range variation, average value, standard dewiaind coefficient of variation for the

Relative frequency of storm direction
(Centroid - R =30 km)

N

348.75°

11.25%

Relative frequency of storm direction
(Peak - R =30 km)

N

348 .75¢ 11.25°

19125°  168.75° 191.25°  16875°
= 20.87 km/hr S V = 1558 km/hr S
=125.51° B =11143°
Relative frequency of storm direction
(Onset - R =30km)
N
348.75¢ 11.25°
303759, 56.25°
¢
281.25% ) \ 78750
w 060 040 02 E
258.75° 101.25°
£
236.25° N 123.75°
213759 [T 77 146250
191.25°  168.75°
V = 23.45 km/hr S
8 =105.02°

Figure 5.12 Relative frequency of storm direction for theeR = 30 km
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Centroid Peak Onset
\% 0 S.R. \% 0 S.R. \% 0 S.R
Min. 2.54 11.86| 0.00f 0.70 7.03 0.00 1.09 13.83 0,00
Max. | 65.39| 172.81 0.82 37.3L 167.47 0.84 65/71 165.1682 0.
Mean | 17.81| 107.54/ 0.37 12.1p 87.79 0.46 17|90 87(30 (.53
SD. | 14.62| 46.98| 0.25 1048 5086 0.27 1462 47/84 0.24
CV. | 0.82 0.44 | 0.67| 0.86 0.58 059 0.82 0.55 044

Table 5.11 Range variation, average value, standard dewiaind coefficient of variation for the

case R =

20 km

Relative frequency of storm direction
(Centroid - R =20 km)

V4

N

34875°

1125°

191.25°  168.75°

V = 17.81 km/hr
i =107.54°

S

Relative frequency of storm direction

(Peak - R = 20 km)

N

34875 11.25¢

19125  168.75°

<
|

B = 87.79°

= 12.19 km/hr S

348.75°

11.25°

191.25°  168.75°

=
I

17.90 km/hr S
@ = 8730°

Relative frequency of storm direction
(Onset - R =20 km)

N

Figure 5.13 Relative frequency of storm direction for theeR = 20 km
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Centroid Peak Onset
\% 0 S.R. \% 0 S.R. \% 0 S.R.
Min. 1.80 61.97| 0.000 1.28 25.06 0.00 1.53 4107  0.00
Max. | 60.69| 164.36/ 0.84 19.683 152.06 0.7 15/80 159.1855 0.
Mean | 12.52| 105.83] 0.13 6.58 94.15 0.11 7.08 99/62 Q.18
SD. | 13.57| 29.20f 0.25 543 3282 024 373 3623 Q.27
CV. | 1.08 0.28 185 0.83 0.35 2.1 0.53 0.36 1|52

N

Table 5.12 Range variation, average value, standard dewiaind coefficient of variation for the

case R =10 km

Relative frequency of storm direction Relative frequency of storm direction
(Centroid - R=10 km) (Peak - R=10km)
N N
34875¢ 11250 348.75° 11250

326.25° -7 o 33750

W

191.25°  168.75° 19125°  168.75°

V = 12.52 km/hr S V = 6.58 km/hr S
8 8

Relative frequency of storm direction
(Onset - R =10 km)

N

34875°  1125°

191.25°  168.75°

V = 7.08 km/hr S
B =99.62°

Figure 5.14 Relative frequency of storm direction for theeR = 10 km
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Wind Velocity versus Rainfall Velocity R =10 km Wind Velocity versus Rainfall Velocity R =10 km
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Also these calculations were characterized by a pooelation between wind and
storm movement parameters (tab. 5.13, tab. 5.14amd.15).

R [km] | oy [km/hr] | Correlation y | 6 [°] | Correlationg | Nt
40 20.26 0.13 56.5 0.08 34
30 19.98 0.1 76.17 -0.22 33
20 19.01 -0.26 93.07 -0.35 32
10 15.1 0.06 80.58 -0.28 26

rain gauges network (centroid feature considered).

Table 5.13 Root mean square deviation and correlation mefits computed for the four types of

R [km] | oy [km/hr] | Correlation , | 6 [?] | Correlationg | N
40 14.54 0.03 83.57 0.15 28
30 13.25 0.04 79.36 0.41 7
20 12.73 -0.35 104.8p -0.08 24
10 5.18 0.32 89.14 -0.22 13

rain gauges network (peak feature considered).

Table 5.14 Root mean square deviation and correlation mefits computed for the four types of

R [km] | oy [km/hr] | Correlation \, | 6e [?] | Correlationg | N
40 28.41 -0.27 89.1 0.26 29
30 28.11 -0.23 93.94 -0.1 28
20 19.51 -0.34 97.75 0.22 27
10 4.5 -0.02 82.35 -0.32 1p

Table 5.15 Root mean square deviation and correlation mefits computed for the four types of

rain gauges network (onset feature considered).

Specifically, it could be noted that the considieraof an ever decreasing number of

recording stations determined different effectsmnand o, . In fact:

- the velocity error tended clearly to be reducegl .21 a);

- the direction error showed a slightly increasirentt until R = 20 km, and a final
reduction for R = 10 km (fig. 5.21 b). This lassud# is misleading and it should
be due to the limited number of events analysedhfecase R = 10 kmFor this

reason it was not considered in the following cdestions.
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Figure 5.21 Wind data comparisoks, versus R for the three features considereds¢gayersus R for

the three features considered (b).

Therefore, it could be noticed that the reductidnthe recording stations would

enable a better estimation of the velocity but aseevaluation of the direction, i.e.
the storm velocities would be less overestimatatl the directions would be more

underestimated. Just the further underestimatiostefm direction demonstrated

how a similar network configuration would not beegdate: in fact, important

repercussions could happen by wrongly ignoringfadisithat instead will effectively

reach the catchment.

Thus, in conclusion, it emerged that the resultsiokbd by considering all the

stations would be changed if a limited instrumemglipment was bought by the
municipalities for economic reasons. The magnitidéhe error should be taken into

account by the municipalities themselves beforeingagimilar decisions. This latter

analysis was carried out for the case study: thaltseare reported in terms of,
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and g, , calculated between the data sets relative tedlseR = 40 kmand each of

the other three cases considered in the reseatthy(t16, tab. 5.17, tab. 5.18 and fig.
5.22).

R [km] | oy [km/hr] | Correlationy | 6¢ [°] | Correlationg | N

30 1.87 0.99 47.89 0.36
20 10.9 0.75 72.35 -0.18
10 13.46 0.65 55.23 0.14

Table 5.16 Root mean square deviation and correlation mefffts computed for the three types of

rain gauges network (centroid feature considered).

R [km] | oy [km/hr] | Correlationy | 6 [°] | Correlationg | N

30 3.82 0.94 66.21 0.31 26
20 8.57 0.73 65.11 0.5
10 13.14 0.71 67.33 0.34 )

Table 5.17 Root mean square deviation and correlation mefits computed for the four three of

rain gauges network (peak feature considered).

R [km] | oy [km/hr] | Correlationy | 6 [°] | Correlationg | N

30 4.28 0.98 53.01 0.59 27
20 10.19 0.85 48.54 0.35 23
10 21.05 0.45 86.7¢ -0.3 9

Table 5.18 Root mean square deviation and correlation nefits computed for the three types of

rain gauges network (onset feature considered).
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25 -
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E 15 -
aEe -]
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3 [
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Figure 5.22 Rainfall data comparisons, versus R for the three features considereds(ayersus R

for the three features considered (b).
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6. Conclusions

6.1 Overview

Currently cities and communities are experiencimer growing problems related to
urban pluvial flooding. This is due primarily toeifficient drainage inlets and
overloaded sewer systems. In fact, existing drangsgstems rapidly reach their
maximum capacity and tend to work pressurized endhe case of medium-entity
storms.
Damage and losses caused by flood events in urbeas,aprimarily life and
economic losses and traffic disruption, can beiaamt. Moreover, this situation is
destined to worsen in the immediate future dueh&ofervent urbanization process
and the ongoing climate changes.
This research is therefore aimed at investigatimg type of event, because to
guarantee an efficient working of the drainage esyst is a prerequisite in modern
societies. Specifically the broader objective oé thtudy is to contribute to an
improvement of urban flood management by enhanaibgn drainage modeling and
storm motion forecasting. In order to achieve ssmbpe the following detailed tasks
were performed:

1. Investigation of the various LIiDAR Digital Terraiodels (DTMs) available
for the drainage modeling of a study area.

2. Analysis of improvements brought by a dual drainageroach in simulating the
behavior of a drainage network during extreme eaients, compared to the use
of a conventional methodology.

3. Study of the potentials of a dense network of ganges in forecasting storm

movements for flood prevention purposes.

A summary of the achievements and discussion ofeabelts obtained from the tests

and comparisons carried out in this research &septed below.
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6.2 Hydraulic modeling of the drainage network of a monitored
catchment

The first part of the research was directed at detnating how conventional urban
drainage modeling is inadequate to simulate récdibg the behavior of the drainage
system during extreme rain events. Consequently, kwdraulic models were
developed for the same monitored catchment, theidrigcatchment located in
Cosenza (ltaly), in order to compare their perforoes. The first model was
developed by following the classical hypothesisoagmg to which the drainage
system is composed only of the sewer system, shdbiconsider that stormwater,
once entered the sewer system, can no longer tb&s/aystem by coming back to
the surface. Instead the second model was bast#t @ual drainage approach, i.e. it
was assumed that the urban drainage system wasosethpf a surface network and
the sewer network.

Both the approaches required the use of a veryle@tand hydraulically corrected
DTM for the study site. For this reason LIDAR datharacterized by an horizontal
resolution of 1 m, were used. Nevertheless DTM# witferent detail scale can be
obtained from similar surveys: LIDAR DSNirst, LIDAR DSM last and LIiDAR
DTM are in fact characterized by a variable presesfaon-ground surface features,
such as cars, buildings or vegetation, that wiluence surely the hydraulic response
of the urban catchment differently. Therefore iermed opportune to evaluate
whether the use of a less detailed data set, ssichLaDAR DTM with overlapped
buildings, could be a valid approximation of thghest detailed one, i.e. the LIDAR
DSM first, in order to make easier the successive hydrauideling of the drainage
network.

In detail the study consisted in comparing theaefdepressions evaluable from the
two data sets: from the elaborations carried o@merged that the simplification
proposed was acceptable since a good portion ofdémified depressions was in
common between the two DTMs (37 %), particularlg flargest ones. Thus the
LIDAR DSM first could be ignored for hydraulic modeling becausecthresideration
of vegetation and further non-ground surface femtuwould complicate the
modeling phase in vain. In fact these objects affiee overland flow less than the

buildings.
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Afterwards the LIDAR DTM was further on improved by removing errors inhéren
to the acquisition and interpolation processeshef élevation data, such as pits or
sinks. Specifically the following methodology wasy@oyed: all the depressions
shared between this DTM and the LIDAR DSikét were assumed real whereas the
remaining ones were removed by filling operations.

Building areas were identified by subtracting thBAR DTM to the LIDAR DSM
last, and considering only the objects characterizedabyelevation at least of 3
meters and a surface area at least of 4Gassumed as minimum building properties.
This procedure was necessary because the use avdilable building layer, whose
perimeter did not coincide with the contour of theildings removed from the
LIDAR DSMs, determined the generation of erroneadepressions close to the
buildings in the LIDAR DTM. The LIDAR DSM last was chosen because it was
characterized by an inferior number of man-madé¢ufea and trees than LIiDAR
DSM first, thus it made the filtering procedure easier.

The accuracy of the proposed filtering methodologgts then established by
comparing the footprints of the original buildireyér and the new one obtained. In
particular it was observed that the method workeiteqvell because almost all the
buildings were identified, also if it was not pddsi to distinguish vegetated areas
located close to buildings, representing 12.87 %awi-ground surface features to be
filtered. Consequently, later, manual editing wiz® aecessary.

In particular the use of the new building layethe generation of the LIDAR DTM
was opportune because it enabled the removal obad gart of the surface
depressions obtained by taking as reference tigiatibuilding layer (38.90 %). A
further 61.10 % of the surface depressions wdsskired by the two DTMSs.
Afterwards the processed LIDAR DTgMwas used to derive the hydrological
information necessary for the development of th@réwylic models. In particular the
position of the “fictive manholes” of the sewer wetk was defined by the
intersections between the sewer layout and theradativainage network generated
from the LIDAR DTM, itself.

The conventional hydraulic approach was based emtbdeling of only the sewer
network. This model was reliable if the sewer nekwwas not overloaded, and it

enabled also the development of interesting appbics, such as the evaluation of
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the drainage network efficiency through the caltata of physical and hydraulic
indicators. These indices, computed for each sémiek, were later represented in
GIS in order to estimate which constructive defdetermined the most relevant
repercussion on the network performance, and thechwehabilitative interventions
would have to be taken into account. Specificdligi the elaborations carried out,
it was possible to observe that the slope variatesulted the principal cause of
sewer network malfunctioning.

Nevertheless, this procedure was not adequate delntiee drainage system behavior
accurately during extreme rain events, becaugmdres the fundamental concept on
which the traditional urban hydrology is based, tlee interaction between the
surface network with the buried drainage systemis Tiesult emerged by the
comparison with the other hydraulic model developeded on the dual drainage
concept. In fact, by subjecting both the modelsdentical rainfall inputs (eleven
historical events and three synthetic rainfall ésenith associated return periods of
15, 30 and 50 years), it was possible to note thifrent volume distributions
emerged only in the cases where the storm evem¢snaeed the surcharge of the
sewer network. In particular, as was expected,cthreventional model localized a
greater number of surcharged trunks, which wouldehBorced the engineer to
increase the dimensions of the pipes involved withsequent repercussions on the
cost of the works.

Vice versa, the dual drainage model enabled a mealestic simulation of the sewer
flooding, since it considered a bidirectional istetion between the surface and the
sewer system. Hence, in this way, it was possibléntit the number of surcharged
sewer trunks: in fact more than 90 % of the sumb@drnodes found in the
conventional model was completely “corrected” ie ttual drainage model, whereas
a further 7% was still surcharged but by a flootlwee reduced of 60 %.
Consequently, the dual drainage modeling was finedlcommended for future
applications by underlining also the issues reldtethe development of a similar
approach. In fact, the most difficult phase is thedinition of a realistic surface
network to be coupled with the sewer network. Ims tproject the use of an
innovative procedure was tested: the AOFD toolfaket, this methodology enabled

the individuation of the potential flooded areasn@s) and the connections between
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these and the surcharged manholes based on Glgsianaf DTM. In particular,

from the elaborations carried out, the followingnsmlerations emerged:

1. the buildings have to be considered within the DTIM.fact, their presence
determined the definition of ponds with ever inciag extension and depth since
they act as barriers to the overland flow. Morequarthis way, it was possible to
avoid errors, such as ponds localized inside Ingfslior pathways crossing
buildings.

2. high-detailed DTMs, such as LIDAR ones, have taged in similar applications.
In fact, the DTM 5 was an unstable data set sinskawed a remarkable increase
in surface storage capacity when buildings weresiciened within the DTM itself.
Nevertheless, the use of highly-detailed DTMs, sashLiDAR ones, promoted
the definition of a large number of small pondstenf not significant for
simulation purposes, which could make the companati load of the modeling
heavier. Moreover, these depressions could besahgs that were not corrected
in the previous stage of the DTM processing. Fes¢hreasons a pond filtering
study was faced: different threshold values of degtd volume were considered
in order to evaluate the best values that maximittesl ponds removal and
minimized the related lost storage capacity. Iis tase a value of 0.2 m for the
depth and 5 rhfor the volume were assumed so that the pond rehweas of 55

% whereas the lost storage capacity was of 1.08%.

6.3 Storm tracking study based on rain gauges data of a monitored
catchment

The dual drainage model proved to be also suitadbause simulation results, such
as the temporal trend of the surface velocities @eqth, enabled the localization of
the potential flooded areas. These applicationt suitely attract subjects, such as
insurance companies and civil protection institogio In fact, the insurance
companies will find the possibility of more reaiistevaluation of the damage
associated with the floods advantageous; insteadcivil protection institutions
could use such results for elaborating adequategamey plans.

In particular, from the flood prevention point aéw, it could be also very important

to deepen the knowledge of rainfall characterigticgiew of their critical effects in
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causing regular flash floods. It is evident howommfation, such as the statistical
distribution of the direction of movement of storainfall patterns and the average
speed for each direction, is relevant to flood &tsidin fact, in this way, it would be
possible to verify whether a future storm eventorder by one of the borderline
stations within the study area, will reach the eemif the catchment or not and, in
the former case, how much time it will take to mdowards the catchment itself.
Moreover, if a calibrated and reliable hydraulicdabwas available for the same
study area, similar information could be also usedrder to evaluate in advance the
possible flood-prone areas.

The speed and direction of movement of rainfallnéserecorded by the dense
network of rain gauges placed in London, were tenvsluated by using the storm
tracking method proposed by Diskin. The lack of adequate instrumental
equipment for the Liguori catchment, for which gh@inage model was previously
developed, did not enable to prove how the linkdggween storm tracking
procedures and hydraulic modeling is an approaehat@thodology for forecasting
potential flooded areas. However the elaborati@mged out demonstrated how rain
gauges may be considered as valid alternativesnfatl movement prediction, to be
taken into account in areas where radar measursranhot be obtained yet. In fact
the method of computing storm velocities and dioet was sufficiently good since
the calculated velocity values were in agreemettt Wie results obtained in several
studies performed in other regions. However, atsuesdifferences emerged: in this
case, in fact, computed velocity and direction dsgts resulted well fitted by a
normal distribution, whereas other researchersrgbdethat the relative frequency
was well fitted by a two-parameter lognormal disttion.

The choice of the best hyetograph feature to beidered in the elaborations was
another issue faced. Three features were usetidadéfinition of arrival timestcens
the time to the centroid of the hyetographax the time of highest rainfall intensity
andtonset the time of start of rainfall. The feature givitige most reliable results was
established by comparing, through statistical tetts results of the elaborations
performed with other physical phenomena which afated to the storm movement,
such as wind movement. From the applications caoig it could be noticed that:
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1. the time and spatial resolution of the recordiraishs affect significantly the
results of the applications. In fact, in this cades poor time resolution (15
minutes) determined that the onset was the woegtife since it favoured the
erroneous individuation of an equal arrival timetlod storms from most of the
stations. Instead the centroid feature provided libst approximation of the
wind direction, whereas the peak gave the bestasti of the wind velocity.
Nevertheless, in the end, the centroid was recordewefor future applications
because the bigger mistake in the overestimatiorthef velocity, however
advantageous for the safety measures, was compdrsathe better evaluation
of the direction of movement of the wind.

2. the use of wind data recorded at the ground lelveulsl be avoided in similar
calculations because they did not enable strongletions to be found between
storm and wind movement parameters. In fact, bypaoing the corresponding
wind and storm parameters, it emerged that windoreés were overestimated
whereas wind directions were underestimated. Téssilt, already reported in
other studies in the literature, was expected lmauch measurements are
affected by the presence of obstacles at groundl,lesuch as buildings.
Consequently, high altitude wind data, availablehia airports, will have to be
assumed for further applications.

Finally, the research was also aimed to evaluatehat extent the location of the
rain gauges inside the catchment could conditien rsults of the methodology.
These further elaborations were carried out becaos® municipalities do not have
the funds for equipping themselves with an adequatmber of rain gauges,
therefore it is significant to know how the resudtauld change if a reduced number
of recording stations is employed. Consequentlyeiothree network configurations
were considered in order to compare their resSip&cifically, it was noted that the
reduction of the recording stations would enableetier estimation of the velocity
but a worse evaluation of the direction, i.e. therm velocities would be less
overestimated and the directions would be more nestienated. Precisely the further
underestimation of storm direction demonstrated hew similar network
configuration would not be adequate because imporépercussions could occur by

ignoring wrongly rainfalls that instead will efféatly reach the catchment.
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Appendix A — Calibration of the conventional urban
drainage model

For each rainfall event the hyetograph (blue colt® observed hydrograph (red
color) and the hydrograph simulated with the tiadal model (orange color) are
plotted in the following pictures. The calculatedaPson’s coefficient &) is also
reported.
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Appendix B — AOFD data preparation

The flow diagram in fig. A1 shows the different pedlures needed to generate the

overland flow network by the AOFD.

Data preparation

!

Pond delineation

!

Pond filtering

Pond filiering YES

{volume and depth)

NO

Flow paths Elimination af
definition duplicate flow paths

Removal af flow
paths loops

Flow paths crass-section
definition

!

Generation of hydraulic
model input files

1

Figure A1 Flowchart of the overland flow tool (from Leitad)@).

The files required to run the tool have to be orgzah as follows (fig. A2):

(file) *.pro

{a-folderlj

(folder InputData

Figure A2 Working folder structure (from Leitdo, 2009).

The project file (*.pro) is a text file with a degation of the general parameters of
the input data. It contains the names of all thmuirfiles to be used in the surface
flow path generation (with no file extension), aslvas information about number of
columns and rows, and cell size of raster imaged by the routines.

In InputData folder the following input files hate be stored:

- Digital Terrain Model (DTM)
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- Slope image

- Aspect image

- Manholes

- Catchment boundary

- Cover layer (the same as catchment boundary)
- Building layer

These data have to be created according to thestigigs reported in table Al.

Input Output Process
Boundary Boundary This boundary can be created using AutoCad, theniogéehe file in
Polygons Vector ArcGIS and exporting it, in order to obtain a staedpolygon type), which

can afterwards be converted to the IDRISI formatgighe conversion tools
of AOFD. When creating this boundary, be carefuhwioordinate system
and scale of the drawing.

Boundary Boundary Create a raster layer from the polygon:

Vector Raster 1. Conversion Tools — To Raster — Polygon to Raster.

Boundary Reclassified Reclassify raster values to those required for AQWBere 1 = cells inside,
Raster Raster -1 = cells outside catchment)

1. Spatial analyst tools — reclass — reclassify.
2. Conversion Tools — From Raster — Raster to ASCII (reduior AOFD

tool).
Building Buildings in Clip the building polygons to fit the catchment bdary
Vector Layer | catchment 1. Analysis tools — Overlay — Intersect (input builglipolygon and
catchment boundary polygon).
Buildings Buildings 1. Convert the intersected vector layer to a rastarlaging the
catchment Raster and conversion tool: Conversion tool — To Raster — Patygoraster.
vector reclassified 2. Reclassify the building raster so that all valuésge in buildings) = 1

and No Data (that outside of buildings) = 0 by gsi@ipatial analyst
tools — reclass — reclassify.

3. Convert the reclassified raster layer to ASCII forn@dnversion tool —
from Raster — Raster to ASCII.

Manhole data| Manhole points  Select manholes tflah&de the catchment boundary and create a new
layer from these:

1. First select the combined and stormwater sewers the attribute
table: Options — Select by attribute — Enter: "PIOISE" ='S' OR
"PURPOSE" ="C".

2. With these selected, intersect the manhole laytr thie catchment
boundary: Analysis tools — Overlay — Intersect.

Selected Raster manhole| Convert the point data to raster data
manhole layer 1. Use the Editor toolbar to add additional point¢hi clipped point layer
points (this is required to make sure a large enough @aeerts to raster)

Editor — start editing — select manhole vector flageedit — click on the
sketch tool — add 4 points around the existingiipaiea, well outside
the boundary — Stop editing — save edits.

2. Conversion tools — To Raster — Point to Raster.

3. Clip the raster layer using the spatial analysitb@o using a raster
layer with the correct size, such as the BoundaryeRéesyer: Spatial
analyst toolbar — Options — Set ‘Analysis MaskGganeral to ‘Raster'—
Set ‘Analysis Extent’ in Extent to ‘Same as LayBaster” - Set
‘Analysis Cell Size’ in Cell Size as ‘Same as LajRaster” — OK —
Spatial Analyst toolbar — Raster Calculator — SdRadter layer —

Evaluate.
Manhole Reclass Reclass raster layer:
raster manhole raster | 1. Spatial analyst tools — reclass — reclassify.

2. Set unique values, each call should have its owrevanging from 1
to n. Make sure at this point there are the sammuat of raster cells ag
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manhole points. If not check that there is only pomt in each raster
and all points are converted.

3. Create a catchment raster (as described previouilyxell values of O
inside the catchment and -1 outside.

4. Merge this raster layer and the manhole rastegubia raster
calculator: input ‘[New catchment later] + [Manh&aster]’ and click
evaluate.

5. Make output calculation permanent: right click apdr — Data - Make
permanent.

6. Reclass to ASCII format as previously described.

Manhole The AOFD needs *.csv and *.ntt files for the malehdeata.

*.csv and 1. These can be created using Microsoft Excel, onMfddks CS. The

*.ntt files format of these is given below.

ASCII DTM ASCII DTM Convert DTM tiles:

tiles 1. Convert each tile to raster format by using: Conwersdols — To raster
— ASCII to raster (Ensure output data type is ‘FLOAT

2. Merge the new raster tiles using: Data managem&aster — Raster
dataset — mosaic.

3. Clip the cells to the catchment raster layer: Spatialyst toolbar —
Options — Set ‘Analysis Mask’ in General to ‘Ra®eundary’ — Set
‘Analysis Extent’ in Extent to ‘Same as Layer “Raste Set ‘Analysis
Cell Size’ in Cell Size as ‘Same as Layer “Raster’k--OSpatial
Analyst toolbar — Raster Calculator — Select Rastarla Evaluate.

4. Incorporate the building height into the DTM byngithe reclassified
building layer (in this case assign a value tosceith buildings to 10)
Incorporate by using the raster calculator: infEj] + [Reclassified
Building] — click evaluate.

5. Convert the total clipped raster mosaic to ASCII gsibonversion tools
— From raster — Raster to ASCII.

DTM Slope Use the AOFD conversion tool to creaf2TM with a slope away from the
catchment boundary.

1. Raster conversion — ESRI ASCII to IDRISI (16bit) fileselect DTM —
tick the ‘assign elevation to noData values’ — v

2. Convert the new image file back using the IDRISI 16ls to ESRI
ASCII file.

3. Using Arcinfo convert the created ASCII file to atexr: Conversion
tools — ASCII to raster (ensure to select the oudjait type as
‘FLOAT).

4. Create the slope by: Spatial analyst — SurfacepeS[Select
percentage NOT degree).

5. Use the Raster Calculator in the Spatial Analyst Baoto convert the
slope to a gradient — Enter [Slope Layer] + 100.

6. Convert to ASCII using Conversion Tools — From RastRaster to
ASCII (required for AOFD tool).

DTM Aspect Use the clipped DTM layer to determihe aspect:

1.

Spatial analyst — Surface - Aspect.

Table A1 AOFD layer creation methodology using Arcinf@.4.

In particular, in this phase, it is important teeacare of:

- Raster extentRaster layers must present the same extensidneyfdo not clip

correctly, or to the same layer, errors will potaiht occur in the AOFD process.

Consequently it is opportune to use a raster layaslip them with in order to

ensure raster layers clip correctly.

- Consistent cell size In this case, LIDAR data was provided with a ¥nim

resolution, however the computational power reguige compute this resolution
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Is considerable, thus data was converted to a 38Bmxresolution. In similar
operations it is important to be careful with thethod by which the average of
the cells is calculated.
Slope valuesThese need to be expressed in a gradient, anasreopercentage or
a degree. This can be achieved by using the raateulator and dividing the
slope (percentage) values by 100.
Manholes Problems may occur when converting from vectoinfgoto raster
points. It is necessary to check:

1. if more than one manhole is contained in a rastédlr i this case the

manhole needs to be moved, not deleted;
2. if manholes, located on the boundary, are convesteabt to raster cells.

Also in this case they need to be moved in frombiendary.

It is also important to ensure the number of maehah the vector, raster, *.csv
and *.ntt files are the same. In particular the hwde *.csv and *.ntt files are
characterized by the following formats (fig. A3)ithvn equaling the total number
of manhole points in the vector and raster lay#resg should be the same). The
*.csv can save in excel, whereas the *.ntt file ba created by changing the file

extension of the file once it has been saved.

For the *.csv For the *.ntt file

1 1 1 1 FFFF 1
2 2 2 2 FFFF 1
3 3 3 3 FFFF 1
n n n n FFFF 1

Figure A3 Manhole *.csv and *.ntt file formats.

All these files have to be saved in IDRISI 16bittee and/or raster format (tab. A2).

This format was chosen because it has the advatage presented in ASCII text

format, thus it is editable by a text editing safter which (except for raster image

files that are in binary format) makes manual modtfons easy.

Since such format is not commonly recognized byotised software (e.g. ArcGIS
or Maplnfo), the AOFD tool has included an intedailo convert IDRISI 16 bit
format to ArcGIS format (shapefiles, ASCII fileg)davice versa (fig. A4).
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DTM or DTMb IDRISI 16 bit Raster | *.doc, *.img Dolébformat
SLOPE IDRISI 16 bit Raster| *.doc, *.img Double fam
ASPECT IDRISI 16 bit Raster| *.doc, *.img Double fam

Manholes represented by their
IDRISI 16 bit Raster | *.doc, *.img| IDs. Cells representing catchmeptnteger format
boundary = 0, outside = -1
IDRISI 16 bit Vector | *.vec, *.dvc
MANHOLES
Creates correspondance between
. . the integer manhole ID and in
Text -Csv, ntt raster format and the manhole I[)-srext format
in the hydraulic model
CATCHMENT IDRISI 16 bit Raster | *.doc, *.img i(rilg:ldseo:tlslde catchment =0, Integer format
BOUNDARY IDRISI 16 bit Vector | *.vec, *.dvc | Polygon type, pgion ID = 1
IDRISI 16 bit Raster | *.doc, *.im
COVER - g Copy of catchment boundary Integer format
IDRISI 16 bit Vector | *.vec, *.dvc
IDRISI 16 bit Raster | *.doc, *.img VaIu% 'nflde buildings = 1, Integer format
BUILDINGS outside = 0
IDRISI 16 bit Vector | *.vec, *.dvc

Table A2 Input data characteristics and formats.

[ DEM routines

ASCil raztes conwerier | Pand delineation | Path delrealion | Crogs sec{i:-nl Surtace fow nebaorl, |

Riastsr conversion

s ESRI ASCH to IDRISI 16k fie
" IDRIS| [16GY il to ESAl ASCH
vt file |
ot file |

I™ azsign elevation bo nol ata vales

=10 x]

data tppe

Intager -

bicwis=

Lk

cohuert

—Wackyr conversion

= ESRI “.shp file to IDRIS|* vec e
DRI "wec fils to ESFL 7 2k fle

riput file |

outpul file |

Exit

BTN

Lk

cohvert

Figure A4 File conversion tab.

Other folders will be created later: after the tfiran of the “pond delineation”

routine, results will be saved in the “Ponds” faldsimilarly the “path delineation”

results will be stored in the “Paths” folder, amaan. Finally when the analysis is
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completed, the final structure of files and foldet be organized in the way shown
by figure A5.

PROJECT name (folder)

Project file (*.pro)

Inputdata(folder)
DTM (*.img + *.doc)
Aspect image (*.img + *.doc)
Analysis boundary (*.img + *.doc)
Manholes (*.vec + *.dvc)
Pipes (*.vec + *.dvc)
Building image (*.img +*.doc)
Reference file (*.ntt or *.csv)

Ponds(folder)
Holes (*.vec + *.dvc) locations of ponds’ bottoms
Ponds’ exits (*.vec + *.dvc)
Ponds (*.vec + *.dvc) vector file for ponds’ polyg®
Ponds (*.img + *.doc) ponds’ raster file
Pond data (ponddata.txt)
Pond volume (pondsvol.val)
Pond area (pondsare.val)
Pond coverage (pondcove.val)

Paths(folder)

Ponds’ links (*.vec + *.dvc)
Ponds’ values (*.val) showing the linkage of althm
PathsGeometryfolder)
Ponds’ links (*.vec + *.dvc)
Cross sections (x-sec.vec + x-sec.dvc)
XYZ of all cross-section (x-sec.val)
Computed prismatic geometry (x-sec.out)
Computed irregular geometry (irreg.out)
Buffer(*.img + *.doc) raster file for the buffer
Calculated geometry at ponds’ exits (outflow.out)
Found errors (x-sec.err)
SIPSON(folder)
Pathway.mho (nodes)
Pathway.pip (links)
Pathway.sub (sub-catchment)
Pathway.pro (project file for SIPSON)
Pathway.bol (outlets)
DSD (folder)
Surface_Node.shp (ponds, break and outfall nodes)
Surface_Default_Channel.shp (pathways default shapg
Surface_Estimated_Channel.shp (estimated shapes)
Surface_River_Channel.shp (arbitary shapes)
Surface_Weir.shp (flow exchange surface-sewer)
Surface_Pond_Polygon.shp (polygons of ponds)
UserDefined_Pond.csv (table of storage nodes)
UserDefined_River.csv (table of irreg. channels)
SurfceNetwork.DSD (HydroWork DSD file)

LogFiles(folder)

All log files from the analysis

)

Figure A5 Folder structure when all analysis completed.
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Appendix C — Comparison between the two urban draiage
modeling

In the following the hydraulic simulations, where wlifferences were observed
between the two approaches, are reported. In platjcfor each rainfall event, the
hyetograph (blue color), the observed hydrograpgd (color), the hydrograph
simulated with the traditional model (orange coland the hydrograph simulated

with the dual drainage approach (green color) évdqul. The calculated Pearson’s

coefficients ¢ andr’,) are also reported.
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Appendix D — Storm tracking elaborations

Starting Date: 10/11/2006 19:45 Final Time: 11/11/2006 03:45
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