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Introduction

Recently, the number of equipments based on power electronic
converters connected to the grid like Uninterrupted Power Supply
(UPS) or Inverter, used as power interface between power sources
and the grid, is constantly increasing. The main causes of this phe-
nomenon are the ever increasing energy demand and the pollution
due to the use of fossil fuels, as well as the problems connected to
the future availability of coal, oil and gas.

In fact, global energy consumption in the last half century
has increased very rapidly and is expected to continue to grow
over the next 50 years. However, it is a widespread opinion we
will see significant differences between the last 50 years and the
next. Relatively cheap fossil fuels and increased rates of industri-
alization in North America, Europe, and Japan encouraged the
rise of energy demand in the last five decades; yet while energy
consumption in these countries continues to increase, additional
factors are making the picture for the next 50 years more com-
plex. These additional complicating factors include the very rapid
increase in energy use in China and India (countries representing
about a third of the worlds population), the expected depletion of
oil resources in the not-too-distant future, and the effect of human
activities on global climate change [14].
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As the International Energy Agency (IEA) reports in the
World Energy Outlook 2004, the total primary energy demand
in the world increased from 5536 GTOE1 (GigaTons of Oil Equiv-
alent) in 1971 to 10345 GTOE in 2002, that mens an average
annual increase of 2% (see Tab. 0.1).

Energy consumption data from British Petroleum Corp. (BP),
confirmed the average increase of 2% in the decade from 1996 to
2006. However, more significant data2 are shown in Tab. 0.2. These
data show that the growth of world total energy consumption
from 2000 to 2005 was 2.8% per year. Moreover, others sources
report the increases from 2003 to 2004 being 4.3% [42],[17], evi-
dencing as the increment of the rate of growth is mainly due to the
rapid increase in the developing countries and in particular in Pa-

Table 0.1. World Total Energy Demand by source type

Energy Source Type 1971 2002 Annual Percentage of
(MTOE) (MTOE) Change 1971÷ 2002

Coal 1407 2389 +1.7
Oil 2413 3676 +1.4
Gas 892 2190 +2.9

Nuclear 29 892 +11.6
Hydro 104 224 +2.5

Biomass and Waste 687 1119 +1.6
Other Renewables 4 55 +8.8

Total 5536 10345 +2.0

1 1 GTOE = 109 TOE (Tons of Oil Equivalent). 1 TOE = 42 GJ.
Others multiples of TOE are MTOE, 1 MTOE = 106 TOE, and
KTOE, 1 KTOE = 103 TOE.

2 Source:International Energy Agency (IEA) Statistics Division, 2006.
Energy Balances of OECD Countries (2006 edition) and Energy Bal-
ances of Non-OECD Countries (2006 edition). Paris: IEA.
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Table 0.2. World Energy Demand by region

Region/Classification 2005 2000 Annual Percentage of
(KTOE) (KTOE) Change 2000÷ 2005

Asia
(excluding Middle East) 3892874 3025401 +5.7

Central America and Caribbean 241128 209534 +3.0
Europe 2738321 2582180 +1.2

Middle East and North Africa 728733 575914 +5.3
Central America and Caribbean 728733 575914 +5.3

North America 2615539 2554649 +0.5
South America 428765 390444 +2.0

Developed Countries 6335685 6072283 +0.9
Developing Countries 4875673 3761588 +5.9

World 11433918 10029174 +2.8

cific Asia. Among these countries, China and India increased their
primary energy consumption from 2003 to 2004 by 14% and 8%
respectively. More recently, in the the period from 2005 to 2007
China, India and all the Pacific Asia pulled worldwide energy con-
sumption confirming the estimation of a worldwide average annual
growth among 1.6%÷ 2.5% [40],[41].

In the last year, in spite of the recent economic crisis, primary
energy consumption kept growing, as did growth for each of the
fossil fuels. All the net growth in energy consumption came from
the rapidly industrializing non-OECD (Organization for Economic
Co-operation and Development) economies, with China alone ac-
counting for nearly three-quarters of global growth. For the first
time, non-OECD energy consumption surpassed OECD consump-
tion. For a sixth consecutive year, coal was the fastest-growing fuel
with obvious implications for global CO2 emissions.

Based on a 2% increase per year (average of the estimates
from other sources), the primary energy demand of 10345 GTOE
in 2002 would double by 2037 and triple by 2057. With such high
energy demand expected 50 years from now, it is important to
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look at all of the available strategies to fulfill the future demand,
especially for electricity and transportation.

Some other important consideration are related to the future
availability of fossil energy sources. Fossil fuels such as natural gas,
petroleum, hard and brown coal needed many thousands of years
to form. Organic substances (i.e. animal or vegetable residues)
were the base materials. Hence, fossil fuels are stored biomass of
the ancient past. A huge amount of these fossil fuels has already
been consumed in the 20th century. However, due to the increasing
exploitation of the fossil reservoirs, future extraction will be more
and more difficult, technically challenging and risky and there-
fore much more expensive than today. Deep-sea oil rigs are one
step in this development. If fossil fuel use continues unchecked, all
available reserves of oil and natural gas could be exploited within
the 21st century. Only coal reserves will be available for a longer
period of time. Thus, some decades from now, a few generations
of humanity will have exploited the whole fossil energy reserves
that required millions of years to form. Future generations will
no longer have the opportunity to use fossil fuels as their energy
supply.

An exact estimation of the existing reserves of fossil energy
resources is very difficult, because only the size of deposits already
explored is known. Additional reserves to be discovered in future
can only be estimated. However, even if major fossil fuel reserves
should be discovered, this would not change the fact that fossil
fuel reserves are limited. The time span of their availability can
be extended only by some years or decades at best [49].

However, even though there are widely differing views and es-
timates of the ultimately recoverable resources of fossil fuels, it is
fair to say that they may last for around 50÷150 years with a peak
in production occurring much earlier. Nonetheless a big concern is
the climatic threat of additional carbon that will be released into
the atmosphere. According to the estimates from the IEA, if the
present shares of fossil fuels are maintained up to 2030 without
any carbon sequestration, a cumulative amount of approximately
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1000 gigatons of carbon will be released into the atmosphere. This
is especially troublesome in view of the fact that the present total
cumulative emissions of about 300 gigatons of carbon have already
raised serious concerns about global climate change [14].

As consequent of the illustrated scenario, there is registered a
massive interest on all those energy sources defined ”alternative”
or ”non-conventional”. In particular, the attention of the scientific
community and of some industrial sectors is been focused on the
renewable energy sources, i.e. all those sources available in unlim-
ited quantity, e.g. photovoltaic and wind, or that can be replen-
ished in times compatible with those in which human activities are
carried out, like biogas,biomass or mini-hydro. Many studies show
that the global wind resource technically recoverable is more than
twice as much as the projection for the worlds electricity demand
in 2020. Similarly, theoretical solar energy potential corresponds
to almost 90, 000, 000 MTOE per year, which is almost 10, 000
times the world total primary energy supply [6],[11].

However, in spite of the huge availability of these sources, in
the past years their development has been restrained by several
problems, some of them connected with the problem of storage
the energy supplied and/or with the difficulty to convert the en-
ergy produced by these sources in energy for the Electrical Power
Systems(EPS). In particular, both low efficiency and high cost
of conversion obstructed for years the possibility of diffusion of
many renewable energy sources, so that, it is a common accepted
idea, the development of more effective interface systems based
on power electronic converters, triggered the recent diffusion of
relatively small generation systems powered by renewables.

The main differences between power electronics based inter-
faces and conventional synchronous generators lie in the ability of
power converters to face critical conditions and sudden changes
in the grid currents and voltages. Moreover, power electronics
converter, like suitable grid-connected inverter, can be connected
both in three phases and single phase systems. These abilities
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make generation systems based on power converter particularly
adapt to applications at the distribution level, triggering impor-
tant changes that, in the opinion of many, would bring to the
decentralization of the generation units.

The role played by power electronic interfaces, in the diffusion
of Distributed Generation (DG) systems powered by renewables,
becomes more clear considering that many renewable sources are
more suitable for distributed applications. As example, in the case
of photovoltaic power sources the same amount of energy could
be obtained with a big power plant or with many small power
plants; in the first case a big surface dedicated to the installation
of the photovoltaic generator is necessary as well as a transmission
system in order to transfer the energy produced to the loads; in
the second case many small power generators could be installed
near the loads using marginal surfaces like building facade and
roof. Many studies demonstrate as the second solution has several
advantages in terms of effectiveness, efficiency and peach shaving.
Moreover, wind and mini-hydro power plants have to be located
in specific areas where the primary resource of power (wind power
or water power) is available. As Further examples, it is important
to underline that in terms of sustainable development, many small
biomass power plants, which utilize resource of a relatively small
area, should be preferred with respect to a large one which gathers
resource in a vast area.

As a consequence of the aforementioned considerations, the
conversion from a centralized generation system to a distribution
system based on DG sources is inevitable, if energy supplied by re-
newables have to become a relevant share of the total world energy
production. However, also considering the present contribution of
power electronic interfaces to the development and deployment of
renewable technologies, there are challenges, regarding the inte-
gration of renewable sources into the EPSs, still far to be solved.
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Objectives of the work

Today, the planning and development of integrated energy must
consider not only the environment itself and the existence of en-
ergy sources where it is desirable to install a renewable energy
source, but also local needs and set-up of the distribution system.
In particular, characteristics and number of loads and generators
near the hypothetical point of installation are basic information.
The knowledge of local needs and set-up is necessary because the
presence in a certain area of many DG sources which produce an
important share of the local required energy, can involve instabil-
ity and security problems on the grid. This is mainly due to the
difficulty to predict and schedule the powers generated by DGs.

In fact, in the modern EPSs small DG sources are still consid-
ered merely as ”active loads”. This means that many services as
voltage control or reactive supply do not make use of the contri-
bution of small generator sources which should operate virtually
without influence grid parameters, like voltage amplitude and fre-
quency. However, it is beyond doubt that the presence of many
small generators involve important influences on the aforemen-
tioned parameters. Then, it should be preferable that all the DG
sources of a distribution system give a contribute to maintain grid
parameters near the correct values.

The possibility to perform service as voltage and reactive con-
trol at distribution level is a peculiar ability of power electronic
converter, then for these reasons there is an increasing interest in
power control strategies for suitable Grid-connected inverter op-
erating as power interface between the grid and the power source.

Centered in the field of the renewable energy sources, this work
deal with the analysis of innovative control architectures of power
interfacing systems based on static converters for distributed gen-
eration applications. The main aim is to present and discuss the
analysis techniques and the strategy controls, for grid-connected
inverter, carried out during the Ph.D course.

Renewable energy generation systems, based on photovoltaic
sources, wind turbines or fuel-cells, nowadays represent the most
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promising solution to reduce the consumption of oil and gas. These
sources require a suitable power conversion system to manage the
generated energy. Actually, the grid-connected configuration of
this power conversion system is economically very attractive, be-
cause many European countries are providing money incentives
for the energy produced by renewable sources and delivered to
the utility grid. However, their development and full integration
make rise problems, some of which will be dealt with in the fol-
lowing chapters.

Plan of the work

The thesis is organized as it follows.

• Chapter 1 deals with some of the main synchronization meth-
ods applied in the considered research field and presents a
power electrical signal tracking strategy consisting in the com-
bined use of a simple and robust frequency estimation method
based on modulating functions and an orthogonal system gen-
erator including the second-order generalized integrator. The
proposed strategy has the advantages of a fast and accurate
signal tracking capability and a good rejection to noise due
to the low-pass filter properties of the modulating functions.
The effectiveness of the proposed method is validated through
comparisons with existing methods performing simulated and
laboratory experiments.

• In Chapter 2 This chapter presents a new approach to model
the electrical signals in power systems. The approach is based
on the concept, derived from differential geometry, of contact
between a signal and an osculating sinusoid. A direct appli-
cation leads to a synchronization algorithm performing tasks
comparable to those of single-phase PLL as verified by some
different simulation results. Moreover, a significant advantage
of the approach is the possibility to define quantities typically
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considered in sinusoidal steady state conditions also during the
transients.

• In Chapter 3 deals with a new control strategy for a pulse
width modulation (PWM) three-phase voltage source inverter
(VSI) connected to the grid and able to support bi-directional
power flow. In particular, the proposed strategy is developed
so as to combine the advantages of the Current Control and
the Voltage Control. The effectiveness of this combined control
strategy is proved by some numerical results compared with
those obtained applying only the conventional current control
strategy.
Moreover a Microgrid application of the control strategy in
presented.





1

Synchronization methods

For correct operation in grid-connected condition, distributed gen-
eration systems need the information about amplitude, phase an-
gle, and frequency of the grid fundamental voltages and currents.
Since noise, harmonic pollution, and frequency variations are com-
mon problems in the utility grid, then it is necessary to have sys-
tems able to extract information about the fundamental values
from highly distorted signals. For these reasons, robust and accu-
rate estimation and synchronization methods are necessary to ob-
tain the aforementioned information also in noise environmental.
This chapter deal with some of the main synchronization methods
applied in the considered research field and presents a power elec-
trical signal tracking strategy consisting in the combined use of a
simple and robust frequency estimation method based on modu-
lating functions and an orthogonal system generator including the
second-order generalized integrator. The proposed strategy has
the advantages of a fast and accurate signal tracking capability
and a good rejection to noise due to the low-pass filter properties
of the modulating functions. The effectiveness of the proposed
method is validated through comparisons with existing methods
performing simulated and laboratory experiments.
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1.1 Introduction

Detection of frequency, phase angle, and amplitude of currents
and voltages, in the electric power systems, is one of the most
important issues regarding the development of power condition-
ing equipment such as UPS, series or shunt compensators, and
distributed generation systems based on grid connected inverters
[29],[54],[53],[25],[45]. In particular, in this last application, an ac-
curate and fast detection of the phase angle of the utility voltage is
essential to assure the synchronization between the power gener-
ation systems and the distribution grid. Moreover, it is important
to observe that line notching, voltage unbalance, line dips, phase
loss, harmonic pollutions, and frequency variations are common
conditions faced by the equipment interfacing with electric utility.
Therefore, information about frequency, amplitude, and phase an-
gle of grid voltages and currents are necessary to assure the correct
generation of the reference signals and to avoid security problems
on the grid (Anti-islanding protection) [10],[9],[37],[35]. The same
information can be used to synchronize the turning on/off of the
power devices and to calculate and control the flow of active and
reactive powers [1] or to allow a continuous monitoring of the grid
state [33].

For these reasons, there is an increasing interest in synchro-
nization algorithms in order to monitor and control the dynam-
ics of the electric power systems. Among the first techniques for
frequency measurement, there were those based on zero crossing
[50],[12],[56]. They were gradually abandoned due to their sen-
sitivity to noise, presence of dc components in the signal, and
harmonics [38]. The most commonly employed approach is based
on phase-locked-loop (PLL) topologies for grid-connected systems
[7],[30],[18],[21],[36], [24],[23],[30],[34],[32] which are standard de-
facto in power systems.

The structure of the main PLL topology is a feedback control
system that automatically adjusts the phase of a locally generated
signal to match the phase of an input signal. In this topology, the
generation of an orthogonal voltage system is required. In the
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three-phase systems, orthogonal reference signals can be obtained
by the Clarke transformation applied on the values of the phase
voltages [29],[25],[30]. Instead, in single-phase systems, there is
less information than in three-phase systems regarding the grid
condition, so advanced methods to create an orthogonal voltage
system have been presented in literature [33],[34],[32].

An interesting and effective method to create an orthogonal
voltage system is presented in [34], where a second-order general-
ized integrator (SOGI) is used. By means of SOGI, the input signal
is also filtered resulting two clean orthogonal voltages waveforms.
For its correct operation, SOGI needs the information about the
grid frequency that can be obtained through the feedback closed
loop of the PLL; this involves that the global system behavior
will be affected by SOGI and PLL transients. It is worth to note
that even if PLL-based methods seem the easiest to use in real-
time operation, they exhibit a longer transient time than some
fast digital algorithms such as, for example, those based on Fast
Fourier Transform. This constitutes a limitation for those applica-
tions which require very fast transient period [36]. Moreover, PLL
requires an initial condition, relative to the starting frequency,
which has to be very close to the real one, in order to lock the
signal in a fast way.

However, zero-crossing and PLL methods are not the only
methods to deal with synchronization problems. In [3], a recur-
sive discrete Fourier transform (RDFT) filter is used for power
converter grid synchronization with two compensation approaches
in case of discrepancy between the time window of the filter and
the system period of the grid. A detailed comparison of the PLL-
based methods with RDFT and discrete Kalman filtering (DKF)
in terms of computational burden, reliability in the detection of
the harmonic and ripple content of the detected signal, is proposed
in [55]. This shows that the synchronization based on PLLs and
RDFTs requires less computational burden but the reliability can
be increased by using a DKF.
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An improvement of the estimation of the grid parameters, in
terms of accuracy and speed can be obtained by using the strategy
proposed in [26]; this is based on the idea of considering two sepa-
rate methods: one for the frequency tracking and the other for the
phase angle and amplitude estimation. The first is a method based
on modulating functions [47]; its grid frequency estimation is used
to adjust the resonance frequency of the SOGI, and in this way the
transients are reduced and the signal parameters estimation is im-
proved. Therefore, besides a considerable simplification of the PLL
structure, the strategy presents the advantages of a fast and accu-
rate signal tracking capability and a good rejection to noise due
to the low-pass filter properties of the modulating functions. The
idea of considering separate methods for frequency, amplitude, and
phase is not new. For example, in [21], an adaptive PLL scheme
is proposed based on three feedback control units one for each pa-
rameter to estimate. As the same author says, it does not exist a
generic control design approach for this kind of PLL system, since
it is a multivariable adaptive nonlinear and it could be difficult
to investigate theoretically. The aim of this chapter is to provide
new contributions in terms of clarification on the state of the art of
simple single-phase approach for frequency, amplitude, and phase
estimation.Moreover a new estimation method, already proposed
in [26] is presented. The advantages of the proposed strategy and
detailed description of the signal tracking method based on mod-
ulating functions will be presented. Finally the chapter proposes
the presentation of some laboratory results obtained, in particular,
some comparisons are reported in terms of accuracy of frequency
estimation with the PLLs proposed in [32] and in [36] and with
RDFT proposed in [3].

1.2 PLL structure for grid-connected systems

The recent increasing interest in PLL topologies for grid-connected
systems has led to the proposal of the general structure shown in
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Fig. 1.1. General structure of PLL topology.

Fig. 1.1. It can be specified for three-phase PLL, if the input sig-
nals are the three utility voltages and for single-phase PLL if the
single input signal is the grid voltage.

In any case, this PLL topology includes an orthogonal signals
generator (OSG) and a feedback control system, providing the
estimations θ̂ and ω̂ of the utility phase θ and the utility angular
frequency ω respectively. The task of the OSG is to generate two
orthogonal signals vα and vβ , closely synchronized with the input
signals:

vα =Vmsinθ,
vβ =− Vmcosθ (1.1)

where θ = ωt+ φ.
As shown in Fig. 1.1, the orthogonal signals vα and vβ are the

inputs of a Park transformation, whose rotating matrix depends
on estimation θ̂. In particular, choosing such a matrix as:

T
(
θ̂
)

=
[
cosθ̂ sinθ̂

−sinθ̂ cosθ̂

]
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and taking into account (2.4), the component vq is derived as:

vq = Vmsin(θ − θ̂). (1.2)

Therefore, setting the reference value of vq equal to zero and
assuming that the phase difference θ − θ̂ is very small, the PLL
output θ̂ can track the phase of the utility voltage by the proper
design of the proportional-integral (PI) loop filter. In addition,
the estimations of the frequency f̂ = ω̂/2π and the amplitude
of the utility voltage V̂m =

√
v2
α + v2

β are also determined (see

Fig. 1.1). The feed-forward frequency command ωff is introduced
to improve the overall tracking performance of the PLL. There
are various methods to design the loop filter. The second-order
loop is commonly used as good trade-off between the filter perfor-
mance and system stability. In particular, a low dynamic filter will
produce a very filtered and stable output but with a longer syn-
chronization time; on the other hand, a design for fast dynamics
will produce an output which is able to synchronize to the input
quickly, but distortions in the input signal will pass through the
filter and become part of the output signal. Tuning methods for
the gains associated with the PI filter are described in [25],[29],
[1], [30]. Moreover, it is worth pointing out that the choice of ωff
requires the assumption of a-priori knowledge of the frequency
range of the input signal.

As already explained, an essential element of the PLL struc-
ture of Fig. 1.1 is the OSG. In a three phase system the orthogonal
reference signals can be obtained by the Clarke transformation.
However, under unbalanced utility voltage, the Clarke transfor-
mation can be applied only by separating the positive and nega-
tive sequences present in the voltages and by feeding back only the
positive sequence [25],[29],[53],[7],[30]. In a single-phase system, to
overcome the problem due to the available information, which is
less than the three-phase system one regarding the grid condition,
there is an increasing number of proposed methods to create an
orthogonal voltage system. An easy way of generating the orthog-
onal voltage system in a single-phase structure is using a transport
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delay block, which is responsible for introducing a phase shift of 90
degrees with respect to the fundamental frequency of the input sig-
nal equal to the grid voltage. A more complex method of creating
a quadrature signal is using the Hilbert transformation. Another
method to generate the orthogonal signals consists in the use of an
inverse Park transformation, whose rotating matrix also depends
on estimation θ̂. However, these methods have one or more of the
following shortcomings: frequency dependency, high complexity,
nonlinearity, poor or none filtering [29], [54], [53],[33]. An alter-
native of creating an orthogonal voltage system for a single-phase
consists in using a SOGI [34],[32].

1.2.1 The OSG based on SOGI

The block diagram of the OSG based on SOGI (OSG-SOGI) is
depicted in Fig. 1.2. The input signal v of the OSG is the grid
voltage, while the SOGI requires an angular frequency ωr as input.
Obviously, the output signals of the OSG are the two orthogonal
signals vα and vβ .

The two closed-loop transfer functions of the structure in Fig.
1.2 are:

Hα(s) =
Vα(s)
V (s)

=
Aωrs

s2 +Aωrs+ ω2
r

, (1.3)

Hβ(s) =
Vβ(s)
V (s)

=
Aω2

r

s2 +Aωrs+ ω2
r

. (1.4)

It is easy to observe that these functions represent two second-
order filters with a bandwidth affected by the gain A and a res-
onance angular frequency equal to ωr. This is well highlighted
in the Bode diagrams shown in Fig. 1.3; they refer to the two
functions Hα(s) and Hβ(s) with different values of gain A.

As it can be seen from Fig. 1.3(a), at the resonance frequency
there is no attenuation and the phase is equal to zero; instead,
there is a quite large attenuation outside the resonance frequency
and moreover, if A decreases the bandwidth of the filter becomes
narrower resulting a heavy filtering. As a consequence, if the grid
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Fig. 1.2. OSG based on SOGI.

frequency ω is equal to the resonance frequency ωr, the input grid
voltage v is filtered and then the signal vα has the same phase
and magnitude as the fundamental of the input signal. As clearly
shown in Fig. 1.3(b), the second function represents a second-order
low-pass filter, with static gain A and damping coefficient A/2; so
it has no attenuation and phase equal to −90o at the resonance
frequency ωr. Thus, if the grid frequency is at the resonance fre-
quency of the SOGI, the signal vβ is a clean voltage orthogonal
to vα.

The OSG-SOGI method, as it can seen from Fig. 1.2, uses a
simple structure to generate two clean orthogonal voltage wave-
forms having the significant advantage of a filtering without phase
delay; as it is well known, using filtering, generally delays will be
introduced in the signals which are unacceptable in the case of grid
voltage angle. As it is already said, the OSG-SOGI structure re-
quires an adaptive tuning with respect to its resonance frequency.
This can be achieved by adjusting the resonance frequency of the
SOGI online using the frequency provided by the feedback con-
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(a)

(b)

Fig. 1.3. Bode diagram of the functions: a) Hα(s) and b) Hβ(s) for
different values of gain A.

trol loop of the PLL structure; however, in this way, the behav-
ior of the whole PLL structure will be affected by the transients
of the OSG-SOGI and the feedback control loop. Moreover, the
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OSG-SOGI structure has the drawback, common to other known
methods, of being sensitive to grid voltage offset. Indeed, as it can
be seen from the Bode diagrams in Fig. 1.3, the structure rejects
the eventual dc component of the grid voltage only for the signal
vα; instead, the signal vβ is directly affected by a dc component
equal to the voltage offset multiplied gain A. On the other hand,
the voltage offset is often produced in the measurements and data
conversion processes; then, without providing offset rejection so-
lutions, there will be a malfunction of the OSG-SOGI structure
and consequently significant errors for the estimated parameters
of the grid voltage will be provided by the PLL technique. Re-
cently, a simple offset rejection method has been proposed in [32];
it just aims to correct the signal vβ , eliminating its dc component,
so that the feedback control system of the PLL can operate with
two clean orthogonal input waveforms both without offset. This
solution makes the OSG-SOGI structure slightly more complex,
because it requires an additional low pass filter in order to filter
out the harmonics which can be present in the grid voltage v.

1.3 Signal Tracking Strategy Proposed

The signal tracking strategy proposed has in common with the
PLL topology of Fig. ?? only the OSG-SOGI structure, because
it does not need the feedback control loop. The basic idea of the
strategy is to consider two separate methods: one for tracking the
frequency and the other for estimating the phase and amplitude.
The diagram scheme of the proposed strategy is shown in Fig.
1.3. The block denoted as FT is to represent a frequency tracking
method, that provides a grid frequency estimation; this value is
also used to adjust the resonance frequency of the OSG-SOGI
structure, whose output are thus two clean orthogonal signals vα
and vβ .

The information about the amplitude and the phase of the
grid signal is obtained by means of simple operations on the out-
put signals of the SOGI; in particular, considering the expressions
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Fig. 1.4. Diagram scheme of the proposed strategy.

(2.4) the estimations are derived as :

θ̂ =atan(−vα/vβ),
(1.5)

V̂m =
√
v2
α + v2

β .

Besides a considerable simplification of the whole structure
compared with that of the PLL topology, the proposed strategy
presents the advantages of a fast and accurate signal tracking ca-
pability and a good rejection to noise due to the low-pass filter
properties of the frequency tracking method. Moreover, since the
frequency tracking method has also the property of not being sen-
sitive to the grid offset voltage, then the proposed strategy has the
advantage to leave unchanged the tuning of the OSG-SOGI struc-
ture, even when a dc component is present in the grid voltage. Of
course, in order to obtain the correct estimations of the phase and
amplitude, it is necessary to consider in (1.5) a signal vβ without
dc component; this can be achieved by using the same solution
proposed in [32]. A frequency tracking method having the above
desired properties is that based on the modulating functions. This
method will be explained in the next section.
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1.4 Frequency tracking method based on
modulating functions

A function φK(t) ∈ CK (K-times differentiable), defined over a
finite time interval [0, T ], which satisfies the following terminal
conditions:

φ
(i)
K (0) = φ

(i)
K (T ) = 0, ∀i = 0, 1, ...,K − 1, (1.6)

is called modulating function [47]. A function f(t) ∈ L1 over [0, T ]
is modulated by taking the inner product with a modulating func-
tion φK(t):

〈f, φK〉 =
∫ T

0

f(t)φK(t)dt. (1.7)

The terminal constraints of eq. (1.6) essentially make the
boundary conditions of the function f(t) irrelevant after modu-
lations. Moreover, they make possible the transfer of the differ-
entiation operation from the function f(t) on to the modulating
function φK(t). Indeed, according to (1.7), the ith derivative of
function f(t) is modulated by considering the following expres-
sion:

〈f (i), φK〉 =
∫ T

0

f (i)(t)φK(t)dt. (1.8)

By means of the integration by parts and the terminal condi-
tions, it is possible to obtain:

〈f (i), φK〉 = (−1)i〈f, φ(i)
K 〉, i = 0, 1, ...,K − 1. (1.9)

This result is very useful, because it eliminates the need to
approximate time derivatives from noisy measurement data. The
modulating functions implemented in the paper are of spline type
and they are shown in Fig. 1.4. Briefly, the class of spline functions
is characterized by two parameters: the order K of the highest
derivative of φK(t), and the characteristic time T̄ ; for a function
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Fig. 1.5. Spline function with K = 6 and T = 10s.

φK(t), defined into the interval [0, T ], T̄ = T/K. The ith deriva-
tive of a spline function, with order K and characteristic time T̄ ,
is expressed as

φ
(i)
K (t) =


K∑
j=0

(−1)j
(
K
j

)
gji(t− jT̄ ), i = 0, 1, ...,K − 1,

K∑
j=0

(−1)j
(
K
j

)
δ(t− jT̄ ), i = K,

(1.10)

where

gji(t− jT̄ ) =
{ 1

(K−i−1)! (t− jT̄ )K−i−1, t ∈ [jT̄ , T ],
0, otherwise,

(1.11)

and δ(t) is the Dirac delta function.
Consider a signal v(t) equal to the sum of a sinusoidal signal

and a dc component:

v(t) = A0 +A sin(ωt+ φ), (1.12)
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it is effortless to verify that

v(3)(t) + ρv(1)(t) = 0 (1.13)

where ρ = ω2. The last equation can be used to get an estimation
ρ̂ of the parameter ρ and then of the angular frequency of the
sinusoidal signal; note that the dc component is not included in
(1.13) so that the consequent estimation procedure is not sensitive
to the signal offset. The modulation with the modulating functions
permits to convert (1.13) into an algebraic equation with the same
mathematical form as follows:∫ T

0

φK(t)v(3)(t)dt+ ρ

∫ T

0

φK(t)v(1)(t)dt = 0. (1.14)

Integrating by parts and using the terminal conditions (1.6),
(1.14) becomes∫ T

0

φ
(3)
K (t)v(t)dt+ ρ

∫ T

0

φ
(1)
K (t)v(t)dt = 0. (1.15)

Since in the previous equation, the 3rd order derivative of
φK(t) is involved, then the order K must be greater or equal to 4.
The foregoing procedure has the primary advantages of involving
the known derivatives of the modulating functions instead of the
derivatives of the usually noisy output data v(t). Furthermore,
since the modulating function approach is an integral method, it
has low-pass filter properties and then it is able to mitigate the
components of the signal with frequency greater than the cut-
off frequency, proportional to 1/T [27]. For such reason, in the
presented analysis, the noise and harmonic contribution can be
omitted, but their effects will be considered in the experiments
section.

Consider a moving data window W(m) of n continuously ar-
riving data of the signal v(t) sampled with a period Ts such that
T = (n− 1)Ts:

W(m) = [v(mTs), v((m+ 1)Ts), ..., v((n+m− 1)Ts)] ,
m = 0, 1, ... (1.16)
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and define the following quantities

v1(m) =
n−1∑
j=0

v((m+ j)Ts)φ
(1)
K (jTs),

v3(m) = −
n−1∑
j=0

v((m+ j)Ts)φ
(3)
K (jTs).

(1.17)

Note that v1(m)Ts and −v3(m)Ts represent approximations of
the integrals involved in (1.15). As a consequence, (1.13) can be
approximated by the following:

v3(m) − ρ̂hv1(m) = 0 (1.18)

where h is the generic step; then the estimation problem becomes
the determination of estimation ρ̂h so as to minimize the following
index

Jh =
1
2

h∑
m=0

µh−m
[
v3(m) − ρ̂hv1(m)

]2
, h = 0, 1, .... (1.19)

The parameter µ is a positive constant in the interval (0, 1]
and represents a forgetting factor to exponentially discard the
“old” data in the recursive scheme. This means that in the es-
timation process, the old measures have a weight smaller than
that of the most recent measurements. The value of ρ̂h, which
minimizes the index (1.19), is obtained by seeking the value that
cancels ∂Jh/∂ρ̂h; therefore, it is equal to:

ρ̂h =

h∑
m=0

µh−mv1(m)v3(m)

h∑
m=0

µh−mv2
1(m)

, h = 0, 1, .... (1.20)

A recursive algorithm of (1.20) is based on the following update
law:

ρ̂h+1 =
1

αh+1
(µαhρ̂k + βh+1) , h = 0, 1, ... (1.21)
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Fig. 1.6. MFFT Simulink diagram.

where

αh =
h∑

m=0
µh−mv2

1(m)
,

βh = v1(h)v3(h) , h = 0, 1, ...
(1.22)

Note that αh+1 can be recursively calculated by using

αh+1 = µαh + v2
1(h+1)

, h = 0, 1, ... (1.23)

In Fig. 1.6 the block diagram of the Modulating Functions Fre-
quency Tracking (MFFT) method implemented in Matlab/Simulink
is depicted. Such a diagram shows some interesting issues about
the implementation of the proposed method. In particular, the
two quantities v1(m) and v3(m) of (1.17) are obtained by the Mat-
lab Digital Filter Blocks DF1 and DF3 respectively, where the
filter coefficients have been substituted with the values of the
derivatives of the Modulating Function φ

(1)
K (jTs) and φ

(3)
K (jTs),

j = 0, 1, ..., n− 1. This allows to quantify the computational bur-
den of the MFFT method as about the same of that required for
the implementation of two digital filters each having n coefficients.

Thus, according to the scheme depicted in Fig. 1.3, the pro-
posed strategy consists in the combined use of the MFFT method
and the OSG-SOGI (MFFT-OSG-SOGI), and it allows to improve
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the noise reduction capability without deteriorating the perfor-
mances in terms of speed estimation, compared with the other
synchronization methods. Moreover, the estimation recursive al-
gorithm with a forgetting factor is able to get a fast tracking in
case of abrupt changes of the frequency of the signal v(t). In this
way, the proposed strategy guarantees that OSG-SOGI always
operates with a resonance frequency near to the frequency of the
input signal; it is worth to note that, differently from the method
based on PLL structure, the MFFT-OSG-SOGI approach is able
to track the unknown frequency of the signal without any a-priori
assumption on the frequency range of the signal itself. As regards
the problem of choosing the window length or the forgetting fac-
tor value, it is reasonable to think that increasing the window
length (i.e. the number of points in the window), the filter effect
increases but the capability to track a signal decreases. Moreover
decreasing the forgetting factor increases the dynamic capabilities
of the method to track a signal which is varying. Clearly a correct
choice is dependent by the particular application. It is worth to
note, however, that the PLL-based methods suffer of similar draw-
backs. Also in this case there are free parameters to correctly tune
in order to avoid a deterioration of the performances. Moreover,
any PLL-based method requires an a-priori knowledge about the
frequency to track. Such a knowledge is necessary to decrease the
transient of the synchronization system.

1.5 Experimental results

Some significant simulations experiments were already shown in
[26], referred to two different situations: a not distorted input sig-
nal and a reference voltage signal distorted by adding a third
harmonic of amplitude equal to 5% of the fundamental.

In this section, in order to investigate the effectiveness of the
proposed method, some new simulated and laboratory experi-
ments are presented. Moreover, for an easier evaluation of both
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advantages and drawbacks of the presented approach, a compari-
son with the PLL topology proposed in [34], namely SOGI-PLL,
with the QPLL proposed in [36] and with the RDFT method pro-
posed in [3] is provided.

The methods were tested using National Instruments DAQPad-
6015 Acquisition Board (AB) and Agilent 33120A Arbitrary Wave-
form Generator (AWG) in order to generate the testing signals.
Both AB and AWG were interfaced and controlled by a PC
equipped with the Matlab software. In this way it has been possi-
ble to examine a wide range of grid voltage conditions, including
step and sweep changes in frequency as well as amplitude varia-
tions. In particular, with the intent to put in evidence the robust-
ness of the MFFT-OSG-SOGI, the experiments were conducted
producing by the AWG a voltage signal which contains 3rd, 5th
and 7th harmonics, each of amplitude equal to 5% of the funda-
mental, and gaussian white noises so as to obtain a Signal to Noise
Ratio equal to 40dB.

All the results consider for the PI loop filter of the SOGI-
PLL method the following controller parameters: the settling time
Tset = 0.06s and the damping factor δ = 1. The parameters of the
QPLL were chosen as follows: µs = 100, µc = 100, µf = 100,
Kc = 40, Ks = 40. As regards the MFFT-OSG-SOGI strategy, a
moving data window of n = 400 samples and a forgetting factor
µ = 0.98 were used. For both SOGI-PLL and MFFT-OSG-SOGI
methods, the gain A of SOGI was chosen equal to 0.8. Moreover,
all results were obtained without using additional output filters.

The first experiment deals with a frequency step from 47 to
52 Hz which are the frequency variation limits defined in UNE-
EN 50160 and in UNE-EN 6000-2-4. As it can be seen from Fig.
1.7, the frequency estimation provided by the MFFT-OSG-SOGI
method reaches the correct value with a satisfactory precision and
with a similar time delay of the SOGI-PLL and the QPLL.

Fig. 1.8 shows the results for a frequency sweep from 50 up to
51 Hz. It starts about at 0.45s and goes up with slope of 10 Hz/s.
Also in this case, the proposed method gives an estimation which
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Fig. 1.7. Frequency tracking in the case of frequency step.

is robust with respect to the harmonic and the noise content of
the input signal.

Fig. 1.8. Frequency tracking in the case of frequency sweep.
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The third experiment refers to the presence of a voltage sag
condition; in particular, the fundamental amplitude of the input
signal decreases from a value of 1 V to 0.6 V. As clearly shown in
Fig. 1.9, the amplitude estimations provided by the three methods
are very similar.

Fig. 1.9. Amplitude tracking in the case of voltage sag.

Another interesting comparison (shown in in Figs 1.10 and
1.11) has been carried out with the method proposed in [3]. In
such a comparison a time window of 20ms containing 200 samples
has been used for RDFT.

The experiment presented in Fig. 1.10 refers to the the esti-
mation of the fundamental component of the input signal. As the
figure shows, the performances provided by the two methods are
comparable.

The experiment illustrated in Fig. 1.11 refers to the the esti-
mation of the frequency of the input signal provided by the two
methods. This experiment highlights the accuracy of the frequency
estimation provided by MMFT method with respect to RDFT
one.
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Fig. 1.10. Fundamental component estimation.

Fig. 1.11. Frequency estimation.

1.6 Conclusion

In this chapter many single-phase approach for frequency, ampli-
tude, and phase estimation have been presented and compared
with a proposed strategy for the signal tracking in EPSs. The ba-
sic idea is the combined use of the modulating functions method to
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estimate the frequency of the signal and an orthogonal signals gen-
eration system, based on the second order generalized integrator,
to estimate amplitude and phase of the signal. The convenience
of the proposed strategy derives from the consideration that the
frequency estimation method, based on modulating functions, can
adjust the value of the SOGI resonance frequency and it is able to
lock the unknown signal without any a-priori assumption on the
frequency range of the signal. Experiments conducted in highly
distorted environment proved the good capability and robustness
of the proposed strategy.



2

New concept in electrical power
systems analysis

This chapter presents a new approach to model the electrical sig-
nals in power systems. The approach is based on the concept,
derived from differential geometry, of contact between a signal
and an osculating sinusoid. A direct application leads to a syn-
chronization algorithm performing tasks comparable to those of
single-phase PLL as verified by some different simulation results.
Moreover, a significant advantage of the approach is the possibil-
ity to define quantities typically considered in sinusoidal steady
state conditions also during the transients.

A difficulty in applying the approach lies in the calculation
of the osculating sinusoid parameters, when the signal contains
noise. In order to overcome this problem, this chapter deals with
a computation algorithm for determining the osculating sinusoid
parameters also in presence of noise on the signal. Accordingly,
a new method providing a fast and accurate estimation of the
frequency, phase and amplitude for noisy grid signals is developed.
The good performance of the method is verified by some significant
simulation results.
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2.1 Introduction

Many of the concepts used in power systems analysis have been
historically developed under the assumption of steady state op-
erations. In particular, the definitions of the power flows and the
characterization of the grid voltages and currents are based on in-
dexes and parameters (THD, rms value, etc.), that can be strictly
defined only in the steady state condition. However, the need to
treat transient phenomena is a key issue in the actual power sys-
tems, especially considering the increase of equipments based on
power electronic converters, connected to the grid, such as UPS,
Shunt and Series Compensator (SC) and DG systems [46], [8].

The use of static converters allowing quick responses to varia-
tions in the utility grid, is very effective to correct or avoid prob-
lems and bad operating modes. However, for a correct operation in
grid connected condition, the static converters continuously need
information on amplitude, phase angle and frequency, etc., of the
grid voltages and currents, also during the transient period. Con-
sidering the capacity of SCs and DG systems to operate services
as power management or voltage control at the distribution level,
it is important to develop new approaches able to represent grid
voltages and currents both in the steady state conditions as well
in the transient ones. Thus, as already explained in the previous
chapter, many estimation and synchronization methods, like suit-
able PLL algorithms, have been recently developed and proposed
to obtain informations about the aforesaid parameters both in the
steady state and during the transient periods [29], [34]. However,
the main aim of these synchronization methods is to simply track
the evolution of grid parameters like frequency or voltage ampli-
tude, without giving them any meaning during the transients.

This chapter presents a new modeling approach for electrical
signals in power systems which is based on the concept, derived
from the differential geometry, of contact at an instant between a
signal and an osculating sinusoid. As it will be explained, just by
realizing this match for every instant of time, a generic signal can
be modeled by a sinusoidal signal of amplitude, angular frequency
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and phase variable at every instant of time. This point of view
allows to extend the same concepts, used in steady state condi-
tions to characterize the grid signals, also in the transient opera-
tion. In order to prove the effectiveness of the proposed modeling
approach, the chapter contains some different simulation results
about its direct application as synchronization algorithm able to
give fast and accurate estimations of the amplitude, frequency and
phase angle of the grid signals.

2.2 p-q Theory

The definitions of some instantaneous quantities that will be pro-
vided, by the proposed approach, in the following sections, can be
considered as an alternative formulation with respect to the in-
stantaneous power theory or p-q Theory . This theory, proposed by
Akagy et al. in 1983, is widely used in the same application field of
the proposed modeling approach. Then, knowing the importance
obtained by the Akagy’s approach in the lasts few decades, this
section aims to provide a brief description of the aforementioned
theory.

As known from the literature [15], [16], the p-q Theory defines
a set of instantaneous powers in the time domain. Since no restric-
tions are imposed on voltage or current behaviors, it is applicable
to three-phase systems of generic voltage and current waveforms;
thus it is valid not only in steady states, but also during transient
states.

This theory deal with the three phases of a three-phase sys-
tem as a sole system, not as a superposition or sum of three
single-phase circuits. It uses the αβ0-transformation, known as the
Clarke Transformation, which consists of a real matrix that trans-
forms three-phase voltages and currents into the αβ0-stationary
reference frame.

Then, given a set of three-phase instantaneous voltages va(t),
vb(t) and vc(t), the Clarke transformation is given by
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v0(t)
vα(t)
vβ(t)

 =

√
2
3
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2
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√
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2


va(t)
vb(t)
vc(t)

 (2.1)

In a similar way, three-phase generic instantaneous line cur-
rents ia(t), ib(t) and ic(t), can be transformed on the three-phase
orthogonal system αβ0 by

i0(t)
iα(t)
iβ(t)

 =

√
2
3


1√
2

1√
2

1√
2

1 − 1
2 −

1
2

0
√

3
2

√
3

2


ia(t)
ib(t)
ic(t)

 (2.2)

If zero-sequence components are not present on the three-phase
currents and voltages both the components i0 and v0 are equal
to zero. Moreover α-axis and β-axis components are not affected
by zero-sequence components. In particular, when zero-sequence
components are not present in both the currents and voltages
of a three-phase circuit the p-q Theory suggest to characterize
the powers flowing through the circuit according to the following
relationships:

[
p(t)
q(t)

]
=
[
vα(t) vβ(t)
−vβ(t) vα(t)

] [
iα(t)
iβ(t)

]
(2.3)

where p(t) is defined as instantaneous real power and q(t) is the
instantaneous imaginary power. In a balanced three-phase system,
where only direct-sequences are present in currents and voltages,
p(t) and q(t) are constant and equal to the three-phase conven-
tional active power and reactive power respectively. Note that this
last hypothesis involves sinusoidal stationary conditions. However,
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as already said, the definition of p(t) and q(t) can be applied in
steady-state as well as during transients and, under the assump-
tion of balanced system, the p-q Theory provides a very efficient
and flexible basis for designing control strategies aiming to impose
desired instantaneous powers p∗ and q∗. These strategies was im-
plemented in the form of controllers for power conditioners based
on power electronics devices [44],[31].

However, the hypothesis of balanced and symmetrical system
represents a really strict constrain that limits the possibility of
application of the p-q Theory so as defined in (2.3). For a three-
phase four-wire system, when the power system is unbalanced or
distorted, the use of (2.3) alone, involves the unacceptable cancel-
lation of the zero-sequence components. Thus, 0-axis current and
voltage components have to be considered, resulting in a growth of
complexity which decreases the benefits, in terms of effectiveness
and flexibility, in the use of the p-q Theory.

Moreover, as suggested in [4], this theory misinterprets power
properties of electrical systems or provides some results that at
least defy a common sense or meaning of some notions in elec-
trical engineering. For example, it suggests the presence of an
instantaneous reactive current in supply lines of purely resistive
loads and the presence of an instantaneous active current in sup-
ply lines of purely reactive loads. Moreover, it suggests that line
currents of linear loads with sinusoidal supply voltage contain a
non-sinusoidal component.

Moreover, it is worth to underline that p-q Theory is applicable
only for three-phase systems being the Clarke transformation an
important and irreplaceable part of the approach.

However, it is beyond doubt that, the p-q Theory is one of the
most important approach to deal with transients in EPSs and,
in spite of the numbers or drawbacks occurring under not ideal
conditions, it is widely used especially to design power converter
control systems. In particular can be said that, its diffusion proves
the importance of the development of methods able to face tran-
sient phenomena for power systems applications.
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2.3 The proposed modeling approach

The proposed modeling approach is based on the concept of con-
tact between two curves on R2 in differential geometry.

In particular, consider two curves on R2 described by the real
functions y = f(x) and y = g(x) continuous and with continuous
derivatives up to an order of interest and suppose they go to a
point P of abscissa x0 ; if it occurs that at the point P , the
two functions and their derivatives up the order n have the same
values, whereas the derivatives of order n+ 1 are different i.e.:

f(x0) = g(x0), f (1)(x0) = g(1)(x0), .......

(2.4)

f (n)(x0) = g(n)(x0), f (n+1)(x0) 6= g(n+1)(x0).

it is said that the two curves have a n-th order contact at point P .
A zero order contact means that the curves have a simple crossing
at P, a first order contact corresponds to two curves tangent at P
and two curves having a second order contact are said osculating.

As known in differential geometry, the osculating circle of a
curve at a point is just a circle having a second order contact (at
least) with the curve at that point. The three conditions obtained
by (2.4) specified with n=2, define a unique osculating circle for
each point on the curve, provided that the second derivative is not
zero. Indeed, for each value x0 , the three conditions, defining the
second order contact, give three equations in the three unknown
quantities of the osculating circle: radius and coordinates of the
center.

In a similar way, for a generic electrical signal y(t) it is possible
to define as osculating sinusoid of y(t) at instant t0 , the signal
s(t) given by:

s(t) = Y0 sin θ(t) whith θ(t) = ω0t+ ϕ0. (2.5)

and meeting the following conditions:
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s(t0) = y(t0), s(1)(t0) = y(1)(t0), s(2)(t0) = y(2)(t0). (2.6)

i.e. satisfying the three equations:

Y0 sin θ(t0) = y(t0), (2.7)

ω0Y0 cos θ(t0) = y(1)(t0), (2.8)

ω2
0Y0 sin θ(t0) = −y(2)(t0). (2.9)

Through simple manipulations, the following solutions can be
obtained:

ω0 =

√
−y

(2)(t0)
y(t0)

, (2.10)

θ(t0) = arctan

[√
−y(2)(t0)y(t0)
y(1)(t0)

]
, (2.11)

Y0 =
√

[y(t0)]2 +
[
y(1)(t0)/ω0

]2
. (2.12)

It is easy to observe that the angular frequency given by (2.10)
is not real when the following condition is verified:

y(2)(t0)/y(t0) > 0. (2.13)

this impose to define the osculating sinusoid, substituting
(2.14) with the equation:
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ω2
0 sin θ(t0) = sign

[
y(2)(t0)
y(t0)

]
y(2)(t0). (2.14)

so that the angular frequency is determined by:

ω0 =
√∣∣y(2)(t0)/y(t0)

∣∣, (2.15)

and analogously the instantaneous value of the phase-angle θ(t0)
will be obtained by using:

θ(t0) = arctan


√∣∣y(2)(t0)y(t0)

∣∣
y(1)(t0)

 , (2.16)

In this way, it is always possible to define the signal s(t), given
by (2.5); it will still be called osculating sinusoid, but it actually
has a second order contact with y(t) at t0 only when condition
(2.13) doesnt occur. Then, once determined the parameters ω0,
θ(t0) and Y0 , the value of y(t) at the instant t0 can be seen as
obtained by its osculating sinusoid evaluated at the same instant
t0 .

In order to better clarify the peculiarities of the modeling ap-
proach, we consider to apply it to the signal y(t) = t3e−t. By using
(2.15), (2.11) and (2.12), it is possible to determine the osculating
sinusoids practically for every instant. Fig. 2.3 shows the signal
to be represented and the osculating sinusoids in two different
instants.

Then, assuming to make the match between the signal y(t)
and its osculating sinusoid for every instant of time, we can say
that the signal y(t) can be represented in the following way:

y(t) = Y (t) sin θ(t) whith θ(t) = ω(t)t+ ϕ(t) (2.17)

that means, the signal y(t) can be seen as a sinusoidal signal of
amplitude, angular frequency and phase variable at every instant
of time.
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Fig. 2.1. ”Osculating sinusoids” of y(t) = t3e−t for t = 2s and t = 7s

Clearly, when y(t) is just a sinusoidal signal, it is exactly rep-
resented by (2.17), in which the amplitude Y (t), the angular fre-
quency ω(t) and the phase ϕ(t) are constant. On the other hand,
it is worth observing that the power electrical signals, to which
the modeling approach is applied, are generally characterized by
waveforms, that converge to sinusoidal signals of grid frequency.

2.3.1 Calculation of the Osculating Sinusoids
Parameters

From equations (2.7), (2.8) and (2.14) it is easy to observe that,
at the generic instant t0 certainly there is an osculating sinusoid
of finite angular frequency and not zero amplitude if we exclude
the following cases:

{
y(t0) = y(1)(t0) = y(2)(t0) = 0

}
∨
{
y(t0) = 0 ∧

[
y(2)(t) 6= 0 ∨ y(1)(t) = 0

]}
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Moreover, it is important to observe that (2.15) becomes undefined
when y(t0) = y(2)(t0) = 0, i.e when θ(t0) = kπ, with k = 0, 1, ....
The undefined condition involves computational errors in the an-
gular frequency estimation, because in this case is impossible to
define a unique osculating sinusoid merely considering the three
equations (2.7), (2.8) and (2.14). We consider then the further
equation

y(3)(t0) = −ω3
0 sin (θ(t0)) (2.18)

so as to obtain the estimation of the angular frequency as:

ω0 =
√∣∣y(3)(t0)/y(1)(t0)

∣∣, (2.19)

Clearly, this expression allows the correct estimation of ω0 when
θ(t0) = kπ , but it gets undefined when y1(t0) = y3(t0) = 0, i.e.
when θ(t0) = (2k + 1)π/2 with k = 0, 1, .... Then, combining the
estimations of the angular frequency provided by the tow equa-
tions (2.15) and (2.19), and using the estimation of θ(t0) provided
by (2.16), a new relationship which provides the the correct value
of the angular frequency avoiding computational error can be ob-
tained, so as explained by the following algebraical manipulation:

∣∣∣∣y(2)(t0)
y(t0)

∣∣∣∣ sin2 θ(t0) +
∣∣∣∣y(3)(t0)
y(1)(t0)

∣∣∣∣ cos2 θ(t0) = (2.20)

= ω2
0 sin2 θ(t0) + ω2

0 cos2 θ(t0) = ω2
0 ,

obtaining finally

ω0 =

√∣∣∣∣y(2)(t0)
y(t0)

∣∣∣∣ sin2 θ(t0) +
∣∣∣∣y(3)(t0)
y(1)(t0)

∣∣∣∣ cos2 θ(t0). (2.21)
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2.4 Simulation results of the proposed modeling
approach

An almost direct application of the proposed modeling approach
leads to a new synchronization algorithm performing tasks compa-
rable to those of a single-phase PLL for grid-connected inverters.
As known, a PLL structure must first provide the phase of the
grid voltage so as to synchronize the inverter output current with
the grid voltage; also using a PLL structure, voltage parameters,
such as grid voltage amplitude and angular frequency can be mon-
itored.

In this section five simulation results are reported in order to
prove the ability of the proposed method to give fast and accu-

Fig. 2.2. Amplitude and phase-angle estimations in the case of voltage
jump
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Fig. 2.3. Amplitude estimation during a voltage hole

rate synchronization and reliable monitoring of the amplitude and
frequency of the voltage.

In the first case, a sudden jump of the voltage amplitude is
considered , whereas the frequency and the phase are constant.
Fig. 2.2 shows the corresponding simulation results: the effective
voltage signal (in red) characterized only by an amplitude jump at
the instant t = 0.1s and the estimations of the voltage amplitude
(in green) and of the instantaneous phase-angle θ(t) (in blue).
Note as the estimation of the phase-angle is always synchronized
with the voltage.

The second simulation experiment refers to a voltage hole of
50% occurring at the instant t = 0.5s and which lasts about 50ms.
Fig. 2.3 shows the effective voltage (in red) characterized by a
maximum decrease of the amplitude equal to 5 Volt and the good
tracking of the estimation (in green) of the amplitude obtained by
the proposed algorithm.

The third simulation result regards the case of a frequency
step from 50 Hz to 51 Hz together a phase variation occurring at



2.4 Simulation results of the proposed modeling approach 45

the instant t = 0.1s, whereas the amplitude is remained constant.
In particular, Fig. 2.4 shows the real frequency (in green) and the
estimated value (in red); note how the estimation quickly follows
the real value with a very small error.

Fig. 2.5 shows the real voltage waveform (in red) and the esti-
mation of phase-angle θ(t) (in blue); also in this case, the proposed
algorithm allows a fast synchronization with the new phase of the
voltage.

In the last simulation experiment a linear frequency variation
from 50 Hz up to 60 Hz has been considered. The variation starts
at instant t = 0.05s and ends at instant t = 0.1s, after which the
frequency assumes again the value of 50 Hz. Fig. 2.6 shows the
effective voltage (in red) characterized by the described frequency
variation and constant amplitude and the estimation of phase-
angle (in blue). As it can be easily observed, this estimation is
always correct and so it is well synchronized with the voltage,
regardless of the frequency change.

Fig. 2.4. Frequency estimation in the case of frequency jump
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Fig. 2.5. Phase-angle estimation in the case of phase jump

Fig. 2.6. Phase-angle estimation in the case of frequency sweep

2.5 Definition of new instantaneous quantities

As previously said, by the determination of the osculating sinusoid
for every instant of time, we can model a signal y(t) as a sinusoidal
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signal of amplitude, angular frequency and phase variable at every
instant of time and so it can be represented by 2.17.

A significant advantage of this point of view lies in the possi-
bility to define quantities typically considered in sinusoidal steady
state conditions also in different situations as during the tran-
sients. First of all, it is possible to give new general definitions of
active and reactive powers, which can be used in all the situations
and are obviously in agreement with those conventional used in
the sinusoidal steady-state conditions.

In particular, assuming to modeled the voltage v(t) and the
current i(t) according to the proposed approach, i.e as following

v(t) = V (t) sin θv(t) whith θv(t) = ωv(t)t+ ϕv(t), (2.22)

i(t) = I(t) sin θi(t) whith θi(t) = ωi(t)t+ ϕi(t), (2.23)

the instantaneous power can be write as:

p(t) = v(t)i(t) = 2P (t) sin2 θv(t)−Q(t) sin 2θv(t), (2.24)

where P (t) and Q(t) can be defined as instantaneous active and
reactive powers respectively and are equal to

P (t) =
V (t)I(t)

2
cos [θv(t)− θi(t)] , (2.25)

Q(t) =
V (t)I(t)

2
sin [θv(t)− θi(t)] , (2.26)

Indeed, in the sinusoidal steady-state conditions i.e. when the
voltage and the current are just sinusoidal signals of constant am-
plitude, phase and frequency, those quantities coincide precisely
with the conventional active and reactive powers. As a conse-
quence of the above settings we can also define the quantity:

S(t) =
V (t)I(t)

2
=
√
P 2(t) +Q2(t), (2.27)
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as instantaneous apparent power and the quantity:

λ(t) = cos [θv(t)− θi(t)] = P (t)/S(t) (2.28)

as instantaneous power factor. Similarly, it is possible to extend
other definitions usually used in sinusoidal steady-state condi-
tions.

Another interesting result deriving from the proposed ap-
proach is connected to the possibility of linking the osculating
sinusoid at a certain instant to a phasor representation. In this
case, the phasor, usually considered a steady-state concept, may
be extended also to the transients because it can be defined as an
instantaneous phasor having modulus, frequency and phase vari-
able at every instant of time. Finally, it worthwhile to point that
these new definitions, based on the proposed modeling approach,
are essentially of single-phase type and therefore they are applica-
ble without major complications to cases in which unbalances and
asymmetries in the three-phase systems have to be considered.

2.5.1 Osculating sinusoid approach and p-q Theory
comparison

Recalling the description of the p-q Theory provided in 2.2, it
is easy to understand that the definition provided in (2.28) and
(2.26)can be use to analyze the powers flowing through a generic
part of the grid instead of the instantaneous powers defined in
(2.3). For this reason this section aims present a brief comparison
between the instantaneous powers defined by the p-q Theory and
those defined by the modeling approach proposed.

In particular, Fig. 2.7 shows the measurements of the instanta-
neous real power (in green) and the sum of the three instantaneous
active powers (in red) absorbed by the load for each phase.

Similarly, Fig. 2.8 presents the instantaneous imaginary power
(in green) and the sum of the instantaneous reactive powers (in
red).
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Fig. 2.7. Instantaneous real power and instantaneous active power

As it can be seen, the two approaches provide different values
of the instantaneous quantities only during the transient, whereas,

Fig. 2.8. Instantaneous imaginary power and instantaneous reactive
power
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at steady-state the values of power are the same and, as expected
they are in agreement with those conventional used in the sinu-
soidal steady-state conditions.

2.6 Calculation of the osculating sinusoids
parameters for noisy signals

A problem in applying the above modeling approach is due to
the fact that the equations used to determine the parameters of
the osculating sinusoid, require the knowledge of the signal y(t)
and its derivatives up to third order for every instant of time. In-
deed, cause the measure of an electrical signal contains at least
the acquisition noise,even if suitable numerical differentiation al-
gorithms are adopted, the calculated derivatives, especially those
of higher order, are acceptable only for noise-free signals. With
the aim to overcome this problem, this section presents new com-
putation techniques which take into account the presence of noise
on the signal. Consequently, these techniques, applied to the pro-
posed modeling approach, allows to obtain an algorithm providing
a fast and accurate estimation of the frequency, phase and ampli-
tude for noisy signals. The algorithm here presented is divided
into three steps, which provide the estimations of the angular fre-
quency, angle phase and amplitude respectively for the osculating
sinusoid at the generic instant t0 . The algorithm is based on the
derivatives estimation of noisy signals approaches, recently pre-
sented in literature [39],[20] and [51].

2.6.1 Calculation of the osculating sinusoids angular
frequency for noisy signals

Let us consider the following expression for the signal

r(t) = y(t) + n(t), (2.29)
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where n(t) is an unstructured perturbation and y(t) is the noise-
free signal. To estimate the angular frequency ω0 of the osculating
sinusoid at instant t0 , we assume to represent the signal r(t)
according to the model:

r(t) ≈ v(t) + n(t), t0 − T ≤ t ≤ t0, (2.30)

where v(t) is just the osculating sinusoid at t0 i.e. v(t) = V0sin(ω0t+
θ0) and T indicates the size of sliding estimation window. This
hypothesis can certainly be acceptable, if we use a quite short
time window, nevertheless sufficient to obtain accurate estima-
tions. Cause of the use of the Laplace transform in the following
analysis we will consider that 2.30 is valid for t¿0.

It is easily to observe that the signal v(t) satisfies the following
linear differential equation with constant coefficient:

v(2)(t) + ω2
0v(t) = 0, (2.31)

Translating this equation into operational domain, we get: ient:

s2V (s) + 4sv(0)− v(1)(0) + ω2
0V (s) = 0, (2.32)

Taking the second derivative with respect to s permits to ignore
the initial conditions:

2V (s) + 4s
dV (s)
ds

+ (s2 + ω2
0)
d2V (s)
ds2

= 0. (2.33)

Then, dividing both sides by s3 to avoid derivations with respect
to time, we have:

2
s3
V (s) +

4
s2
dV (s)
ds

+ (
1
s

+
1
s3
ω2

0)
d2V (s)
ds2

= 0. (2.34)

To estimate the parameter ω2
0 , it needs to express 2.34 in time do-

main, using the classic rules of operation calculus. Recalling that
the derivation dk/dsk with respect to s translates into the multi-
plication by (−1)ktk and 1/sk is replaced by the iterated integral
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of order k , we obtain , thanks to Cauchy rule, the estimation of
ω2

0 as the following time-function:

ω2
0e = −2

∫ t
0

[
(t− τ)2 − 4(t− τ)τ + τ2

]
r(τ) dτ∫ t

0
(t− τ)2τ2r(τ) dτ

(2.35)

where the noisy observation r(t) is considered in the two integrals.
Let us note that (2.35) gives a time domain representation with
no derivatives but only integrations with respect to time and the
unstructured noise is attenuated by the iterated time integrals,
which are simple examples of low pass filters.

Specifying this result to the representation (2.30) and taking
into account closely the definition given in the previous section,
we obtain for the estimation of the angular frequency omega0e of
the osculating sinusoid at instant t0 , the following formula:

ω2
0e = 2

∣∣∣∣∣
∫ t
0

[
(t− τ)2 − 4(t− τ)τ + τ2

]
r(τ) dτ∫ t

0
(t− τ)2τ2r(τ) dτ

∣∣∣∣∣ . (2.36)

2.6.2 Calculation of the osculating sinusoids phase-angle
for noisy signals

According to (2.7), (2.8) and (2.14), it is easy to obtain the fol-
lowing estimation θoe(t0) of the phase-angle θo(t0):

θe(t0) = arctan

[
ωe0

ye0(t0)

y
(1)
e0 (t0)

]
, (2.37)

where ye0(t0) and y(1)
e0 (t0) denote the estimations of the noise-free

signal and its first derivative respectively at instant t0 . Therefore,
to obtain the estimation θe0(t0) it is necessary to extract from the
samples of the noisy signal r(t) in the interval [t0 − T, t0], the
estimations of the angular frequency ωe0 , the noise-free signal
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and its first derivative. The approach, adpoted to calculate these
quantities, is based on the assumption that the noise-free signal
y(t) can be locally approximated in interval [t0 − T, t0] by the
truncated Taylor expansion. However, for the sake of simplicity
we first consider to represent y(t) in the interval [0, T ] by the
following polynomial function:

y(t) = y(0) +
N∑
h=1

yh(0)
th

h!
, (2.38)

where N is the approximation degree. In order to obtain a quite
accurate estimation of the first derivative of the noise-free signal, a
degree N=3 has been chosen in (2.38) i.e. the following expansion
has been considered:

y(t) = y(0) + y1(0)t+ y2(0)
t2

2
+ y2(0)

t2

2
+ y3(0)

t3

6
, (2.39)

Translating this equation into operational domain, the previ-
ous equation is written as:

Y (s) =
y(0)
s

+
y1(0)
s2

+
y2(0)
s3

+
y3(0)
s4

, (2.40)

Multiplying both sides of the equality by s4 and taking the second
derivative with respect to s, we have:

12s2Y (s) + 8s3
dY (s)
ds

+ s4
d2Y (s)
ds2

= 6sy(0) + 2y(1)(0). (2.41)

Dividing by s, taking the derivative with respect to s, again divid-
ing by s4 and finally using the correspondence rules from opera-
tional domain to time domain and the Cauchy rule, the estimation
of the first derivative y(1)

e (0) e is given by:

y(1)
e (0) = − 60

T 5

∫ T

0

p(τ)r(τ) dτ (2.42)
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with

p(τ) = 2(T − τ)3 − 14(T − τ)2 + 11(T − τ)τ2 − τ. (2.43)

Because we are interested in obtaining the estimation y
(1)
e (t0),

based on the samples of the noisy signal r(t) in the interval
[t0 − T, t0], it is easy to understand as its formula can be drawn
from (2.44) and it has the following expression:

y(1)
e (0) =

60
T 5

∫ T

0

p(τ)r(t0 − τ) dτ (2.44)

By using an algorithm similar to the previous one, with a degree
N = 2 in (2.38), the quantity ye(t0) is given by:

ye(0) =
60
T 5

∫ T

0

q(τ)r(t0 − τ) dτ (2.45)

with
q(τ) = 3(T − τ)2 − 6(T − τ)τ + τ2. (2.46)

Once known the estimation θe(t0), calculated by (2.37), immedi-
ately we get the estimation of phase ϕ0.

2.6.3 Calculation of the osculating sinusoids amplitude
for noisy signals

The estimation of amplitude V0e of the osculating sinusoid at in-
stant t0 is calculated by the equation:

Ve0 =

√
y2
e(t0) +

[
y
(1)
e (t0)/ω0e

]2
, (2.47)

directly derived by (2.12).
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2.7 Numerical experiments

The previous algorithm, applied to the modeling approach of the
power electric signals, allows to obtain a method providing a fast
and accurate estimation of the frequency, phase and amplitude for
noisy grid signals.

In order to explain the performances of this method both dur-
ing stationary and transient conditions, this section reports some
significant numerical experiments. In these experiments, the noise
level, introduced in (2.45) and measured by the Signal to Noise
Ratio in dB i.e.:

SNR = 10 log1 0
[∑

y(ti)2∑
n(ti)2

]
, (2.48)

has been taken equal to 40dB; a sliding estimation window T =
2 · 10−3s, with 2000 samples has been chosen. Suitable and simple
numerical expedients have been used in order to avoid numerical
errors in specific conditions. In particular, to avoid zero-crossing
of the denominator in (2.36) an appropriate threshold has been
adopted.

The first experiment (shown in Fig. 2.9) allows to evaluate
the performances of the angular frequency estimation obtained
by (2.36). In particular, an abrupt change of the frequency of the
signal, from 50 to 51 Hz, has been considered.

Fig. 2.9 shows the frequency variation and the estimation ob-
tained by the method described in section 2.6.1 and already pro-
posed in [39],[20] and [51]. As it is evident, after the step variation,
the correct value of the frequency is estimated in less than an half
of the signal period.

In order to highlight the performance of the method as re-
gards its ability to provide a good synchronization, the second
experiment considers a ramp variation from 50 Hz to 60 Hz for
the frequency of the signal.

Fig. 2.10 shows as the estimation of the angle phase θ(t) is
accurate and there is always synchronization between the esti-
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Fig. 2.9. Frequency estimation case of frequency step

Fig. 2.10. Phase Angle estimation in the case of frequency sweep
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mated angle phase and the real signal, also when the frequency is
gradually changing.

The third experiment highlights the ability of the proposed
method to provide a correct estimation of all the signal parame-
ters. This experiment considers a variation of the signal amplitude
which goes from 7 to 5 V and lasts about 90ms.

Fig. 2.11 shows the comparison between real signal and the
estimated angle phase and also that between the real signal am-
plitude variation and its estimation. The figure highlights the
good estimation of the signal amplitude obtained also during the
transient condition considered, without losing synchronization be-
tween the estimation of the angle phase-angle and the real signal.

The last experiment here presented deals with a voltage step
of 20% which is the amplitude variation limit defined in UNE-
EN 50160 and in UNE-EN 6000-2-4. As it can be seen from Fig.
2.12, the amplitude estimation provided by the proposed method

Fig. 2.11. Phase-angle and amplitude estimations in case of voltage
hole
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Fig. 2.12. Amplitude estimations in case of voltage step

reaches the reference value with a satisfactory precision and in a
very short period.
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2.8 conclusion

A new modeling approach for electrical signals in power systems
was proposed. The approach is based on the concept, derived from
differential geometry, of contact between a signal and an osculat-
ing sinusoid at any instant. The method for the calculation of the
amplitude, the angular frequency and the phase of the osculating
sinusoid was presented.

The effectiveness of the proposed modeling approach was eval-
uated through different simulation results, regarding its direct ap-
plication as synchronization algorithm able to give fast and accu-
rate estimations of the amplitude, frequency and phase angle of
grid signals.

Moreover, taking into account that the proposed approach al-
lows to model a signal as a sinusoid of amplitude, angular fre-
quency and phase variable over time, new quantities typically con-
sidered in sinusoidal steady state conditions but also usable during
the transients was defined. In particular, the chapter pointed out
as the new definitions of instantaneous active and reactive pow-
ers can be seen as an antagonist formulation to the instantaneous
power theory, proposed by Akagi et al., and similarly they allow to
design control strategies of the power flow in applications based on
power electronics converters as DG systems or Power Conditioner
equipments connected to the utility grid especially at distribution
level.

A difficulty in the application of the proposed approach lies
in the calculation of the parameters of the osculating sinusoid
(angular frequency, angle phase and amplitude) when the signal
contains noise.

Therefore, the chapter dealt with the developed a new compu-
tational algorithm for determining the parameters of the osculat-
ing sinusoid for noisy signals. This algorithm was obtained by the
derivatives estimations of noisy time signals approaches, recently
presented in literature. Then, this algorithm, applied to the mod-
eling approach of signals, was used as method providing a fast



60 2 New concept in electrical power systems analysis

and accurate estimation of the frequency, phase and amplitude
for noisy grid signals.



3

Power control strategies

This chapter presents a new control strategy for a pulse width
modulation (PWM) three-phase voltage source inverter connected
to the grid and able to support bi-directional power flow. In par-
ticular, the proposed strategy is developed so as to combine the
advantages of the Current Control and the Voltage Control. The
effectiveness of this combined control strategy is proved by some
numerical results compared with those obtained applying only the
conventional current control strategy.

Moreover, an application of the proposed control strategy for
multibus microgrid is presented.The performance of the proposed
application in terms of power management has been verified in
simulation on a microgrid test.



62 3 Power control strategies

3.1 Introduction

The ever increasing energy demand, the necessity of a reduction
in costs and higher reliability requirements are driving the present
scenario towards Distributed Generation (DG). DG has been con-
sidered as a promising alternative for the coordinated and flexible
expansion of the present energy distribution system with reduced
cost and improved reliability [13]. In particular, small DG sys-
tems, typically from 1KW to 10 MW and located near to the
loads, are gaining popularity due to their higher operating effi-
ciencies and lower emission levels as provider of electrical energy
to the consumers. These DG systems are powered by one or more
microsources such as: fuel cells, photovoltaic cells, batteries, wind-
turbine, micro-turbines etc.

Connecting a distributed power system to the electricity grid
has potential impacts on the safety and reliability of the grid,
which is one of the most significant barriers to the installation
of DG technologies. Electric utilities have understandably always
placed a high priority on the safety and reliability of their elec-
trical systems. Faced with the interconnection of potentially large
number of distributed generators, utilities have perceived DG as
a threat. This has led some utilities to place overly conservative
restrictions on interconnected systems, causing added costs that
may make an installation economically unfeasible. Several tech-
niques may reduce adverse network impacts allowing DG connec-
tion, but those techniques can be project specific and may be
expensive, and adversely affect project economics [5].

To reduce the impact in the power grid several requirements
are needed. Typically, equipment that prevents power from be-
ing fed to the grid when the grid is de-energized,are included;
moreover,power quality features are required such as limits on
the interconnected systems effects on flicker, harmonic distortion,
and other types of waveform disturbance. Systems may also be
required to automatically shut down in the event of electrical fail-
ures, to provide an isolation transformer for the system, as well
as to provide liability insurance.
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The electric power system interface is the means by which the
DG unit electrically connects to the power system outside the
facility in which the unit is installed. In simple terms, ”intercon-
nected with the grid” means that both the DG system and the
grid supply power to the facility at the same time. Paralleled sys-
tems offer added reliability, because when the DG system is down
for maintenance, the grid meets the full electrical load, and vice
versa. Distributed generation systems can be designed to keep a
facility up and running without an interruption if the grid expe-
riences an outage. Also, grid-interconnected systems can be sized
smaller to meet the customers base load as opposed to its peak
load. Not only is the smaller base-load system cheaper, it also runs
closer to its rated capacity and, therefore, is more fuel efficient and
cost-effective.

As example, it is usual practice to connect PV systems to
the local electricity network. This means that, during the day,
the electricity generated by the PV system can either be used
immediately (which is normal for systems installed in offices, other
commercial buildings, and industrial applications) or be sold to
one of the electricity supply companies (which is more common for
domestic systems, where the occupier may be out during the day).
In the evening, when the solar system is unable to provide the
electricity required, power can be bought back from the network.
In effect, the grid is acting as an energy storage system, which
means the PV system does not need to include battery storage
[22].

Moreover, many microsources generate electric power in a
waveform that the present power distribution grid cannot accept.
Photovolatic cells or fuel cells supply DC electric energy while
the present distribution grid accepts AC electric energy, therefore
specific converters are necessary for the DC to AC conversion.

Furthermore, in some cases wind power generation systems use
a controlled rectifier to convert the AC voltage from wind turbine
generator to DC voltage, being the frequency and amplitude of the
AC voltage from the wind turbine generators variable in time due
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to the random nature of the wind; so also in this case, a converter
is required.

The above characteristics can be obtained thanks to the use of
grid-connected inverters able to quickly manage power generated
by the microsources and to generate reactive power near loads,
allowing losses reduction.

Recently, increased research efforts have been focused on both
the control and the topologies of the grid-connected inverters
[52],[44],[48]. The desirable features for these inverters are low
line current distortion and high power factor, high efficiency, high
switching frequency and simply circuitry.

The aim of this chapter is to discuss control strategies for a
pulse width modulation (PWM) three and single phase voltage
source inverter (VSI) able to support bidirectional power flow and
so to be operate as interface between a DC power source and the
AC distribution grid.

In the following it will be supposed that the DC source are
supplied from AC generator (by AC-DC converter), or DC power
source (by DC-DC converters). Moreover, the presence of storage
devices such as batteries used as buffers to provide short-term
transient high power requirements will be taken into account; just
in this case, it is important that the grid-connected inverter is
able to support bi-directional power flow that is it operates also
as rectifier to draw power from the AC distribution grid to charge
the batteries.

Starting from the consideration that an inverter working with
reverse power flow controlling the DC voltage is a PWM regener-
ative rectifier, a new control strategy developed so as to combine
the advantages of the Current-Controlled PWM Rectifier and the
Voltage-Controlled PWM Rectifier [19] will be presented. As it
known, the former strategy should be preferred to ensure stability
of the whole conversion system, while the latter one allows a more
accurate generation of the reference voltages necessary to apply
the PWM voltage technique.
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3.2 The Grid-connected Inverter

With the development of solid-state-based packages, power elec-
tronic devices can now convert almost any form of electrical energy
to a more desirable and usable form. This is why power electronic
interfaces are ideal for DG system applications.

As already explained, many power sources used in DG systems
generate electric power in a waveform that the present power dis-
tribution grid cannot accept. Sources as photovoltaic cells or fuel
cells supply dc electric energy, while the present distribution grid
accepts ac electric energy. More often, in the near future, wind
power generation systems will need to convert the ac voltage from
wind turbine generator to dc voltage, being the frequency and am-
plitude of the ac voltage from the wind turbine generators variable
in time due to the random nature of the wind. As a consequence,
the power electronic interfaces may include both ac-dc conversion
systems (rectifiers) and dc-ac conversion systems (inverters).

Another benefit of power electronic devices is their extremely
fast response times; in fact, the dc-ac power interface, usually
called grid-connected inverter, can respond to power quality events
or fault conditions that occur in the grid within the sub-cycle
range.

In addition to allowing the transfer of power supplied by the
microsource of the DG system, the grid-connected inverter can
also permit the control of voltage and reactive power at the PCC
of the generation source [2]. In particular, most inverters for DG
systems are self commutated and can produce an ac voltage of
an arbitrary amplitude and phase. This allows the DG systems to
produce any power at any power factor so as a wider operating
power factor range than a synchronous generator can be obtained.

The grid-connected inverter can also contain protective func-
tions, for both the distributed energy system and the local electric
power system, that allow paralleling and disconnection from the
electric power system. Moreover, also some level of metering and
control functionality are contained and this shall ensure that the
distributed energy system can operate as designed.
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Fig. 3.1. Grid-connected inverter configuration.

Finally, it is worth to highlight that the grid-connected in-
verter controls must ensure different important requirements: new
microsources can be added to the system without modification of
existing equipment, set-up can be independently chosen, shares
of grids can connect to or isolate itself from the main-grid in a
rapid and seamless fashion, reactive and active powers can be in-
dependently controlled and can meet the dynamic needs of the
loads.

The configuration of the grid-connected inverter, considered,
is reported in Fig. 3.1. It comprises a three-leg VSI connected on
the ac-side to the grid by a suitable connection impedance and on
the dc-side to a dc-power source by capacitors. The inverter works
in order to transfer the energy produced by the dc-power source
on the grid, controlling the power flows through the connection
impedance. This is constituted by three connection impedances
each with resistance R and inductance L and a parallel capaci-
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tive filter providing a path for some high-order harmonics at the
switching frequency.

Considering that the inverter operates in voltage control mode,
its controller generates three reference signals vrj (where j =
a, b, c), each of which is referred to the output voltage to be applied
on the j − th phase, so that the connection impedance current ij
tracks its desired value corresponding to the power flows required
between the DC and AC sides. Obviously, it is needed that the
output voltages of the VSI vj (j = a, b, c) track the reference volt-
ages by properly applying the PWM technique; so in the following
it will be assumed that vrj = vj .

3.3 Power flow control analysis

The equations which rules the power flow control can be obtained
by considering the simple circuit of Fig. 3.2. It shows the volt-
ages and the currents relevant to the branch a of the connection
impedance.

The basic idea of the power flow control consists in the control
of the current through the connection impedance. As easy to see,
the VSI can effect the current control by imposing the voltages
produced and then the voltage drop on the connection impedance.
Under sinusoidal stationary condition quite simple analysis can
be carried out to determine the correct value of voltages that has
to be generate by the inverter: bond between the circuit voltages
and current can be analyzed by means of classical phasor diagram.
Obviously, under not sinusoidal and especially transient condition
the use of phasor diagram become impossible so that almost all
power control strategies recently proposed consider the use of di-
rect current control algorithms.

As already explained the possibility to deal with transient phe-
nomenon is an important issue in the application field we are con-
sidering. For this reason, in the following all voltages and currents
have to be considered time dependent with generic waveform, as
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Fig. 3.2. Connection impedance circuit.

well as P and Q which should at lest track the variation of the
conventional active an reactive power respectively.

Fig. 3.3 shows a block diagram of a conventional control cur-
rent of a grid-connected inverter relative to one generic phase
(where the subscript j is omitted). The block A, operating as
phase locked loop, provide the estimation the rms value V and
the phase-angle θv of the PCC voltage v.

In Fig. 3.3, P ∗ and Q∗ represent the desired values for the ac-
tive and reactive power respectively. Their choice is independent
on the Current Control strategy and can be effected in different
ways: Q∗ can be chosen equal to the reactive power absorbed by
the load in order to realize the load power factor correction or
it is set equal to zero so as to assure a connection of the renew-
able generation system to the AC grid distribution with a unitary
power factor. P ∗ can be obtained in order to achieve the desired
voltage value of the DC bus or also to balance a unbalanced load.
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Fig. 3.3. Current control diagram block.

The block B uses the values V and θv to calculate the instan-
taneous value of the reference current i∗a necessary to obtain the
desired power flows.

Then, on the basis of the difference between the reference cur-
rent and the actual current ia, a suitable regulator (controller)
determines the reference voltage signal vr.

In this kind of control the two most important issues are the
choice of the block A and of the current controller. It is important
to say that usually, the choice of the two block laws is carried out
totally independent each other, even if their operation is strictly
dependent. In particular, the choice of the controller law can be
effected in different ways: hysteresis or delta controller, PI regu-
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lator, predictive controller and resonant controller. Hysteresis or
delta controllers assure an effective track of the reference volt-
age value with low requirement in terms of computational bur-
dens. However the high frequency switching needed by this kind
of controller brings poor performance in terms of efficiency. PI con-
troller is one of the most used solution especially in three phase
control scheme, where a rotating frame of reference signal can
be used. In a single-phase scheme like that shown in Fig. 3.3 PI
controllers have the shortcoming to present a phase error during
steady-state operating and a limited ability to reject disturbance.
The phase error result in a power factor decrement and the limited
disturbance rejection capability leads to the need of a feed-forward
compensation. However the imperfect compensation action of the
feed-forward control due to background distortions result in high
harmonic distortion of the current.

The predictive controllers are based on the common principle
to foresee the evolution of the controlled variable so as to choose
the state of the converter or the average voltage produced by
the converter. Among these controllers the dead-beat regulator is
based on the estimation of the derivative of the variable to control
so as to predict the effect of the control action. The controller is
developed on the basis of the model of the filter and of the grid,
so it is sensitive to model and parameter mismatches.

The resonant controllers are based on the use of Generalized
Integrator. Thanks to the use of a double integrator, they presents
an infinite gain at a resonance frequency and almost no attenu-
ation outside this frequency. Using this kind of controller it is
possible to reduce phase error during stationary conditions and
perform selective disturbance rejection compared with PI con-
troller. However, it has to be considered that the tuning of the
resonant frequency involves the a-priori knowledge of the control
signal frequency.
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3.4 A new power flow control strategies

This section presents a new control strategy which, making use
of the modeling approach described in Chap. 2, combines voltage
control and current control so as to obtain a synergic action in
the power flow management. A preliminary part of this section
deals with some important new concepts which will be used to
develop the proposed control strategy. In particular, considering
as example the case of a inductive circuit, it will be explain how
to link the circuit currents and voltages according to the modeling
approach, so as to show an original way to analyze circuit wave-
form during transients. It is important to make precise that all
the results are not in disagreement with the classical laws which
describe transients in electric circuit, being only a different point
of view to study transient phenomena.

The following two parts of this section will explain in detail the
voltage control and the current control used together in the pro-
posed control approach. In the final subsection the control scheme
of the proposed control strategy will be illustrated

3.4.1 Instantaneous circuit analysis

As already said, the basic idea of the power flow control consist
in the control of the current through the connection impedance
shown in Fig. 3.2. As known the bond between the current flowing
through the connection impedance and the voltage vL is expressed
by the following differential equation

dia
dt

= −R
L
ia +

1
L
vL, (3.1)

which, as known, has the following solution

ia = e−
R
L t

(∫
1
L
vL(τ)e

R
L τdτ + C

)
, (3.2)
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where, obviously, C is the constant depending of the starting con-
ditions. Assuming to model vL, at the instant t0, according to the
modeling approach described in 2.3, it is possible to approximate,
for the short interval [t0 − dt, t0] the voltage vL by its osculating
sinusoid, i.e.

vL(t) ≈ V0 sin (ω0t+ ϕ0) , t0 − dt < t < t0, (3.3)

where V0, ω0 and ϕ0 are the amplitude, the angular frequency and
the phase of the osculating sinusoid of vL at the instant t0.

Then, considering (3.3) it is possible to approximate the value
of the current ia at the instant t0, by the following relation

ia(t0) ≈ ia(t0)e−
R
L dt + ĩa(t0) (3.4)

where clearly is

ia(t0) =

{
ia0 −

V0√
R2 + L2ω2

0

sin
[
ω0(t0 − dt) + ϕ0 − arctan

(
Lω0

R

)]}
(3.5)

and

ĩa(t0) =
V0√

R2 + L2ω2
0

sin
[
ω0t0 + ϕ0 − arctan

(
Lω0

R

)]
(3.6)

with ia0 = ia(t0 − dt).
Then, according with the modeling approach of Chap. 2, it is

possible to define Z0 =
√
R2 + L2ω2

0 and ρ0 = arctan (Lω0/R)
as the instantaneous magnitude and phase of the connection
impedance of Fig. 3.2. It is then possible rewrite (3.6) as

ĩa(t0) =
V0

Z0
sin (ω0t0 + ϕ0 − ρ0) (3.7)

As easy to see, using the proposed modeling approach, it has
been possible to isolate a share of the connection impedance cur-
rent which can be tied to representation of the voltage vL in a
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similar way compared to the rules conventionally used in sinu-
soidal steady-state condition. In fact, so as explained in 2.5, being
the instantaneous phasor of vL = V0 sin θ0 (with θ0 = ω0t0 + ϕ0),
at the instant t0, equal to V0e

jθ0 , we can express ĩa in terms of
instantaneous phasor as V0/Z0e

j(θ0−π2−ρ). However, this proves
that controlling the voltage across the connection impedance by
using the concept of instantaneous phasor, we can control only
a share the desired current. Then, from this point of view, the
portion of current ia have to be considered an undesired quantity,
which should be suppressed in order to obtain the desired current
flow.

Let us note from (3.5) and (3.6) that being t0 − dt ≈ t0 and
e−

R
L dt ≈ 1, then ia can be approximate as

ia(t0) ≈ ia0 − ĩa(t0). (3.8)

This means that to suppress ia we will have to force the current
to its desired value. From this result can be figured out why the
knowledge of the actual current value is needed to perform the
correct power exchange during transients.

3.4.2 Voltage control strategy

For sake of simplicity only the powers exchange on the phase ”a”
of the circuit of Fig. 3.1 will be analyzed, because the relation-
ships that rule the power flows through the others phases can be
obtained in a similar way. Moreover, in this subsection only the
current component ĩa will be considered, being the control of the
component ia analyzed in the next subsection.

On the basis of the analysis carried out until now, by express-
ing the voltage at the PCC node v(t) , the output voltage produced
by the inverter va(t) , the current component ĩa(t) and the volt-
age across the connection impedance vL(t) by their instantaneous
phasors V(t) , Va(t) , Ĩa(t) and VL(t) respectively and choos-
ing V(t) as the reference one, the instantaneous phasor diagram
shown in Fig. 3.4 is obtained.
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Fig. 3.4. The instantaneous phasor diagram relevant to the circuit of
Fig. 3.2.

Obviously, the diagram of Fig. 3.4 is related to a particular
instant t and then all the quantities represented have to be con-
sidered time dependent with generic waveform. In detail: δ(t) is
the phase angle of Va(t) , Vf (t) and Vq(t) can be defined as the
forward and the quadrature components of Va(t) with respect to
V(t) ; θ(t) is the phase angle of Ĩa(t) ; ρ(t) is the characteristic
angle of the connection impedance; the angle γ(t) is defined by
the following relationship

γ(t) =
π

2
+ θ(t)− ρ(t). (3.9)

Moreover, the magnitude of the resistive and the inductive
voltage components of VL(t), VR(t) and VI(t) respectively, are
obviously defined as

VR(t) = VL cos ρ(t) VI(t) = VL sin ρ(t), (3.10)

where VL(t) is the amplitude of VL(t) .
As explained in 2.5, we can define the active and reactive in-

stantaneous power flows from the node ”a” to the PCC by the
following relationships
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P (t) =
V (t)Ĩa(t)

2
cos θ(t) Q(t) =

V (t)Ĩa(t)
2

sin θ(t). (3.11)

Considering (3.11) and the amplitude of the connection impedance
current, it is possible to obtain the following law for the instanta-
neous active and reactive powers

P (t) =
V (t)
2Z(t)

VI(t)
sin ρ(t)

cos θ(t) Q(t) =
V (t)
2Z(t)

VI(t)
sin ρ(t)

sin θ(t)

(3.12)
where Z(t) is the instantaneous amplitude of the connection
impedance.

From the phasor diagram of Fig. 3.4, it is easy to observe that

VI(t) cos θ(t) = Va(t) sin ρ(t)VR(t) sin θ(t) (3.13)

VL(t) sin(ρ(t)− θ(t)) = Va(t) sin δ(t) = Vq(t) (3.14)

Then, considering the first one of (3.10) and using the Werner
formulas, it is possible rewrite

P (t) =
V (t)
2Z(t)

VI(t) + VL sin(θ(t) + ρ(t))
2 sin ρ(t)

. (3.15)

Moreover, from the phasor diagram of Fig. 3.4, the following an-
gular relationship can be easily obtained

θ(t) + ρ(t) = γ(t)− (π/2− ρ(t)). (3.16)

therefore, by means simple algebraic manipulation, it can be ob-
tain

sin(θ(t)+ρ(t)) = 2 sin γ(t) sin ρ(t) cos ρ(t)−
(
cos2 ρ(t)− sin2 ρ(t)

)
cos γ(t).

(3.17)
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Consequently, by substituting (3.17) in (3.15) and observing, from
Fig. 3.4, that

P (t) =
V (t)
2Z(t)

[sin ρ(t)Vq(t) + cosρ(t) (V (t)− Vf (t))] . (3.18)

In a similar way it is possible to provide the relationship
which describe the bond between the voltages on the connection
impedance and the instantaneous reactive power flows supplied
by the inverter:

Q(t) =
V (t)
2Z(t)

[sin ρ(t) (V (t)− Vf (t))− cosρ(t)Vq(t)] . (3.19)

Neglecting the resistance of the connection impedance, i.e. con-
sidering ρ = π/2 , the expressions for the instantaneous active and
reactive power flows become

P (t) =
V (t)

2X(t)
Vq(t), Q(t) =

V (t)
2X(t)

(V (t)− Vf (t)) , (3.20)

where XL(t) is the instantaneous amplitude of the connection re-
actance.

These equations show that, for purely inductive connection
impedance, the instantaneous active power flow only depends on
Vq(t) , while the reactive power flow only depends on Vf (t) ; there-
fore, by controlling the forward and the quadrature component of
Va(t) (i.e. the amplitude and the phase angle of Va(t) with re-
spect to V(t) ), it is possible to control the instantaneous active
and reactive power flows of the circuit of Fig. 3.2.

It is worth to underline that in the real case the resistance R
is not just equal to zero, but surely it is very low, representing a
parasitic resistance of an inductive filter; therefore (3.20) can be
considered as acceptable approximations of (3.18) and (3.19).
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3.4.3 Current control strategy

The voltage control presented can be considered as an indirect
control of the connection impedance current. However, as already
explained, the voltage control allows to control only a share of
the connection impedance current. Then, a direct control of the
current is necessary so to allow the correct power exchanges.

Due to the presence of the inductance L in the circuit of Fig.
3.2 the amount of energy needed to cancel ia can be expressed as

E =
1
2
L
(
ia0 − ĩa

)2

. (3.21)

Then, on the basis of the analysis carried out until now, the more
appropriate action to suppress ia is to apply voltage corrective
component proportional to the energy needed to take the actual
value of the current i0a to its desired value ĩa.

3.4.4 Power flow control algorithm

The block diagram relevant to the control strategy applied to the
phase a of the grid-connected inverter, is shown in Fig. 3.5 (where
for sake of simplicity the argument t of the variables is omitted).

As clearly evidenced, the two control parts are indicated with
Voltage Control and Current Control respectively. Both the parts
need the estimation value for the instantaneous amplitude V and
the phase-angle θv of the correspondent PCC voltage v (obtained
by block A operating according to the modeling approach de-
scribed in 2.3.1) and information about the desired power flows
P ∗ and Q∗ to be exchanged with the grid. Then, the reference
voltage vr is obtained as sum of two contributions: vrv given by
the Voltage Control and vrc given by the Current Control.

The Voltage Control marked in Fig. 3.5 is simply realized
through the two blocks C and D. In fact, on the assumption that
the connection filter is purely inductive, the block C calculates
Vq and Vf according to the following equations, directly obtained
from (3.20)
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Vq(t) = 2P ∗(t)
X(t)
V (t)

, Vf (t) = V (t) +
X(t)
V (t)

2Q∗(t), (3.22)

and block D determines the share vrv(t) of the reference voltage
on the basis of the following relationships

vrv(t) =
√
V 2
q (t) + V 2

f (t) sin (θv(t) + δ(t)) , (3.23)

where

Fig. 3.5. Block diagram of the combined control strategy.
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δ(t) = arctan
(
Vq(t)
Vf (t)

)
. (3.24)

The block B, included in the Current Control, uses V and
θv to calculate the instantaneous value of a reference current i∗a
necessary to obtain the desired power flows P ∗(t) and Q∗(t), by
means of the following equation

i∗a(t) = Ĩ∗a(t) sin (θv(t)− ϕi(t)) , (3.25)

where

ϕi(t) = arctan
(
Q∗(t)
P ∗(t)

)
, Ĩ∗a(t) =

√
(P ∗(t))2 + (Q∗(t))2

V (t)
(3.26)

The block E represents the regulator determining, on the basis
of the error ∆ia(t) = i∗a(t) − ia(t) , the other share vrc (t) of the
reference voltage. As already said, the amount of energy needed
to take the actual value of the connection impedance current to
its desired value is given by (3.21). Then, the control law for the
block E has been choose equal to:

vrc (t) = k∆i2a(t)sign∆ia(t), (3.27)

represented by the instantaneous characteristics shown in Fig. 3.6
and where k is a suitable constant.

3.5 Numerical results

The achievement of a right synergy of the voltage and current
control actions given by the proposed control strategy is demon-
strated by the numerical simulations shown in Fig. 3.7 and Fig.
3.8. The former figure reports the voltage reference vrv and v vrc ,
obtained by the Voltage and Current Control respectively, and the
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Fig. 3.6. Instantaneous characteristics of the Current Control regula-
tor (block E).

total voltage reference vr; the second figure shows the comparison
between the reference current i∗a and the actual current ia.

From these results it is easy to observe that a valuable ac-
tion of the current control is carried out just only during a short
transient and it finishes when the value of the current generated
by the inverter has substantially reached the desired value; then,
the support of the current control part is practically equal to zero
during steady-state condition.

The results of Fig. 3.9 and Fig. 3.10 have the purpose to high-
light a comparison on the performances of the conventional Cur-
rent Control,which use a PI regulator for current control, and the
combined Voltage and Current Control. In particular, both fig-



3.5 Numerical results 81

Fig. 3.7. Voltage references for the proposed control strategy.

ures show the behaviors of the reference current i∗a (in green) and
the actual current ia (in red), when a sudden variation of the de-
sired values of the power flows P ∗ and Q∗ occurs, starting from a
generic time instant.

Fig. 3.8. Comparison between the actual current (in red) and reference
current (in green).
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Fig. 3.9. Behaviors of the actual current (in red) and reference current
(in green) for the conventional Current Control.

The comparison of the two figures evidences clearly the pro-
posed control strategy enables a tracking of the reference current
during the transient period much more acceptable than that cor-
responding to the Conventional Current Control.

Moreover, it has been observed that, as many experiments sug-
gest, the choice of the gain k of the current regulator E for the pro-
posed combined control strategy can be effected in a wide range
of values avoiding instability problems. In fact, different values
of that parameter simply involve or a small delay in the current
tracking or a light harmonic content in the reference voltage.

On the contrary, as previously said, the choice of the gains of
the regulator PI for the Conventional Current Control involves
some difficulties. For example, an improvement of the transient
behavior can be obtained to expenses of results about the steady-
state performance.

Another interesting comparison between the two strategies of
control is obtained by the examination of the waveforms of the
reference voltages. For this purpose, Fig. 3.11 and Fig. 3.12 re-
port the signal reference voltage vr obtained by the conventional
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Fig. 3.10. Behaviors of the actual current (in red) and reference current
(in green) for the combined Voltage and Current Control.

Current Control and the combined Voltage and Current Control
respectively. It is evident that the reference voltage of Fig. 3.12
and corresponding to the proposed control strategy has a signifi-
cantly reduced harmonic content.

Fig. 3.11. Voltage reference for the conventional Current Control.
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Fig. 3.12. Voltage reference for the combined Voltage and Current
Control.

3.6 Microgrid application of the combined
Voltage and Current control

A recent evolution resulting by the diffusion of the DG systems is
emerged with the concept of Microgrid, which consists in a cluster
of loads and paralleled DG systems operating as a single power
system that provides power to its local area [28]. A Microgrid is a
systematic organization of DG systems and therefore it has larger
capacity and more control flexibility to fulfill system reliability
and power quality requirements, in addition to all the inherent
advantages of a single DG system.

As evidenced by the argumentation exposed in the previous
sections, the above characteristics can be obtained thanks to the
use of grid-connected inverters used to manage the power gen-
erated by the microsources and to generate reactive power near
loads so as allow losses reduction. In this specific case, it is im-
portant that the grid-connected inverters operates without com-
munication links with the paralleled DG systems, which can be
located far apart; thus, the control algorithms of each individual
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DG system should be based on feedback variables that can be
measured locally and moreover, they have to ensure a safety op-
eration of the Microgrid avoiding instability problems, which can
occur especially when many DG systems are located in a same
area.

A good solution for the aforementioned problems can be ob-
tained by the application proposed in the following. It is based
on the use of a control strategy for grid-connected inverters
able to dynamically change the energetic contribution of the mi-
crosources, that so adapts oneself to variations of the grid charac-
teristics and contributes to the power management of the Micro-
grid.

The performance of the proposed application is verified in sim-
ulation on a Microgrid test, in which several DG systems are con-
temporary connected to the main bus.

3.7 Microgrid concept

It is a widespread opinion that small generation should be part of
the building energy management systems. In all likelihood, the DG
energy output would be ran more cost-effectively with a full range
of energy resource optimizing: peak-shaving, power and waste heat
management, centralized load management, price sensitive fuel
selection, compliance with interface contractual terms, emissions
monitoring/control and building system controls. The Microgrid
paradigm provides a general platform to approach power manage-
ment issues.

It has been found that, in terms of energy source security, mul-
tiple small generators are more efficient than relying on a single
large one for lowering electric bills [43]. Small generators are bet-
ter at automatic load following and help to avoid large standby
charges seen by sites using a single generator. Having multiple DG
systems on a Microgrid makes the chance of all-out failure much
less likely, particularly if extra generation is available.
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Moreover, as already explained, the DG systems in Microgrid
are generally powered by emerging technologies such as photo-
voltaic or wind-power and often equipped by inverters to interface
with the electrical distribution system. The major issue with these
technologies is the nature of the generation; indeed, the availabil-
ity of their energy source is driven by weather and not by the loads
of the systems. These technologies can be labelled as intermittent
and ideally they should be operated at maximum output.

An example of a basic Microgrid architecture is shown in Fig.
3.13, where two paralleled systems DG1 and DG2 are employed.
Each DG system is comprised of a DC source, a pulse-width mod-

Fig. 3.13. Microgrid architecture diagram.
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ulation VSI and LC filters. In this mode, the two DG systems are
controlled to provide local power and voltage support for criti-
cal loads A, B and C. This configuration reduces the burden of
generation and delivery of power directly from the main grid and
enhances the immunity of critical loads to system disturbances in
the grid ([43],[57].

As shown in Fig. 3.13, the Microgrid is connected to the main
grid at its point of common coupling (PCC) usually through a
static transfer switch (STS).

An important problem, that can be solved by the DG systems
is the impact of unbalanced grid voltages (usually caused by un-
balanced system faults or connected loads) on the overall system
performance. If the unbalance in voltages is serious, STS opens to
isolate the Microgrid from the main grid; however, also if the volt-
age unbalance is not so serious, STS may remain closed, resulting
in sustained unbalanced voltages at PCC. Such a voltage unbal-
ance can cause an increase in losses in motor loads (and hence mo-
tor overheating) and abnormal operation of sensitive equipments
in the Microgrid.

Another issue regarding Microgrid is related to the ability of
DG systems to increase system reliability and power quality due
to the decentralization of supply. Indeed, using a decentralized
control for each DG system, expensive communications systems
can be avoided and problems connected to transient conditions in
the grid (i.e. frequency oscillation) can be reduced.

3.8 Microgrid configuration

In the following will be presented the application of the combined
Voltage and Current control strategy, in a simple distributed sys-
tem in which several DG systems are contemporary connected to
the same bus of a Microgrid. In particular, the Microgrid configu-
ration under examination is shown in Fig. 3.14 and it consists in
four DG systems, based on inverters connected to the main bus
by different line impedances.
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Fig. 3.14. Microgrid configuration considered.

Each DG is directly connected to a critical load that absorbs
a different amount of active and reactive power for each phase.
Besides, a linear and balanced load (Load 5) is connected at the
main bus.

It is worth to underline that each DG system has merely in-
formation about the voltage at its own PCC and the currents
absorbed from the critical load connected at the same PCC. Us-
ing this information, each DG system should operate in order to
correct the power factor and to balance the active power absorbed
by each phase of the load, so as to effect a regulation of the voltage
and avoid that unbalances scatter in the main system. Obviously,
each DG system provides active power to the grid supplying a
share of the energy required by the loads in the Microgrid.

Thanks to the potentiality of the grid-connected inverters, the
DG systems are able to influence the power flows of the Micro-
grid very quickly and in significant manner. However, a so fast
action can bring out perturbations in the Microgrid and generate
instability. Certainly, this can occur when many DG systems are
present; for this reason, it is important that the DG systems con-
trol manages to avoid negative impacts on the Microgrid stability.
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3.9 Power management

The choice of the desired instantaneous power flows P ∗ and Q∗

has been effected in order to prove the benefits brought by the DG
when many sources are present in a Microgrid. The value Q∗ has
been chosen equal to the reactive power absorbed by each local
load in order to realize the load power factor correction and then
to reduce the transmission losses. The desired active power flow
P ∗ has been obtained as sum of two contributions. The former
is equal for each phase to one third of the active power provided
by the dc-power microsource. The other contribution is calculated
in order to balance the power absorbed by an unbalanced load.
In particular, the desired active power to be provided by each
interfacing inverter on the j − th phase has been chosen as

P ∗j = ∆PLJ +
Pms

3
, (3.28)

where Pms is the instantaneous active power given by the mi-
crosource and ∆PLJ is the difference between the power absorbed
by the local load on the j − th phase and the average power ab-
sorbed by all the phases, as shown by the following relationships:

∆PLJ = PLJ − Pave, Pave =
PLa + PLb + PLc

3
, (3.29)

3.10 Numerical results

Some numerical results have been carried out to demonstrate the
effectiveness of the proposed application. The reactive power com-
pensation obtained by the grid-connected inverters, controlled by
the used control strategy for each PCC node and for a generic
phase is displayed by Figg. 3.15, 3.16, 3.17, 3.18. They show as
the reactive power absorbed by every local load is immediately
compensated, when the control action for the instantaneous reac-
tive power management starts at 0.1s; in fact each line current iLh
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Fig. 3.15. Power factor correction for one phase of Load 1.

, with h = 1, ..4 (suitably amplified for necessity of visualization),
is carried out in phase with each PCC voltage v and then it is also
significantly reduced.

Fig. 3.16. Power factor correction for one phase of Load 2.
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Fig. 3.17. Power factor correction for one phase of Load 3.

It is important to notice that the current iL2 is in opposition
of phase with the voltage. This is because DG2 is able to produce
more energy than that needed to its load and therefore the active
power flow through Line 2 is inverted.

Fig. 3.18. Power factor correction for one phase of Load 4.
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Fig. 3.19. Reduction of the instantaneous reactive powers provided by
the main grid [Var].

Another effect of the reactive power compensation, carried out
by all the DG systems, is clearly evidenced in Fig. 3.19. In fact,
as a consequence of the reactive compensation the instantaneous
reactive power supplied by the main grid for each phase is sig-
nificantly reduced. This due to the fact that, in the operating
conditions subsequently to the reactive compensation, the only
load which needs reactive supply by the grid is the balanced Load
5, being far apart of the DG systems.

A further interesting result is presented in Fig. 3.20, that shows
the effect of the power management used in order to balance the
active power absorbed by the critical loads near the DG systems.
As a consequence of the power management algorithm, each DG
system, together with its critical load, is seen as a balanced Load
from the main grid; in this way, the negative and zero current
sequences present in the main grid currents are easily canceled
before the compensation action, making so that the power pro-
vided by the main grid is balanced (see Fig. 3.21).

Finally, Fig. 3.22 points out that the power management made
by the DG systems avoids that unbalanced currents can unbalance
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Fig. 3.20. Balancing of the main grid currents [A].

the main bus voltages. Therefore, also the balanced Load 5 absorbs
the same value of instantaneous active power for each phase.

Fig. 3.21. Balancing of the main grid active powers [W].
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Fig. 3.22. Active powers absorbed by the Load 5 [W].

3.11 conclusion

In this chapter a control strategy for a PWM-VSI used as interface
between a DC power source (photovoltaic cells, fuel cells, batteries
and wind turbine generator with AC-DC converter) and the AC
power distribution grid has been presented.

The proposed strategy is based on the combined action of a
Voltage Control and a Current Control so as to utilize the advan-
tages of both the control modes: accurate generation of the ref-
erence voltages and easy conditions on the stability of the whole
system.

The paper has described in detail the outline of the proposed
control strategy putting in evidence the synergetic action of the
two control modes, for which the current control is constructed as
support to the Voltage Control, without taking the place of it or
even opposing it.

The numerical results confirm that the current control sub-
stantially acts only during a short transient and it finishes when
the value of the current generated by the inverter has substan-
tially reached the desired value; then, the support of the current
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control part is practically equal to zero during the steady-state
period.

Moreover, the chapter has dealt with the application of the
control strategy presented in a Microgrid. First, this chapter has
illustrated the concepts and control issues of Microgrids, which
consist in clusters of loads and paralleled small DG systems oper-
ating as single power systems.

As clearly explained in the chapter, the microsources, used in
the DG systems, having different output characteristics, in volt-
age and current, are connected to the utility grid using voltage
source inverters based interfaces, usually known as grid-connected
inverters. Due to the development of the power electronic devices,
the grid-connected inverters are able to perform different useful
functions such as the control of voltage and reactive power at the
PCC of the generation source and a fast response to power quality
events or fault conditions.

In particular, the control strategy has been applied to a Mi-
crogrid configuration, consisting in four DG systems, based on
interfacing inverters connected to the main bus by different line
impedances. Each DG is directly connected to a critical load that
absorbs a different amount of active and reactive power for each
phase. Besides, a linear and balanced load is connected at the
main bus.

The application has been verified by various numerical simu-
lations. In particular, the simulations have point out as, by using
grid-connected inverter, the DG systems have been able to influ-
ence the power flows of the Microgrid very quickly and in signif-
icant manner. However, thanks to the good characteristics of the
control strategy used, such fast performances have been achieved
without generating perturbations and instability problems on the
Microgrids. In fact, the numerical simulations show that the DG
systems effectively provide services as reactive power compensa-
tion and load balancing without influence each other.





Conclusions

In this thesis we have focused on the study of control strategies,
estimation methods and analysis techniques for distributed gen-
eration systems. In particular, the work faced the problem of in-
tegration of alternative energy resources with Electrical Power
Systems, proposing innovative control architectures of power in-
terfacing systems based on power converter.

The main topic were: the study of single-phase approach for
frequency, amplitude, and phase estimation of grid voltages and
current; the examination of modeling approach for electrical sig-
nals in power systems useful to develop new control strategies and
analysis techniques for power electronic interfaces systems; and
the develop of new power control strategies for grid-connected in-
verter.

To validate the results of the research carried out, for each
topic, many laboratory and numerical experimental, which have
been effected during the Ph.D course were presented.
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46. A. G.-C. P.Garc̀ia-Gonzàlez. Control system for a pwm-based stat-
com. IEEE Trans. On Power Delivery, 15:1252–1257, 2000.

47. H. A. Preisig and D. W. T. Rippin. Theory and application of the
modulating function methodi. review and theory of the method and
theory of the spline-type modulating functions. Comput. Chem.
Eng., 17:1–16, 1993.

48. C. Qiao and K. M. Smedley. Three-phase grid-connected invert-
ers interface for alternative energy sources with unified constant-
frequency integration control. in Proc. Of IAS 2001 Conference,
September 2001.

49. V. Quaschning. Understanding Renewable Energy Systems.
EARTHSCAN, 2005.
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