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Abstract

Turbulence represents an universal phenomenon characterizing the dynamics
of different kinds of fluids, like gases, liquids, plasmas, etc., both in nature
and in laboratory devices. It is responsible for the efficient transfer of energy
across scales, making the connection between the macroscopic flow and the
microscopic dissipation of its energy. Moreover, turbulence plays a key role
in determining various phenomena. For instance, the anomalous diffusion of
tracers in a flow may be controlled by the properties of turbulence, and the
transport of charged particles in astrophysical or laboratory plasmas is deter-
mined by the properties of the turbulent magnetic field. Synthetic turbulence
models are a useful tool that provide realistic representations of turbulence,
necessary to test theoretical results, to serve as background fields in some nu-
merical simulations, and to test analysis tools. Models of 1D and 3D synthetic
turbulence previously developed still required large computational resources.
A new “wavelet-based” model of synthetic turbulence, able to produce a field
with tunable spectral law, intermittency and anisotropy, is presented here.
The rapid algorithm introduced, based on the classic p-model of intermittent
turbulence, allows to reach a broad spectral range using a modest compu-
tational effort. The model has been tested against the standard diagnostics
for intermittent turbulence, all showing an excellent response. The same
analysis tools have been used to study a more specific subject, of interest in
space physics, i.e., the turbulence at the interface between the solar wind and
the Earth’s magnetosphere, mediated by the magnetopause. The dynamics
occurring at this boundary depends on various aspects as, e.g., the solar
wind dynamic pressure or the direction of the Interplanetary Magnetic Field
(IMF). If the IMF is directed northward the formation of a wide boundary
layer at the low latitude is observed. This boundary layer is thought to be
the result of the observed plasma transfer, driven by the development of the
Kelvin-Helmholtz instability, originating from the velocity shear between the
solar wind and the almost static near-Earth plasma. Our interest is to de-
scribed these phenomena and build a collection of event related to rolled-up
vortices, spatially located on the tail-flank magnetopause, previously studied
by Hasegawa et al. (2006) and Lin et al. (2014). The scope is to study the
properties of plasma turbulence and intermittency inside the magnetosheath,
with the aim to understand the evolution of turbulence, as a result of the de-
velopment of KH instability. The analysis we present, represents a complete
and quantitative characterization of turbulence and associated intermittency



in this region. It appears that a fluctuating behaviour during the progres-
sive departure along the Geocentric Solar Magnetosphere (GSM) coordinate
system may exist, and it is visible as a quasi-periodic modulation of the ex-
ponent. The periodicity associated with such oscillation can be estimated to
be approximately 6 − 7 RE, which is consistent with the typical periodicity
of the magnetosheath KH. This suggest that a kind of signature related to
the development of the KH unstable modes could be present in the statistical
properties of the magnetic turbulence.
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Riassunto

La turbolenza rappresenta l’aspetto dinamico più comune del flusso di un flui-
do. Essa è responsabile del trasporto efficiente di energia dalle grandi scale,
dove avviene l’iniezione, fino alle piccole scale in cui, dopo l’attivazione delle
dinamiche non lineari, hanno luogo i processi dissipativi. Per tali ragioni,
la turbolenza gioca un ruolo fondamentale in vari fenomeni quali ad esem-
pio, il trasporto di particelle in plasmi astrofisici o di laboratorio, lo studio
della diffusione anomala di traccianti nei fluidi e via di seguito. I modelli di
turbolenza sintetica si inseriscono in tale contesto in quanto forniscono un
valido strumento per ricreare quanto più realisticamente il fenomeno della
turbolenza. Essi sono usati per testare risultati teorici, per fornire un siste-
ma turbolento su cui lavorare con simulazioni numeriche al fine di ottenere
le leggi fisiche cercate. I modelli di turbolenza sintetica precedentemente
sviluppati, presentano dei limiti stringenti dal punto di vista della memoria
di archiviazione enorme, di cui necessitano, e di tempi di calcolo conside-
revoli. Il lavoro di tesi vuole presentare un nuovo modello, appartenente
alla classe dei cosiddetti modelli “wavelet-based”, capace di riprodurre un
campo caratterizzato da leggi di scala adattabili alle proprie esigenze di ana-
lisi. L’algoritmo realizza la cascata turbolenta come il modello p di Meneveau
e Sreenivasan, prevedendo di raggiungere un ampio range spettrale con uno
sforzo computazionale davvero modesto. Il modello è stato testato mediante
la diagnostica standard di analisi per la turbolenza che prevede intermittenza,
per cui è stata fatta un’analisi spettrale e statistica delle fluttuazioni delle
grandezze in esame dipendenti dalle scale a cui si osserva il fenomeno. La
risposta del sistema è stata eccellente ed in accordo con le leggi teoriche at-
tese. Il lavoro è stato presentato e pubblicato in un recente articolo (Malara
et al., 2016). La stessa analisi è stata utilizzata per studiare la dinamica
turbolenta che si verifica in un contesto ben specifico, ossia lungo i fianchi
della magnetopausa. Essa rappresenta la regione di separazione tra il plasma
ed il campo magnetico della magnetoguaina, da quelli della magnetosfera più
interna. I processi che hanno luogo in questa regione sono piuttosto com-
plessi e diversi, in particolare, a seconda dell’orientazione del campo ma-
gnetico interplanetario. Oggetto del nostro studio è stata l’analisi statistica
delle proprietà di strutture turbolente originate per mezzo dell’instabilità di
Kelvin-Helmholtz e la caratterizzazione delle stesse, al fine di far emergere
una dinamica evolutiva in funzione dell’allontanamento progressivo dal pia-
no alba-tramonto fino ai fianchi più esterni della magnetopausa. È stato
collezionato un set di eventi delle missioni spaziali THEMIS e Geotail, asso-
ciati a vortici di Kelvin-Helmholtz studiati da Hasegawa et al., 2006 e Lin
et al., 2014. L’analisi statistica ha evidenziato caratteristiche tipiche della
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turbolenza, con lo studio delle stesse leggi di scala. Si è osservato un com-
portamento fluttuante degli indici delle suddette leggi di scala, in dipendenza
delle coordinate spaziali del sistema e l’emergere di una modulazione quasi
periodica dei parametri calcolati, che si sviluppa con un periodo caratteristico
dell’ordine di 6 raggi terrestri, in accordo con i periodi tipici delle fluttuazioni
dei vortici di Kelvin-Helmholtz osservati. Tale comportamento può essere in-
terpretato come l’esistenza di una sorta di comportamento tipico o marker
di tali instabilità, che emerge attraverso le proprietà statistiche del campo
elettromagnetico, oggetto del nostro studio.

2



Contents

1 Introduction 5

2 Turbulence and intermittency 8
1 MHD description of plasma . . . . . . . . . . . . . . . . . . . 8

1.1 The magnetohydrodynamic description . . . . . . . . . 12
2 MHD turbulence . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1 The Reynolds number . . . . . . . . . . . . . . . . . . 18
2.2 The turbulent cascade . . . . . . . . . . . . . . . . . . 20

3 Analisys of turbulent field . . . . . . . . . . . . . . . . . . . . 23
3.1 Energy spectra . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Probability distribution functions (PDFs) . . . . . . . 25
3.3 Structure functions . . . . . . . . . . . . . . . . . . . . 28

4 Phenomenology of turbulence and scaling laws . . . . . . . . . 28
4.1 Scaling laws of MHD . . . . . . . . . . . . . . . . . . . 29
4.2 Kolmogorov law . . . . . . . . . . . . . . . . . . . . . . 30
4.3 Alfvén effect: the Kraichnan spectrum . . . . . . . . . 33
4.4 The structure functions scaling laws . . . . . . . . . . . 34
4.5 Self-similarity and the scaling of PDF shape . . . . . . 34

5 Intermittency . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.1 The problem of intermittency in turbulence . . . . . . 36
5.2 The multiplicative cascade, fractal and multifractal mod-

els . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3 Synthetic Turbulence 49
1 State of the art and previous models . . . . . . . . . . . . . . 50
2 Description of the model . . . . . . . . . . . . . . . . . . . . . 53

2.1 Spectrum and cell hierarchy . . . . . . . . . . . . . . . 54
2.2 Eddy structure . . . . . . . . . . . . . . . . . . . . . . 56
2.3 Turbulent cascade and intermittency . . . . . . . . . . 60
2.4 Eddy superposition algorithm . . . . . . . . . . . . . . 63

3



2.5 Anisotropic spectrum . . . . . . . . . . . . . . . . . . . 67
3 Testing the model . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.1 Isotropic turbulence . . . . . . . . . . . . . . . . . . . . 72
3.2 Multifractal Analysis. . . . . . . . . . . . . . . . . . . . 80
3.3 Anisotropic turbulence . . . . . . . . . . . . . . . . . . 86

4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4 Turbulence in Kelvin-Helmholtz instability 96
1 Solar Wind and Earth’s magnetosphere: description and in-

teraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
1.1 Magnetospheric plasma region . . . . . . . . . . . . . . 101
1.2 Discontinuities in space plasma physics: magnifying

glass on the magnetopause . . . . . . . . . . . . . . . . 102
2 Kelvin-Helmholtz instability . . . . . . . . . . . . . . . . . . . 106
3 Data set overview . . . . . . . . . . . . . . . . . . . . . . . . . 109

3.1 The GEOTAIL mission . . . . . . . . . . . . . . . . . . 110
3.2 The THEMIS mission . . . . . . . . . . . . . . . . . . 113

4 Analysis of Geotail and THEMIS data . . . . . . . . . . . . . 115
4.1 Autocorrelation function . . . . . . . . . . . . . . . . . 123
4.2 Spectrum of magnetic energy . . . . . . . . . . . . . . 123
4.3 Probability Distribution Function . . . . . . . . . . . . 128
4.4 Kurtosis . . . . . . . . . . . . . . . . . . . . . . . . . . 128

5 Transition to turbulence in the magnetosheath Kelvin-Helmholtz
instability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

5 Conclusions and Perspectives 150

BIBLIOGRAPHY 172

4



Chapter 1

Introduction

This thesis deals with the characterisation and modelling of turbulent

phenomena observed in space plasmas. We present and discuss in details a

new model of synthetic turbulence, i.e., a numerical model which generates

a turbulent field whose statistical properties are similar to those of a real

turbulent system. The power of this model consist in the fact that it is ca-

pable to reproduce very large ranges of spatial scales with very low memory

requirements and short computational times. This feature is very important

in all the cases in which a high-Reynolds-number turbulence is to be repre-

sented, as typically happens in astrophysical applications. For this reason,

it can be also useful in specific contexts, such as understanding fundamen-

tal scaling properties of turbulence, describing processes that involve very

different spatial scales (e.g., particle transport or acceleration, diffusion, and

drop formation), evaluating subgrid stresses and generating initial conditions

for numerical simulations. The model has been presented in a recent paper

(Malara et al., 2016 [75]). An application of our model to the problem of

energetic particle transport in a turbulent magnetic field is described in the

paper by Pucci et al., 2016 [99]. The model has been tested against the

5



standard diagnostics for intermittent turbulence, i.e., the spectral analysis,

the scale-dependent statistics of the field increments, and the multifractal

analysis, all showing an excellent response.

The same analysis tools have been performed to study the properties of

plasma turbulence and intermittency inside magnetosheath, in particular

along the flank low latitude boundary layer (LLBL), under northward in-

terplanetary magnetic field. The survey was brought forward by using data

from Geotail and THEMIS missions, taken during satellite magnetopause

crossings. The goal is to study the evolution of the turbulence, driven by the

development of the Kelvin Helmoltz instability (KH), in order to understand

how the particles transport works from solar wind and magnetosphere and,

more generally, what are the mechanisms of interaction between the latter

ones. Finally, we have focused our attention on the study of the evolution of

turbulence as a result of the develop of KH, as it moves away from the Sun

in direction dawn and dusk flank of the terrestrial magnetosphere. The aim

is to have a complete and quantitative characterization of turbulence and

associated intermittence in this region, which is still poorly studied.

The thesis is formed by three main parts and it is organized as follow.

The Chapter 2 is devoted to the introduction of the main concepts of mag-

netohydrodynamics (MHD) and turbulence. The major pillars of the theory

of turbulence like Kolmogorov (1941) for fluids, and then Kraichnan (1965)

for MHD are described, together with the statistical properties of velocity

and magnetic fields, as well as the tools used to describe it. The end of this

chapter is devoted to discuss how the intermittency phenomenon can be ex-

plained through multiplicative processes. Moreover, methods which are used
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to characterize intermittency and structures linked to it, will be described.

In Chapter 3 we present a new model of synthetic turbulence, belonging to

the class of “vawelet-based” models, able to reproduce a field with tunable

spectral law, intermittency and anisotropy. After an introduction about the

state of the art and previous models, a detailed description of the model is

given. Then we validate the model by analyzing its statistical properties ap-

plying time-series analysis techniques. All the tests gave satisfactory results,

showing that the synthetic data reproduce well the required conditions of

spectral scaling and intermittency.

In Chapter 4 we initially give a broad description of solar wind and Earth’s

magnetosphere interaction, by establishing a framework to ensure the com-

prehension of background and the phenomena in it. Then, we focus our

attention on the mechanisms that develop inside this region, in particular on

the KH and the several configuration in which the interplanetary magnetic

field can occur. Then, we introduce the data set studied, passing through a

brief description of the space missions, from which the data have been taken.

Finally, a description of the statistical analysis and a discussion of the derived

results is given.
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Chapter 2

Turbulence and intermittency

1 The magnetohydrodynamic description of

plasmas

Plasmas are the most common phase of ordinary matter in the universe,

that appear in nature in various forms such as space and astrophysical plas-

mas (e.g. the Sun and other stars, the solar wind, the interplanetary medium

between planets, the interstellar medium between star systems, the inter-

galactic medium between galaxies), or terrestrial plasmas, very rare on Earth,

like lightning flashes during storms and polar aurorae. Plasma represents the

“fourth state” of the matter, in which an important fraction of the atoms

is ionized. Ionization occurs when the temperature is hot enough, so that

electrons and ions are separately free. To be more accurate, this happens

when the mean kinetic energy of electrons and ions exceeds the ionization

potential energy of atoms, and the unbound positive and negative particles

are separated. Moving charged particles produces electric currents and spa-

tial charges, which generates electric and magnetic fields. In turn, such fields

affect the motion of charged particles. For this reason, the plasma dynamic
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is rather complex, because of the electromagnetic nature of the interactions

between the charged particles composing the gas. Nonetheless, it can be de-

scribed, using sets of equations, at different approximation levels (Akhiezer

et al., 1975 [1]). In order to characterize the state of the plasma it is useful

to define some characteristic quantities, which are described in the following.

From now on, let us consider two kinds of particles, namely electrons (e),

and a single kind of positive ions (i, mainly protons), with their density ne,i,

their mass me,i, and the elementary charge ±e.

The typical particle velocity can be represented by their thermal velocity:

ve,i ≃
√

κBTe,i/me,i ,

where Te,i are the average temperatures of the particle gases, and kB is the

Boltzmann constant.

The electron plasma frequency is the typical oscillation frequency associated

with local charge separation:

ωpe ≃
√

4πnee2

me

,

and its reciprocal gives the typical separation time between charges.

The ion plasma frequency can also be defined, using the ion mass, density

and charge:

ωpi ≃
√

4πnie2

mi

.

The Debye lenght is the ratio between the thermal speed of electrons and the
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plasma frequency:

λD ≃ ve
ωpe

≃
√

kBT

4πnee2
,

and is the typical shielding lenght of the charges. In fact, it represents the

balance lenght between thermal and electrostatic effects, so that for scales

larger than λD, the plasma can be seen as electrically neutral.

The number of particles in a Debye sphere is

N =
4πnλ3D

3
∝ nλ3D ,

the shielding of individual charge is efficient if N is much larger than unity.

It is usually convenient to deal with dimensionless quantities, for this reason

we define the plasma parameter g as:

g =
1

nλ3D

This number is very small when there are many electrons in a Debye sphere

and since it is proportional to the ratio of potential energy over kinetic en-

ergy, it means that the average potential energy must be (much) less then

the average kinetic energy. This is also a measure of the dominance of col-

lective interactions over single particle interactions. The number of electrons

in a Debye sphere is large if g is small, therefore less likely there will be a

significant force on a particle due to collisions. Plasma oscillations are an

example of collective interactions. Imagining to displace a certain amount of

electrons (or ions) with respect to their original configuration in a plasma,

then the electric force will try to restore the system to its original position.

This generates oscillations which take place at the above-defined plasma fre-

quency.
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The cyclotron frequency of electrons and ions is defined if an external mag-

netic field B is present, which is often the case in plasmas. In that case, the

frequency at which electrons and ions turn around the magnetic field lines is

Ωe,i =
eB

cme,i

where c is the speed of light.

The plasma parameter

β =
PK

PB

=
8πniκBT

B2
,

is the ratio between the kinetic and magnetic pressures, where PK = niκBT

is the kinetic pressure and PB = B2/8π the magnetic pressure. It is useful

to describe the state of magnetization of the plasma, and to individuate if

magnetic or kinetic effects are predominant in the dynamics.

All these quantities can be used to describe the conditions of the plasma,

and to use approximations, in order to semplify the equations in the different

regimes. Typical values of the previous quantities in different plasma systems

are displayed in the Table 2.1, revealing the extremely wide range in which

they lay.

Plasma T (K) ne B (Gauss) λD (cm) ωpe (Hz) Ωi (Hz)

SC 106 106 102 10 108 109

SW 105 10 10−4 103 105 103

MS 108 1 10−3 105 105 104

IS 103 1010 1 10−3 1010 107

IM 104 1 10−5 103 105 102

Table 2.1: Typical values of some parameters for different kinds of astro-
physical plasmas: SC = Solar Corona; SW = Solar Wind at 1 AU; MS =
Magnetosphere; IS = Ionosphere; IM = Interstellar Medium.
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1.1 The magnetohydrodynamic description

Different theoretical descriptions of a plasma are adopted, according to

the typical spatial and temporal scales which characterize the phenomenon

under study, in comparison with the characteristic lengths and times dis-

cussed above. First, we give an overview of these different theoretical ap-

proaches:

• a single particle description, where the collective plasma behaviour is

completely neglected, and the dynamic of the system is determined

solving the equations of motion of single particles. This description is

valid in low density plasmas with an external magnetic field much more

intense than that generated by the individual particles.

• a kinetic description that adopts a statistical representation of the

plasma, studying the evolution of the particles distribution function

f(x,v, t) in the phase space, that contains a detailed information on

the plasma state at any given spatial position and time. At the most

detailed level, the evolution of the distribution functions of the dif-

ferent kind of particles are described by the Liouville equation, or by

the Vlasov equation when collisions among particles are neglected. In

both cases, Maxwell equations are used to describe the evolution of the

electric and magnetic field. The particle densities and their velocities,

as well as higher order moments, can then be obtained by integration

of the distribution functions. This kind of approach is useful when a

microscopic description of the system is needed.

• a multi-fluid description considers the dynamics of each single kind of
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particles as a whole. This approach is used to obtain a description of

large-scale phenomena in a plasma. Each particle population is rep-

resented as a charged fluid characterized by macroscopic parameters

(density, velocity, temperature), referring to volume elements which

are at the same time much smaller than the whole size of the system,

but large enough to contain a great number of particles. Then, in the

multi-fluid theory the plasma can be seen as a superposition of inter-

acting fluids, each one composed of a single sorta of particles, and thus

each one obeying to a (non-closed) set of fluid-like equations. The fluid

description requires thermalization, so that the distribution functions

of the particles can be approximated by Maxwellians. Of course this

can be only done if the dynamical time scales are larger than the typical

termalization time. This condition is referred to as local termodynam-

ical equilibrium (LTE). In that case, conservation laws can be written,

by integration of the Vlasov equation, for the moments of the particle

distributions, leading to the set of the moment equations. For each

particle species, these are the conservation laws for mass, moment, en-

ergy and so on. A closure hypothesis, as for example a state equation,

is required to close the hierarchy of the moment equations. Moreover,

the Maxwell equations are needed in order to describe the electromag-

netic interations. Still, the fluid equations are quite difficult to use,

and further approximations can be made in order to semplify them.

• A successive approximation of the multi-fluid theory is the Magnetohy-

drodynamics (MHD) theory, dealt with in more detail below, in which
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the plasma is described as a single conducting fluid. The MHD theory

provides a good description of plasmas in the event that the time vari-

ations of macroscopic quantities are slower than the above-discussed

plasma time scales.

The governing equations are derived from the equations of fluid dynamics

and Maxwell’s equations. Since mp ∼ 2000me, terms containing me/mp can

be neglected with respect to unity or mp/me. This corresponds to ignore

the inertia of the electrons in the flow. In MHD only phenomena at large

time scales, i.e., much larger than both the ion gyroperiod and the inverse

plasma frequency, are considered. The plasma can then be seen as a ion

fluid, described by a fluid-like equation, “followed” by an electron current

obeying the Ohm’s law. Electrical currents flowing within the fluid are due

to electron motions relative to the ion background. For time scales larger

than the reciprocal of the electron plasma frequency, and for spatial scales

larger than the Debye lenght, the quasi-neutrality of charge is assured and the

plasma can be considered as electrically neutral. Finally, when nonrelativistic

regime is concerned, all the contributions of order (v/c)2 can be neglected in

the equations. The conservation laws can then be written for the physical

quantities involved in the system, mass density ρ, flow velocity v and internal

energy per mass unit U of the protons (Akhiezer et al., 1975 [1]):

∂ρ

∂t
+∇ · (ρv) = 0 (2.1)

ρ

[

∂

∂t
+ (v · ∇)

]

v = −∇p+∇ · σ + f (2.2)

ρ

[

∂

∂t
+ (v · ∇)

]

U = −p(∇ · v)−∇ · q +
∑

i,j

σij
∂vi
∂xj

+Q . (2.3)

14



In previous equations, f represents the sum of the external forces acting on

the magneto-flow per unit mass. The term σ is the stress tensor excluding

the kinetic pressure p contribution, which is treated separately. The term q

is the heat flux, and Q is the heat produced inside the system. In many

cases, as for the plasmas treated whithin the present work, the only force

involved is the Lorentz force. In this case, the force term can be written as:

f =
1

c
J × B . (2.4)

where the quasi-neutrality has been used to drop the electric field contribu-

tion to the force. The same argument holds for the heat terms, so that the

Joule effect is often the only internal source of heat. It is worth mentioning

again that the previous equations are not closed. In fact, a closure hypothesis

is needed. It is often possible to use a state equation, so that the number of

unknowns is reduced and the system is closed. For example, if the plasma

behaves like a perfect gas, the state equation p = kBρT/m can be used to

eliminate the kinetic pressure from the equations.

The moments equations must be coupled to the Maxwell equations to

include the electromagnetic properties of the plasma. The Faraday law and

the Ampere law are both considered, in which the displacement current can

be neglected in the non-relativistic regime:

∇ × E = −1

c

∂B

∂t
(2.5)

∇ × B =
4π

c
J (2.6)

along with the condition

∇ · B = 0 (2.7)
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where E and B are the electric and magnetic fields respectively.

The Ohm’s law, in the MHD framework, is rewritten in its generalized form

as:

E +
1

c
v × B = η∇2B . (2.8)

where η is the resistivity of the plasma.

The Lorentz force (2.4), the last Maxwell equation (2.6) and the Ohm’s

law (2.8) can be now used to rewrite the conservation laws. The mass con-

servation law (2.1) remains invariate, and so does the energy conservation

law (2.3), as far as we do not use any state equation. The impulse conserva-

tion law become

ρ

[

∂

∂t
+ (v · ∇)

]

v =
1

4π
(∇ × B) × B −∇p+∇ · σ (2.9)

The Maxwell equation (2.5) is used to describe the evolution of the magnetic

field. Defining the magnetic diffusion coefficient

λ =
c2η

4π
,

it can be rewritten as

∂B

∂t
= ∇ × (v × B)+ λ∇2B (2.10)

and is called the induction equation.

Equations (2.1), (2.9), (2.10) and (2.3) are the full set of the MHD equa-

tions, and together with the remaining Maxwell laws, the Ohm’s law, and

a state equation for the closure, can be used to describe the dynamics of

a plasma in the magnetohydrodynamic approximation. It is clear that the

heat terms q and Q, as well as the stess tensor σ, could introduce new vari-

ables in the equations, and thus need to be modeled in order to solve the
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equations. The MHD equations own a similar structure to the Navier-Stokes

equations (NS), which describe the dynamic of a fluid. The main character-

istic of both sets of equations is the presence of non-linear terms, but the

MHD equations have extra terms describing the coupling between velocity

and magnetic field.

In the event that the flow is incompressible, e.g. when the density is a con-

stant, MHD equations are subjected to strongly semplifications, as in the

case of NS equations in the fluid case. The mass conservation law becomes

simply under the incompressibility condition ∇ · v = 0. The energy conser-

vation equation can also be dropped. Let us introduce the following new

variable

b(r, t) =
B√
4πρ

.

When ρ is constant, the field b is proportional to the magnetic field B, but

with the dimension of a velocity. Using the property of the incompressibil-

ity and replacing the magnetic field with the field b, we can introduce the

kinematic viscosity ν and the magnetic diffusivity µ = c2η
4πρ

, then the (incom-

pressible) MHD equations can be written in the simpler form:

∂v

∂t
+ (v · ∇)v = (∇× b)× b−∇p+ ν∇2v (2.11)

∂b

∂t
= ∇× (v × b) + µ∇2b (2.12)

∇ · v = ∇ · b = 0 . (2.13)

A linear combinations of b and v allows to compact the previous equations

by means the following Elsässer variables (Elsässer, 1950 [37]):

Z± = v ± b (2.14)
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This variables are useful when we want to study, for example, the correlation

between the fluctuations of velocity and magnetic field. Using the Elsässer

variables, the MHD equations become

∂Z±

∂t
+ (Z∓

· ∇)Z± = (2.15)

= −1

ρ
∇

(

p+
B2

8π

)

+
ν + µ

2
∇2Z+ +

ν − µ

2
∇2Z−

∇ · Z± = 0 . (2.16)

This is a more compact and symmetric set of four equations. It is worth not-

ing that the nonlinear term is proportional to both variables, so nonlinearities

vanishes if one of the Elsässer fields is zero, that is the solution Z∓ = 0 and

Z± 6= 0 is a result of the nonlinear equations. In case of vanishing magnetic

field, the two “+” and “-” equations (2.16) become identical, as well as the

two equations (2.16), and the NS equations are recovered.

2 MHD turbulence

2.1 The Reynolds number

Turbulence represents a common phenomenon in the dynamics of weakly

dissipative fluid flows. Our study is aimed at magnetohydrodynamics turbu-

lence that involves not only the velocity field as in ordinary fluids, but also

the magnetic field. A turbulent state is characterized by irregular variations

of the fields (velocity and magnetic field), as well as of fluid particle trajecto-

ries. In order to clarify these concepts, we can introduce some typical values

for the main variables in the MHD equations. So, let ℓ0 be a typical lenght

scale of the system, v0 and B0 typical (average) velocity and magnetic field.
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It is useful to introduce the Alfvèn velocity

cA =
B0√
4πρ

representing the typical propagation velocity for Alfvén waves (see for exam-

ple Akhiezer et al., 1975 [1]). In the framework of turbulence phenomenology,

it is possible to individuate, within the MHD equations, different terms whose

contribution to the dynamics depends on the particular regime. In particu-

lar, a key role is played by nonlinear and dissipative terms, whose balance

determines whether or not the system is a turbulent state. In a fluid dy-

namics, the usual way to express the balance between these terms is by a

typical parameter that characterizes the state of motion of a fluid, namely

the (kinematic) Reynolds number Rv. It gives the order of magnitude of the

ratio between nonlinear and dissipative terms:

Rv =
ℓ0v0
ν

∼ |(v · ∇)v)|
|ν∇2v| .

The same definition is used also in MHD. In analogy, in MHD a magnetic

Reynolds number Rm is also defined as

Rm =
ℓ0cA
µ

∼ |(∇× v ×B)|
|µ∇2B| .

For low Reynolds numbers, it is clear that the (linear) dissipative terms

dominate the dynamics. In such a case, nonlinear interactions are small

enough to be neglected, and the system follows a regular behaviour. In

fluid dynamics, this is referred to as “laminar” regime. With increasing the

Reynolds number, nonlinear effects dominate more and more the dynamics;

when the Reynolds number overcomes a given threshold the system reaches

a turbulent state.
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2.2 The turbulent cascade

The effects of nonlinear terms, both in fluid dynamics and in MHD, is to

transfer energy from a given spatial scale to another. A simple way to see

this phenomenon is to perform a Fourier transform of the fields and to write

the equations in the Fourier space. In this way, nonlinear terms give origin

to convolution products. For instance, let us consider the following nonlinear

term:

(v · ∇)v →
∑

k1,k2

vk1
· ik2vk2

δk,k1+k2
(2.17)

where ikvk is the Fourier transform of ∇v, and vk is the Fourier transform

of v. This indicates that the nonlinear term couples fluctuations at different

wavevectors, i.e., at different spatial scale, in a triangular way, according to

the relation k = k1+k2. Similar considerations can be done also for the other

nonlinear terms. Concerning dissipative terms (due to viscosity and/or re-

sistivity), since they are proportional to second derivatives of the fields, they

becomes more effective at smaller scales, while they are essentially uneffec-

tive at large and intermediate scales, provided that the Reynolds numbers

are large enough. Thus, the typical scenario of the turbulence is the follow-

ing: energy is injected into the system at large scales by some mechanism.

Nonlinear terms trasfer energy from fluctuations at the large injection scale

to fluctuations at smaller and smaller scales; this mechanisms is called energy

cascade. When the energy reaches small enough scales (dissipative scales),

dissipation becomes effective and the fluctuation energy is dissipated into

heat. The nonlinear cascade fills up with energy all the scales in between

the injection and the dissipative scale. From a phenomenological point of
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view, the cascade can be seen as a process of fragmentation of large-scale

structures that shatter to produce smaller structures. In fluid dynamics, the

energy injection process taking place at the scale ℓ0 could be due, for in-

stance, to the presence of an obstacle, or a grid of size ∼ ℓ0; the length ℓ0

could also represent the distance between the walls in a channel. For low

Reynolds numbers, nonlinear terms are uneffective and the resulting flow is

laminar. Increasing the Reynolds number, large scale vortices form, which

become more and more unsteady, and start fragmenting into smaller vor-

tices. When the Reynolds number is larger than some critical value, the flow

is said to be in fully developed turbulence regime. The fully developed turbu-

lence can be considered statistically homogeneous. Statistical homegeneity

is a property whereby average quantities do not depend on the position, for

which the two points correlation for a given physical quantity depends only

on the distance between them, but not on their position. As mentioned,

the turbulence is a typical phenomenon of the highly non-linear systems and

the non-linearity of equations poses several difficulties in their mathematical

approach. In these conditions, the fields are highly chaotic, with overlap-

ping of different structures over a wide range of scales. In fully developed

turbulence it is possible to individuate three different ranges of scales. The

large scales, characteristics of the system, at which the energy is injected

from some external forcing, are called integral scales. The scales at which

the dissipation is dominant belong to the dissipative range. In between the

integral and the dissipative scales there is a range in which the dynamics is

dominated by nonlinear effects generating emergy transfers among different
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wavectors. This range of scales is usually called “inertial range”1.

Figure 2.1: A schematic picture of the Richardson cascade. The hierarchy
of structures represents the non-linear transfer of energy between different
scales.

Richardson (1922) gave for the first time a pictorial representation of such

cascade (see Figure 2.1), where the energy is injected in the system at the

integral scale (the large scale ℓ0 in the picture) at some rate ε. Since nonlin-

ear interactions are present, such energy “cascades” through a hierarchy of

smaller and smaller structures within the inertial range.

In the Richardson picture, the energy transfer is assumed to have the

same rate ε as the energy injection. At smaller scales the dissipation become

1Due to the shape of the nonlinear terms of MHD equations, in MHD this picture is

real only when the correlations between velocity and magnetic field v · b are small.
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dominant so that the cascade is eventually stopped and the energy is dissi-

pated, always at rate ε. The usual tool to study the turbulent cascade is by

means of the field increments. Starting with a field ψ(r) one can define the

following variables:

δψℓ(r) = ψ(r+ δr)− ψ(r) , (2.18)

where ℓ = |δr|. As can be easily understood, these variables can give in-

formations about the presence of structures in the field at a given scale ℓ

(shown in the Figure 2.2). The field increments are stochastic variables, and

a statistical approach is needed.

Figure 2.2: A schematic image showing how the field differences can be used
to represent the presence of vortical structures. In fact, in correspondence of
such structures, the velocity increment computed at the scale of the structure
is high when, the velocities being directed in opposite directions at the edges
of the eddy.

3 Analisys of turbulent field

We will now introduce some well known concepts in order to point out

the relationship between the classical tools used for the analysis of turbulent
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fields. A statistical approach can provide informations about the physical

properties of the system, since we are working with stochastic variables.

3.1 Energy spectra

Given a stochastic field ψ(r), the Fourier transform of its i-th component

is

ψi(r) =
∫

ψ̂i(k)e
ik·r d3r .

If homogeneity and isotropy are assumed, the associated energy spectrum is

E(k) = 4πk2U(k)

where U(k) = |ψ̂(k)|2/2. The energy spectrum is simply related to the

autocorrelation function

1

2
〈ψi(r)ψj(r)〉 =

∫ ∞

0
E(k)dk . (2.19)

Energy spectra are a powerful tool for the analysis of turbulence. In fact, they

allow a description which is able to capture the main energy cascade features.

In particular, it is found that the energy spectrum of a turbulent field has

power-law behaviour (Kolmogorov, 1941 [68]; see also Frisch, 1995 [48])

E(k) ∼ k−α (2.20)

within the inertial range of the energy cascade. Figure 2.3 shows an example

of spectrum for fluid case. The different ranges described by the Richardson

cascade can be easily identified in the spectrum. It is easy to relate the

energy spectra to the field increments variance. Using the relation (2.19)

and recalling that:

1

2
〈ψi(r)ψj(r+ δr)〉 =

∫ ∞

0
E(k)

sin kδr

kδr
dk ,
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Figure 2.3: The energy spectra of the streamwise component (white circles)
and lateral component (black circles) of velocity fluctuations in high Reynolds
number jet (from Frisch, 1995 [48]).

it is straightforward to figure out that

〈|ψi(r+ δr)− ψi(r)|2〉 = 4
∫ ∞

0
E(k)

(

1− sin kδr

kδr

)

dk . (2.21)

If the spectrum E(k) decreases slowly enough (a power law with exponent

α > 1 ), then the main contribution to the integral (2.21) comes from E(k),

at least for scales smaller than the large scale ℓ0, so that the energy spectrum

is directely related to the second order moment of the field increments.

3.2 Probability distribution functions (PDFs)

The main statistical tool is the Probability Distribution Function (PDF)

of the field increments. We present here some relationship between PDFs and

and other quantities such as energy spectra and structure functions. If the
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PDF P (x) of a stochastic variable x is known, then it is possible to compute

the infinite set of moments defined as:

〈xn〉 =
∫

xn P (x) dx . (2.22)

Let us introduce the characteristic function of P (x) , (its Fourier transform)

Φ(k) =
∫

eikx P (x) dx = 〈eikx〉 ;

using the Taylor series to expand the exponential eikx,

Φ(k) =
∫

dxP (x)
∞
∑

m=0

(ik)m

m!
xm =

∞
∑

m=0

(ik)m

m!
〈xm〉 , (2.23)

Transforming backward to the physical space

P (x) =
1

2π

∫

dk
∞
∑

m=0

(ik)m

m!
〈xm〉 e−ikx . (2.24)

so that it is possible to compute the PDF of a stochastic variable if all the

moments 〈xm〉 are known. Note that for experimental purposes, given the

stochastic signal provided by some measurements, it is in principle possible

to use the ergodic theorem to compute the moments of the signal without

the knowledge of the PDF, as would be required to apply equation (2.25). In

fact, by deriving n times equation (2.23) and putting k = 0, it is possible to

recompute the moments directely from the data even if the PDF is unknown:

〈xn〉 = 1

in
dnΦ

dkn

∣

∣

∣

∣

∣

k=0

. (2.25)

Gaussian PDFs are a peculiar case. It is a very interesting PDFs class, both

because of its large presence in real systems, and for its statistical properties.

In fact it is very easy to show that a Gaussian PDF needs only the first two
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moments to be completely determined. The first order moment is the average,

and is generally used to translate the PDF so that the new PDF is meanless.

The second order moment is the variance σ2 = 〈(x − 〈x〉)2〉. The Gaussian

being a even function, the odd order moments are trivially zero. Let us

compute now the even order (2n) moments using the relation (2.25). It is

well known from the Fourier transformation that the characteristic function

of a Gaussian is itself Gaussian, with standard deviation σ′ = 1/σ:

Φ(k) = e−
1

2
σ2k2 .

The derivative can be computed using the Hermite polinomials Hn(y) of

order n, that is:

dn

dkn
e−y2 = (−1)ne−y2Hn(y) .

Then, using y = σk/
√
2 the even moments can be written as:

〈x2n〉 = (−1)n(−1)2ne−y2H2n(y)
d2ny

dk2n

∣

∣

∣

∣

∣

k=0

= (−1)n2−nH2n(0)σ
2n (2.26)

that is, all the moments of order larger than two are trivially computed

from the variance, or they are zero. So, the Gaussian PDF can be built up

knowing only the average and the variance of the stochastic variables, for

example using the power spectrum. In other words, energy spectra play the

fundamental role in the classical picture of turbulence, where Gaussian PDFs

are hypothized. Of course, for non Gaussian distributions all the infinite set

of the moments, is required to build the PDF using equation (2.24), so that

the energy spectra lose their key role.
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3.3 Structure functions

The spectral analysis does not provide a complete description of the sta-

tistical properties of the field, unless this has Gaussian PDF. In fact, we

have seen that spectra are a representation of the second order moment. For

non Gaussian fields, the properties of turbulence can be described using the

longitudinal structure functions to represent the higher order moments of the

field. The structure functions are defined as:

Sp(ℓ) = 〈δψp
ℓ 〉 (2.27)

where

δψℓ = [ψ(r+ ℓ)− ψ(r)] · ℓ
ℓ
. (2.28)

are the longitudinal field increments. The use of structure function will be

illustrated in the following pages.

4 Phenomenology of turbulence and scaling

laws

As described by the Richardson cascade, the phenomenology of turbu-

lence involves some fragmentation process of turbulent structures, which

transfer energy through different scales. We describe below the major pillars

of the theory of turbulence like Kolmogorov, 1941 [68] for fluids, and then

Kraichnan, 1965 [69] for MHD (see also Dobrowolny et al., 1980 [26]), giving

the bases for the phenomenological analysis of turbulence.
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4.1 Scaling laws of MHD

A class of solutions of NS equations has scaling properties (Frisch, 1995 [48]),

which are invariant under particular scaling transformations. A similar prop-

erty is also verified for the solution of MHD equations. Let us consider the

ideal (nondissipative) MHD equations:

∂ρ

∂t
+∇ · (ρv) = 0 (2.29)

ρ

[

∂

∂t
+ (v · ∇)

]

v =
1

4π
(∇ × B) × B −∇p (2.30)

∂B

∂t
= ∇ × (v × B) (2.31)

[

∂

∂t
+ (v · ∇)

](

p

ργ

)

= 0 . (2.32)

Let us now define a typical scale ℓ, a characteristic time t, the scaling factor λ

and the characteristic scaling exponent for the time α, in order to introduce

the scaling transformations. When the scale changes by a factor λ, the time

variable changes according to:

ℓ −→ λℓ′ , t −→ λαt′ . (2.33)

In a similar way, we introduce scaling exponents for the other quantities

which appear into the MHD equations

v −→ λhv′ , B −→ λβB′ , p −→ λνp′ , ρ −→ λµρ′ . (2.34)

Inserting the previous relations (2.33) and (2.34) into the MHD equations,

and recalling that ∇ ∼ 1/ℓ, we obtain

λµ−α∂ρ
′

∂t′
+ λµ+h−1

∇
′
·(ρ′v) = 0 ,
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ρ′λµ+h−1

[

∂v′

∂t′
λh + λ2h−1(v′

· ∇
′)v′

]

= −λµ−1
∇

′p′+
1

4π
(∇′

× B′) × B′λ2β−1

so that the same scaling factor is found for the whole equations if α = 1− h,

µ = 2(β − h), and ν = 2β. Under these conditions, that is, if the scaling for

the fields is

ℓ −→ λℓ′ , t −→ λ1−ht′ , v −→ λhv′ ,

B −→ λβB′ , p −→ λ2βp′ , ρ −→ λ2(β−h)ρ′ ,
(2.35)

then the MHD equations remain invariate, for each value of h and β. Note

that in the incompressible case, ρ = const, the scaling exponent is the same

for velocity and magnetic field, β = h. The scaling relations (2.35) just

obtained reveal that a scaling solution must be expected:

δψℓ

δψ0

∼
(

ℓ

ℓ0

)h

(ψ being v or b).

4.2 Kolmogorov law

The phenomenological approach to turbulence is mainly based on dimen-

sional analysis and physical considerations. First of all, as we did in the

scaling analysis, we need to introduce a typical lenght ℓ; the typical values

of the fields (say ψ) corresponding to such scale can be represented for ex-

ample by the field increments δψℓ; a characteristic time tℓ, associated to the

scale ℓ, is also considered. The basic ingredients are thus typical values of

the variables involved in the system. A local (in scale) Reynolds number

Rℓ = ℓδψℓ/ν and the mean energy transfer rate ǫℓ are also needed. The

latter can be defined for fluids:

εℓ =
1

2

∂

∂t
〈v(r) · v(r+ ℓ)〉
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and for plasmas:

ε =
1

2

(

ε± + ε∓
)

where the pseudo-energy transfer rates are defined as:

ε± =
1

2

∂

∂t
〈Z±(r) · Z±(r+ ℓ)〉

and take into account both magnetic and kinetic contributions to energy

transfer. In the framework of the Kolmogorov theory (K41) for fluids (ψ =

v), in fully developed turbulence, and whithin the inertial range, all the

statistical properties of the fields depend only on the scale ℓ, on the mean

energy dissipation rate ε, and on the viscosity ν (first Kolmogorov similarity

hypothesis). Also, ε is supposed to be the common value of the injection,

transfer and dissipation rates. Moreover, the dependence on the viscosity

only arises at small scales, near the bottom of the inertial range. Under such

assumptions, it is possible to compute, by dimensional analysis, the typical

energy transfer (or dissipation) rate (for unit mass) as ε ∼ δv2ℓ/tℓ. The

time tℓ associated to the scale ℓ is the typical time needed for the energy to

be transfered on a smaller scale. By dimensional analysis, tℓ ∼ ℓ/δvℓ , so that

a scaling law for the field increments can be obtained (Kolmogorov’s law):

δvℓ ∼ ε
1

3 ℓ
1

3 (2.36)

It turns out, when applying the Kolmogorov law to the integral scale ℓ0, that

v0 ∼ ε
1

3 ℓ
1

3

0 . This relation can be used to eliminate the energy transfer rate

from (2.36), so leading to the following scaling law for velocity increments:

δvℓ ∼ v0

(

ℓ

ℓ0

)
1

3

. (2.37)
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Recalling the scaling law for the velocity arising from scaling analisys of NS

equations (or MHD as in our case), the similarity hypothesis lead to h =

1/3. Note that, since from dimensional considerations the scaling of the

energy transfer rate should be ε −→ λ1−3hε′, h = 1/3 is the only possible

choice to guarantee the scaling invariance of ε, required by the similarity

hypothesis. At small scales, dissipation (viscosity) is involved. The typical

time associated to dissipative effects can be obtained by dimensional analysis

as: t
(ν)
ℓ ∼ ℓ2/ν . The scale at which the dissipation terms are comparable

with the nonlinear trasfer terms is called Kolmogorov scale η, and can be

simply obtained putting t
(ν)
ℓ = tℓ, so that

η ∼
(

ν3

ε

)
1

4

(2.38)

It is straightforward to translate the dimensional analysis results to spectra.

In fact, using the wave vector k ∼ 1/ℓ, the previous scaling laws can be

written in the wave vector space. In particular, it is possible to introduce

the power spectrum E(k) ∼ δv2ℓ/k, so that from the similarity hypothesis

the spectrum has a power-law behavior within the inertial range

E(k) ∼ ε
2

3k−
5

3 . (2.39)

The power law spectrum (2.39) is widely observed in experimental data, and

is called the Kolmogorov spectrum. Note that in terms of the generic scaling

exponent h, the spectral index is α = 1 − 2h, so that the choice h = 1/3

leads to the Kolmogorov spectrum.
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4.3 Alfvén effect: the Kraichnan spectrum

When performing dimensional analysis of plasma turbulence, it turns

out that the Alfvén effect, that is the presence of small scales fluctuations

moving along the large-scale magnetic field in opposite directions, modified

the interactions between structures. Under the same assumptions as for fluid

turbulence, we can compute by dimensional analysis the typical energy flux

between scales:

Π±
ℓ ∼ |δz±(ℓ)|2

t±ℓ

tℓ being the typical duration of the energy transfer. Now, as it can be seen by

looking at equations (2.16), the Alfvénic fluctuations propagate in opposite

direction along the magnetic field lines, so that the interacting structures are

set apart in a time tA ∼ ℓ/cA, thus modifying the actual interaction time.

If the (non linear) eddy turnover time is t±NL ∼ ℓ/δz∓ℓ , then the interaction

time results

t±ℓ ∼ (t±NL)
2

t±A
∼ ℓcA
δv2

(2.40)

obtained by considering the number of non linear interactions occurring dur-

ing a Alfvén time, t±NL/t
±
A, and considering similar scaling behavior between

the Elsässer fields and the velocity, δz+ ∼ δz− ∼ δv. The energy flux,

corresponding to the energy transfer rate ε±, can thus be written as:

Π±
ℓ ∼ ε± ∼ δv4

ℓcA
(2.41)

so that the scaling law for the velocity (or magnetic field, or Elsässer fields)

is modified by the Alfvén effect

δvℓ ∼ v0

(

ℓ

ℓ0

)
1

4

. (2.42)
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that is h = 1/4. The spectrum is modified accordingly

E(k) ∼ c
1

2

Aε
1

2k−
3

2 . (2.43)

The power law spectrum with Alfvénic effect has spectral index α = −3/2

and is called Kraichnan spectrum.

4.4 The structure functions scaling laws

Given the Kolmogorov and Kraichnan scaling laws for fields increments (2.37)

and (2.42), it is straightforward to compute the scaling law for the longitu-

dinal structure functions from (2.28):

S
(p)
ℓ = 〈δψp

ℓ 〉 ∼ ℓ
p

m , (2.44)

where m = 4 if Alfvén effect decorrelates the interacting structures, and m =

3 if this effect is negligible. The scaling exponent of the structure functions

is then a linear function of the order p, that is ζp = p/m . The scaling (2.44)

implies the power law scaling of the second order moment, the standard

deviation: σ ∼ ℓ
2

m . If the field differences δψℓ have Gaussian distribution,

from the expression (2.26) the linear scaling of the structure functions is then

obtained:

〈δψ2p
ℓ 〉 ∼ ℓ

2p

m .

In other words, the Kolmogorov and Kraichnan scalings for the field incre-

ments require Gaussian PDFs.

4.5 Self-similarity and the scaling of PDF shape

Van Atta & Park (1975) [131] describe the scaling of the PDFs for self-

similar fields. Here we present their argument supporting their studies. Given
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the self-similar signal u(t), let h be the self-similarity parameter, so that

δuT ∼ λ−hδuλT . (2.45)

The cumualtive PDF of δu is

P{δuT ≤ ξ} = P{λ−hδuλT ≤ ξ} = P{δuλT ≤ λhξ}

written in integral form:

∫ ξ

−∞
PT (η) dη =

∫ λhξ

−∞
PλT (β) dβ (2.46)

where PT is the PDF of the field increments δuT . Using the relation:

∂

∂α

∫ φ2(α)

φ1(α)
F (x, α) dx =

∫ φ2(α)

φ1(α)

∂F

∂α
dx+

dφ2

dα
F (φ2, α)−

dφ1

dα
F (φ1, α)

and, recalling that dφ1

dα
= 0, and ∂PT

∂ξ
= 0, we obtain from equation (2.46) the

scaling relation for the PDFs of the field increments of a self-similar process:

PT (ξ) = λhPλT (λ
hξ) . (2.47)

That means that when the scale changes by a factor λ, the amplitude of

the increments varying by the factor λh for the self-similarity, the shape

of the PDFs of different scales increments do not change shape if h has

a constant value. If the value of h is not known, as is often the case for

experimental PDFs of turbulent data, or not unique, which is true for non

self-similar fields, it is however possible to compare the PDFs at different

scales by normalizing them in a suitable way. Let us consider the PDF PT (y)

for which the relation (2.47) holds, and let σT be the standard deviation of

y = δuT . Then, introducing the standardized variable x = y/σT ,

P{x ≤ z} ≡ P{y ≤ σT z} =
∫ σT z

−∞
PT (y) dy .
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Using self-similarity

σλT = λhσT , (2.48)

and using the relations 2.47 and 2.48, we obtain:

fz1 ≡ σTPT (σT z) = σTλ
hPλT (λ

hσT z) = σλTPλT (σλT z) ≡ fz2 . (2.49)

This relation allows to test for self-similarity by looking at the plot of σP

vs. δu/σ. When plotted in this form, the PDFs must superimpose if self-

similarity is present. For this reason, it is always convenient to use the

standardized variables δu′T = δuT/σT when comparing PDFs at different

scales, so that, being σ′
T = 1, there is no need to normalize the PDFs.

To resume, self-similar fields has identical PDFs for the normalized incre-

ments at different scales. The departure from self-similarity can be seen as

rescaling of the PDFs shape with the scale.

5 Intermittency

5.1 The problem of intermittency in turbulence

The Kolmogorov scaling, represented by the linear dependence of struc-

ture functions on the scaling exponent, and by the gaussianity of the PDFs

of increments, is not observed in experimental data. The only exception is

the −5/3 spectrum which is observed everywhere in turbulence. The Kol-

mogorov theory (Kolmogorov, 1941 [68]), hereafter K41, includes the main

fundaments for the turbulence studies, which however need further develope-

ment in the approach to turbulence (Frisch, 1995 [48]). As far as the exper-

imental analysis was dealing with spectral analysis, the K41 theory worked

well, because only the second order moment behavior was investigated. But
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when the more and more accurate experimental techniques permitted the in-

vestigation of higher moments, the need for a different interpretation arised.

The most discussed point, has been the uniform distribution of the energy

transfer rate along the cascade, supposed by the K41 model (Landau & Lif-

shitz, 1987 [70]). The shape of the field increments PDFs changes with the

scale in the experimental results for fully developed turbulence. The PDFs at

large scales are generally nearly Gaussians, but the tails of the PDFs become

higher and higher when the scale decreases. As a consequence, the moments,

represented by the structure functions, scale in a different way, and this is

visible by looking at their scaling exponents, which differ from the K41 pre-

diction ζp = p/3. The presence of large values of the fields increments with

higher probability than in a Gaussian statistics, makes possible this peculiar

behaviour. In other words, the signal is characterised by the presence of

strong fluctuations in some regions of space. This is why the field fluctua-

tions are a intermittent signal. In general, this kind of signals are not purely

self-similar. In Figure 2.4 an example of self-similar signal is presented. This

kind of signal displays the same statistical properties independently on the

scale at which is observed. Moreover, it is similar for each region we observe.

The K41 theory would lead to such a signal, for which the PDF shape would

not change with the scale. On the contrary, Figure 2.5 shows a simple exam-

ple of intermittent signal: the devil staircase, characterised by “active” zones

alternated with flat regions. That is, the self-similarity of the signal in this

last case depends on the position.

To understand the concept of intermittency in turbulent fields, the picture

of the Richardson cascade (see previous Figure 2.1), presented to introduce
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Figure 2.4: An example of self-similar signal: the brownian motion. The
signal shows the same statistical properties everywhere and at all scales.
The zoomed segments of signal repeat the large scale behavior in all positions
(from Frisch, 1995 [48]).

turbulence, can be modified. K41 theory is based on the main point that

the non linear cascade is controlled by the mean energy transfer rate ε. The

actual spatial distribution of ε does not come into play at that level, the idea

of universality implied by the model suggesting a uniform distribution. In

the intermittent case, however, we should restate that only the global mean

value of the energy transfer rate is constant through the cascade, while its

local value can be a (stochastic) fluctuating function, presenting bursty and

quite zones alteratively. Moreover, the presence of strong activity regions is
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Figure 2.5: The devil staircase: an intermittent signal. The statistical prop-
erties of the signal change when we look at different scales, in different po-
sitions. The zoomed fragments of signal can be active or flat, depending on
the position, and are in general different from the large scale (whole signal),
which inculdes both (from Frisch, 1995 [48]).

scale-dependent, as can be visualized in Figure 2.6.

This modified Richardson cascade picture shows the concentration of active

structures on definite positions of the space, and such concentration becomes

more and more evident as the scale decreases.
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Figure 2.6: A schematic picture of the intermittent Richardson cascade. The
local differences of transfer of energy are represented by concentration of
active structures ir regions of the space. At the dissipative scales, the dissi-
pation field is bursty and intermittent.

5.2 The multiplicative cascade, fractal and multifrac-
tal models

The first correction to the K41 theory has been made by Kolmogorov

himself in 1962, and is so called K62 (Kolmogorov, 1962 [67]). In this model,

the local variations of the energy transfer rate are taken into account, so

that εℓ(x) is now the value of the energy transfer rate averaged on a ball of

radius ℓ centered in x:

εℓ(x) =
1

ℓ3

∫ x+ℓ

x
ε(t) dt ,
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its distribution is log-normal, and its variance follows a logarithmic scaling

law: σlog εℓ = A+B log(ℓ0/ℓ). As for the K41, the global mean energy transfer

rate remains constant for each scale, all along the cascade, from injection to

dissipation. It is possible to give a justification for the log-normal choice by

considering the cascade as a multiplicative process. In that view, the local

transfer of energy is considered as a random variable, for example uniformely

distributed in some interval. Given the integral scale (ℓ0) energy transfer

rate ε0, the energy trasfer rate at a generic smaller scale εn = εℓn , where

ℓn = 2−nℓ0, can be then computed as the result of a multiplicative cascade

εn = ε0
n
∏

i=1

βi ,

the multiplicative factors βi being random variables. Taking the logarithm

of both sides of last relation:

ln εn = ln ε0 +
n
∑

i=1

ln βi .

When the steps number n is large enough, the central limit theorem can be

applied, so that a log-normal distribution for εn is obtained. In terms of

structure functions scaling exponents, the log-normal model provides

Sp(ℓ) ∼ ℓ
p

m
+ 1

18
µp(3−p) ,

where µ is a scale dependent parameter. This scaling law is more suitable to

fit the experimental results than the linear prediction, but still the accord is

not good. Besides experimental evidences, at large p the K62 model failed

because of many problems, as claimed by Yaglom and other authors. Anyway,

the idea underlying the multiplicative cascade has been used for many of the
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models built up to describe intermittency. One of the first models is the β-

model (Frisch et al., 1978 [48]). The main idea underlying this model is that

for each step of the energy cascade the volume of space occupied by active

structures is a fraction 0 < β < 1 of the volume occupied by the parent

generation. This is again a multiplicative process. If the scale at the step n

is given by ℓn = ℓ0k
n (where 0 < k < 1 is a step factor, for example k = 0.5),

then the fraction of space where active structures lie at such step is βn, The

step number n can be rewritten as n = ln(ℓn/ℓ0)/ ln k, so that the active

fraction of space can be written as

pn = β
ln( ℓn

ℓ0
)

ln k =

(

ℓn
ℓ0

)
ln β

ln k

.

The exponent lnβ
ln k

= 3 − D represents the fractal dimension D of the space

occupied by active structures at the step n,

pn =

(

ℓn
ℓ0

)3−D

.

It is clear that the energy is transferred to smaller scales only in a subset S

of the space, of fractal dimension D, so that

εn(x) ∼
{

ℓDn if x ∈ S
0 if x /∈ S

(2.50)

Considering that the energy transfer is εn ∼ δv3
ℓn

ℓn

(

ℓn
ℓ0

)3−D
, the velocity incre-

ments scaling law becomes:

δvℓ ∼ δv0

(

ℓ

ℓ0

)
1

m
− 3−D

3

.

The scaling exponent h = 1/m− (3−D)/3 leads to the following law for the

structure functions scaling exponents:

Sp(ℓn) ∼ δvp0

(

ℓ

ℓ0

)ζp

, ζp =
p

m
+ (3−D)

(

1− p

m

)

.
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Since ζp from the β-model is a linear function of the order p, the model cannot

describe the experimental data. In particular, this means that the shape of

the increments PDFs, even if it is no longer Gaussian, does not change with

the scale. Anyway, the model is very important because of the introduction

of the concept of fractal dimension of the structures. In fact, a further step

can be done and the multifractal model can be introduced starting from the

idea of the fractal β-model.

The multifractal idea is to consider a continuous spectrum of possible values

of the scaling exponent h, as for the scaling of the equations. That is, the

space can be considered as composed by an infinite number of subsets Sh,

each one of fractal dimension D(h), and on each of which the scaling is

described by the exponent h (Frisch & Parisi, 1994). Summing together all

the subspaces contribution to the scaling of the fields gives:

δvℓ(x) ∼ δv0

(

ℓ

ℓ0

)h

, x ∈ Sh.

The structure functions can now be considered as the superposition of infinite

power-laws, each one representing the set where its esponent is valid:

Sp(ℓ) ∼ δvp0

∫ hmax

hmin

(

ℓn
ℓ0

)ph+3−D(h)

dµ(h) .

µ(h) being the measure representing the probability distribution function of

the exponents h. The integral can be solved exactly with the saddle point

method and leads to

ζp = inf
h
[ph+ 3−D(h)] .

From an heuristic point of view, this can be understood by noting that,

since (ℓ/ℓ0) ≪ 1 , the leading exponent for each value of the order p is the
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minimum allowed. This behavior is not determined, since it needs of course

some assumption on the measure µ (Paladin & Vulpiani, 1987).

Many of the models developed to describe intermittency are multifractal,

as for example the random β-model (Benzi et al., 1984 [10]), the She and

Lévêque model (She & Lévêque, 1994 [111]) and the p-model introduced by

Meneveau and Sreenivasan, 1987 [87].

The random β-model assumed that β is a random variable instead of being

a constant. It was the first multifractal multiplicative model able to fit

the scaling exponent of the structure functions. In that model, at a scale

ℓn there are Nn mother eddies. The daughter eddies of size ℓn+1 cover a

fraction βn+1(k) of the mother k, with k = 1, ..., Nn . The velocity increment

at a scale ℓn is given by the typical velocity vn(k) of the corresponding eddy

whose lifetime is τ ∼ ℓn
vn
. The energy transfer rate is therefore

ǫn ∼ v3n
ℓn

.

As a consequence that the energy transfer is constant throughout the cascade,

one has

v3n
ℓn

= βn+1(k)
v3n+1

ℓn+1

.

After n cascade steps, an eddy is individuated by a particular history of

fragmentation (i.e. a sequence of random variables β1, ..., βn), so that it covers

a fraction of the fluid volume
∏

i βi. Assuming that the βi’s are independent,

identically distributed random variables, the structure function
〈

vpn

〉

scale

with exponents

ζp = −p
3
− log2β̄

1−p/3 , (2.51)

44



where the overbar indicates the average over the probability distribution of

β. If β is a constant, i.e. βn(k) = 2D−3 for all n and k, one recovers the

results of the beta model. Phenomenological arguments suggest restricting

the choise of the β probability distribution to a dichotomic distribution with

a free parameter x:

P (β) = xδ(β − 1) + (1− x)δ(β − 23hmin−1) . (2.52)

The two limiting case are x = 1, corresponding to the K41 theory, and

x = 0, corresponding to the usual beta model, where the end of the cascade

the energy dissipation concentrates on a fractal structure with dimension

D = 2 + 3hmin .

She and Lévêque proposed a different random multiplicative model with a

hierarchy of fluctuation structures associated with vortex filaments. The

resulting formula for the exponents of the structure functions

ζp = −p
9
+ 2− 2

(

2

3

)p/3

, (2.53)

corresponds to assuming that the energy transfer rate has a log-Poisson dis-

tribution (Dubrulle, 1994 [30]), and can be obtained from the random-β

model by taking in the equation (2.52) the simultaneous limits x → 1 and

n(1− x) = C when the cascade step n→ ∞. In other words the probability

x of having a space-filling eddy fragmentation of Kolmogorov depends on the

length scale and tends to unity for the lowest eddy size considered.

Meneveau and Sreenivasan presented in 1987 a simple model to describe

the energy-cascading process in the inertial range, that fits remarkably well
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the entire spectrum of scaling exponents for the dissipation field in fully de-

veloped turbulence. In the so-called “p-model”(Meneveau and Sreenivasan,

1987 [87]) a one-dimensional (1D) spatial distribution of the energy flux

at different spatial scales, is reconstructed through a multiplicative process.

Each eddy breaks down into two new ones. This cascade terminates when

the eddies are of the size of the Kolmogorov scale η (Figure 2.7). This version

Figure 2.7: Fig.1 One-dimensional version of a cascade model of eddies (Men-
eveau and Sreenivasan, 1987 [87])

is a simple generalized two-scale Cantor set (Halsey et al., 1986 [53]), with

equal scales but unequal weights. Thus, an eddy at a given scale ℓ breaks in

two eddies at the scale ℓ/2, and the energy flux ǫ associated with the parent

eddy is unequally distributed to the two daughter eddies, with fractions given
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by 2pǫ and 2(1− p)ǫ, respectively, with 0.5 ≤ p ≤ 1. Thus, going from larger

to smaller scales, the energy flux tends to become more and more spatially

localized. This feature reproduces the increasing structure localization at

smaller scales, which is typical of intermittency.

6 Summary

In this chapter we have introduced the main concepts of magnetohydro-

dynamics (MHD) and turbulence. We have given an overview of different

ways to study the plasma system and after we have described in more details

the MHD theory, discussing the corresponding equations. The attention was

focused on the statistical properties of velocity and magnetic fields, as well

as on the tools used to describe them. The main characteristic of this sets of

equations is the presence of nonlinear terms similar as in the fluid equations,

and extra terms describing the coupling between velocity and magnetic field.

These nonlinearities are responsible for scaling properties of the equations,

which is prelude to turbulence. As described by the Richardson cascade, the

phenomenology of turbulence involves some fragmentation process of tur-

bulent structures, which transfers energy through different scales. We have

described the major pillars of the theory of turbulence like the theory by

Kolmogorov (1941) for fluids, and by Kraichnan (1965) for the MHD case,

giving the bases for the phenomenological analysis of turbulence. We have

seen that intermittency is linked to the presence of structures, and can modify

the statistics of the fields increments. The rest of the chapter was devoted to

the characterization of intermittency and of such structures. Finally, fractal

and multifractal models were presented to understand how the intermittency
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phenomenon can be explain throughout multiplicative processes.

In the next chapter we will present and discuss in details a new model of syn-

thetic turbulence, i.e., a numerical model which generates a turbulent field

whose statistical properties are similar to those of a real turbulent system,

which we have described in the present chapter.
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Chapter 3

Synthetic Turbulence

As we discussed in the previous chapter, the dynamics of different kinds

of fluids is characterized by turbulence. It plays a key role in determining

various phenomena for the very efficient transfer of energy across scales,

establising the connection between the macroscopic flow and the microscopic

dissipation of its energy. Turbulence represents an universal phenomenon

with a peculiar property represented by intermittency (Frisch, 1995 [48]).

Considering the increments ∆v(x,X) = v(x+X)− v(x) of a turbulent field

v at a given displacement X for all the possible positions x, their statistical

distribution f(∆v) is not self-similar at all the scales ℓ = |X|. In particular,

f(∆v) is essentially Gaussian at large scales, while for decreasing ℓ the tails

of the distribution f(∆v) become more and more significant, indicating that

fluctuations with amplitude much larger than the root mean square value

become more and more frequent, with decreasing the scale ℓ. Nonlinear

dependence of scaling exponent ζq of structure functions Sq(l) of order q,

prove the lack of self-similarity, where Sq(ℓ) ∝ lζq being the q-order moment

of the distribution f(∆v) at the scale ℓ (Frisch, 1995 [48]).

In consequence of intermittency, large-amplitude fluctuations at small scales
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appear to be localized in space. It has been assumed that intermittency is a

consequence of a spatially nonuniform spectral energy flux. An intermittent

signal is a function that manifests activity only in certain regions of space

or take place over a period of time that decrease with the scale. According

to the definition, Gaussian signals are not intermittent just as signals, that

satisfy the Kolmogorov’s theory (Kolmogorov, 1941 [68]). In this respect it

is also noted that the fluctuating energy tends to concentrate at locations

where the spectral flux is larger. Energy localization becomes more noticeable

at smaller scales due to a cumulative effect. Most of the models for the

description of intermittent turbulence are based on this idea. Examples are

the random-β model (Benzi et al., 1984 [10]), the She and Lévêque model

(She & Lévêque, 1994 [111]), and the p-model (Meneveau and Sreenivasan,

1987 [87]), as mentioned under Chapter 2 above.

1 State of the art and previous models

Models built up over time have been aimed at reproducing the main

features of turbulence including intermittency. A natural way to obtain a

representation of turbulence is by direct simulations in which a numerical so-

lution of fluid equations, within a given spatial domain, is calculated starting

from suitable initial conditions. Like every approches, it presents advantages

and drawbacks. The main advantage consists in being based on first prin-

ciples (such as mass, momentum, and energy conservation); in particular,

direct simulations of both fluid and MHD equations reproduce intermittency

self-consistently. The main limitation is the finite space resolution, which

determines the extension of the range of spatial scales. This disavantage can
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become very severe in 3D configurations: for high-Reynolds number fluids,

as typically happens in astrophysical contexts, realistic simulations would re-

quire huge computational efforts. It is very important to address this problem

and a step in this direction is represented by the so-called “synthetic turbu-

lence”. In particular, we built up a new synthetic turbulence model, which

will be described and discussed in detail in the remainder of the present chap-

ter. The model has been presented in a paper (Malara et al., 2016 [75]), and

an application of the model to transport of particles in a turbulent magnetic

field is given in Pucci et al., 2016 [99]. The main advantage of this approach

is its reduced computational requirement with respect to direct simulations.

This allows to represent, for instance, spatial scale ranges that are larger than

in direct simulation, but employing smaller computing resources. Synthetic

turbulence is able to reproduce the main properties of a turbulence field

starting from simplified models that mimic the processes taking place in real

turbulence. It can be also useful in specific context, such as understanding

fundamental scaling properties of turbulence (Juneja et al., 1994 [61], Ar-

neodo et al., 1998 [5]); describing processes that involve very different spatial

scales (e.g., particle transport or acceleration, diffusion, and drop formation)

(Sardina at al., 2015 [108]); evaluating subgrid stresses (Scotti and Meneveau,

1999 [110], Kerstein et al., 2001 [63], McDermott et al., 2005 [86]) and gen-

erating initial conditions for numerical simulations (Rosales and Meneveau,

2006 [103]). Different methods to generate synthetic turbulence have been

conceived with different features, in according to the applications they are

designed for (Bensi et al., 1993 [9], Biferale et al., 1998 [11]). Juneja et al. [61]

presented a “wavelet-based” model, which produces a function with the sta-
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tistical properties of a signal measured along a line in a turbulent field; in

particular, intermittency is reproduced with a multiplicative procedure and

has the same properties as those of turbulent energy dissipation rate ǫ. This

scheme was implemented in one dimension. A generalization in three dimen-

sions of such a model has been proposed by Cametti et al., 1998 [16], where

a spatially localized 3-D structures are superimposed at different scales. The

amplitude of each structure is chosen in order to reproduce a given spectrum

and the spectral energy flux is determined by a multiplicative process similar

to the p-model. 3D models obtained by a superposition of random-phased

Fourier modes with a given spectrum have been used to study transport pro-

cesses in turbulent magnetic fields (Zimbardo et al., 2000 [139], Ruffolo et al.,

2006 [105]); such models can include spectral anisotropy, but phase random-

ness does not allow for the inclusion of intermittency. Time dependence has

been included in a 1D model by Lepreti et al., 2006 [72], where time variation

is obtained by means of an associated shell model. A minimal Lagrangian

map method has been proposed by Rosales & Meneveau, 2006 [103] and also

2008 [102], to reproduce 3D hydrodynamic turbulence. The procedure is a

simple method for generating synthetic vector fields. Using a sequence of

low-pass filtered fields, fluid particles are displaced at their rms-speed for

some scale-dependent time interval, and then interpolated back to a regular

grid. Fields produced in this way are seen to possess certain properties of

real turbulence. A recent generalization to the MHD case has been presented

by Subedi et al., 2014 [125]. Finally, a method to reconstruct a 3D magnetic

turbulence with nearly constant magnetic field intensity and a prescribed

spectrum has been proposed by Roberts, 2012 [101].
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In this work we present a new model of synthetic turbulent field, which be-

longs to the class of “wavelet-based” models (Juneja et al., 1994 [61]). Our

model has many aspects similar to the model by Cametti et al., 1998 [16], but

with important differences. The model by Cametti et al. suffers from strong

limitations due to large memory requirements when increasing the range of

spatial scales. Through employing a different algorithm our model allows us

to reproduce very large ranges of spatial scales with very low memory require-

ments and short computational times. This feature is very important in all

the cases in which a high-Reynolds-number turbulence is to be represented,

as typically happens in astrophysical applications.

2 Description of the model

We have built up a new model of synthetic turbulence, which will be

described and discussed in detail in the following. The model has also been

presented in a recent paper (Malara et al., 2016 [75]). An application of our

model to the problem of energetic particle transport in a turbulent magnetic

field is described in the paper by Pucci et al. 2016[99].

Our synthetic turbulence model generates a three-component solenoidal time-

independent turbulent field, which will be denoted by v = v(x) = (vx, vy, vz).

The field is defined within a 3D spatial domain in the form of a parallelepiped

D = {x = (x, y, z)} = [0, Lx]× [0, Ly]× [0, Lz]. Periodicity is imposed on all

the boundaries of the domain D. The velocity field is obtained as a suitable

superposition of localized ”basis functions”, each of which represents an eddy

characterized by its spatial scale ℓ , position, amplitude, and spatial profile to

simulate the turbulent cascade. The scales ℓ have discrete values ℓm that span
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a range corresponding to the inertial range of the turbulence. The amplitudes

of the eddies are derived taking into account both their relationship with the

average spectral energy flux and the intermittent character of the local energy

flux.

2.1 Spectrum and cell hierarchy

To simulate the process of the eddy breaking within the turbulent cascade,

we build a hierarchy of cells at different spatial scales. Each scale is identified

by the (integer) index m = 0, ..., Ns , where Ns is the number of scales

included in the model. Each cell roughly corresponds to the support of a

localized function representing an eddy. At the largest scale, identified by

the index m = 0, there is only one cell, which coincides with the whole

domain D; thus, the corresponding typical size is L0 = (LxLyLz)
1/3. The

cells at the next scale m = 1 are obtained by dividing all the edges of D in

two equal parts, thus obtaining eight equal parallelepipeds, each occupying

1/8 of the volume of D. Such a process is recursively repeated a number Ns

of times. Thus, at the mth scale, the cell size is

ℓx,m = 2−mLx , ℓy,m = 2−mLy , ℓz,m = 2−mLz (3.1)

along x, y and z, respectively, with m = 0, . . . Ns. At the m-th scale, the

domain is divided into 23m cells, each occupying a volume Vm = 2−3mL3
0 and

with a typical size

ℓm = (ℓx,m ℓy,m ℓz,m)
1/3 = 2−mL0 (3.2)

It is especially important to note that every cell at any scale present the same

aspect ratio as the domain D; At any given scale m, all the cells form a 3D
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lattice filling the whole domain D. We indicate the cells by

C(i,j,k;m) = {(x, y, z)} = [(i− 1)ℓx,m, i ℓx,m]× [(j − 1)ℓy,m, j ℓy,m]×

[(k − 1)ℓz,m, k ℓz,m] (3.3)

Hereafter the indexes i, j, k = 1, . . . , 2m will identify the cell position within

the 3D lattice at the m-th scale. The total number of cells contained in the

model is indicated by

Ncell =
Ns
∑

m=0

23m (3.4)

Note that in the models by Juneja et al. [61] and Cametti et al. [16], no

cell hierarchy is used because each eddy can occupy any position within the

spatial domain.

Size of the cells at the smallest scale is of the order of ℓNs
= 2−NsL0.

We assume that the eddy amplitudes are non-vanishing in the range of scales

ℓI ≤ ℓm ≤ ℓd, where ℓI = 2−mIL0 and ℓd = ℓNs
correspond to the energy in-

jection scale and to the dissipative scale, respectively. Such a range represents

the inertial range of the turbulence. In order to have statistical homogeneity,

the injection scale ℓI must be sufficiently smaller than the largest scale ℓ0;

we set mI = 2, corresponding to ℓI/ℓ0 = 1/4. An important parameter of

the model is the spectral width r defined as the ratio

r = ℓI/ℓd = 2Ns−mI (3.5)

Within the inertial range, the mean fluctuation amplitude ∆vm at the scale

ℓm follows a power law

∆vm = ∆vI

(

ℓm
ℓI

)h

(3.6)

55



where ∆vI is the fluctuation amplitude at the injection scale ℓI . The ex-

ponent h is equal to 1/3 in the case of a Kolmogorov spectrum. As usual,

an expression for the dissipative scale can be found by imposing that at the

scale ℓd the nonlinear time τnl(ℓ) = ℓ/∆v(ℓ) is equal to the dissipative time

τd(ℓ) = ℓ2/ν, where ν is the dissipative coefficient. Using the relation (3.6),

this gives

ℓd ∼
(

ν

∆vI

)
1

1+h

ℓ
h

1+h

I =
ℓI

Re
1

1+h

(3.7)

where Re = ∆vI ℓI/ν is the Reynolds number. From equation (3.7), using

the relation (3.5) the Reynolds number Re can be related to the ratio r and

to the parameters of the model:

Re ∼
(

ℓI
ℓd

)1+h

= r1+h = 2(Ns−mI)(1+h) (3.8)

The tests of the model described in the next section have been performed

using Ns = 16. This corresponds to a spectral width r = 214 ≃ 1.6 × 104

giving a spectrum more than 4 decades wide. Using equation (3.8) with h =

1/3 this gives an estimation for the Reynolds number Re ∼ 256/3 ≃ 4× 105.

This value of Re is more than two orders of magnitude larger than what

can be typically reached in 3D direct simulation with present day standard

computational resources.

2.2 Eddy structure

The turbulent field is modeled as a superposition of spatially-localized

eddies. Each eddy is associated with a cell, so that the total number of

eddies coincides with Ncell. We indicate by ∆v(i,j,k;m) the field of the eddy

associated with the cell C(i,j,k;m). Since the field is solenoidal, we write it in
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terms of a vector potential Ψ(i,j,k;m):

∆v(i,j,k;m)(x) = ∇×Ψ(i,j,k;m)(x) = a(i,j,k;m) ∇×Φ(i,j,k;m)(x) (3.9)

where the vector function Φ(i,j,k;m) determines the spatial form of the field

∆v(i,j,k;m). We choose the order of magnitude of ∇×Φ(i,j,k;m) such as

|∇ ×Φ(i,j,k;m)(x)| ∼ 1 (3.10)

for any scale m. With this choice, the quantity a(i,j,k;m) in equation (3.9)

represents the amplitude of the eddy. Both ∆v(i,j,k;m)(x) and Φ(i,j,k;m)(x)

are defined in the subdomain

D(i,j,k;m) = {(x, y, z)} =
[(

i− 3

2

)

ℓx,m,
(

i+
1

2

)

ℓx,m

]

× (3.11)

×
[(

j − 3

2

)

ℓy,m,
(

j +
1

2

)

ℓy,m

]

×
[(

k − 3

2

)

ℓz,m,
(

k +
1

2

)

ℓz,m

]

and are vanishing outside D(i,j,k;m). Thus, D(i,j,k;m) represents the support of

the functions ∆v(i,j,k;m) and Φ(i,j,k;m). Comparing equations (3.3) and (3.11)

we see that the sub-domain D(i,j,k;m) is wider than the corresponding cell

C(i,j,k;m) by a factor 2 along each space direction. Thus, the fields of adjacent

cells partially overlap. Indeed, if D(i,j,k;m) and C(i,j,k;m) were coincident,

the fluctuating field at a given scale would vanish at any surface border of

adjacent cells; this would introduce an artificial periodicity at all the scales

that would affect statistical homogeneity. Eddy overlapping is implemented

in order to avoid this problem. Within a given sub-domain D(i,j,k;m) a set of

linearly rescaled local spatial coordinates are defined by the relations:

X(i;m) = X(i;m)(x) =
1

2 ℓx,m

[

x−
(

i− 1

2

)

ℓx,m

]
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Y (j;m) = Y (j;m)(y) =
1

2 ℓy,m

[

y −
(

j − 1

2

)

ℓy,m

]

(3.12)

Z(k;m) = Z(k;m)(z) =
1

2 ℓz,m

[

z −
(

k − 1

2

)

ℓz,m

]

The origin (X(i;m), Y (j;m), Z(k;m)) = (0, 0, 0) of rescaled coordinates corre-

sponds to the center of the sub-domain D(i,j,k;m), while each rescaled coor-

dinate varies in the interval [−1/2, 1/2] when the point (x, y, z) varies inside

D(i,j,k;m). The explicit form of the vector function Φ(i,j,k;m) is given in terms

of the rescaled coordinates by the following expression

Φ(i,j,k;m)(x, y, z) =
ℓm
L0

F (ξ(i,j,k;m))F (η(i,j,k;m))F (ζ(i,j,k;m)) (3.13)

where the variables ξ(i,j,k;m), η(i,j,k;m) and ζ(i,j,k;m) are defined below [Eqs.

(3.14)], and F (t) is a polynomial function which determines the spatial profile

of the eddy. We used the form:

F (t) = 256t8 − 256t6 + 96t4 − 16t2 + 1 , for − 1

2
≤ t ≤ 1

2

F (t) = 0 elsewhere

A plot of the function F (t) is given in the top panel of Figure 3.1.

The function F (t) has one single maximum at t = 0 (F (0) = 1) and

vanishes with its derivatives up to the 4-th order at t = ±1/2. Then, equa-

tion (3.13) corresponds a localized eddy which matches with neighboring

eddies with continuous derivatives up to the 4-th order. This implies that

the turbulent field is continuous with all its derivatives up to the third order;

in particular, the vorticity (if we interpret v as a velocity field) or the cur-

rent density (if we interpret v as a magnetic field) are continuous with their

first derivatives. This feature is different from what done in the models by

58



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

-0.5 -0.25  0  0.25  0.5

F

t

-6

-4

-2

 0

 2

 4

 6

 8

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

v/
a

X

Figure 3.1: Top panel: the profile of the undistorted base function F (t).
Bottom panel: an example of superposition of neighboring distorted eddies
in a given interval along the x direction.

Juneja et al. [61] and Cametti et al. [16], in which the profile of the eddy is

simpler (a piecewise-linear function), but discontinuities are present in the

first derivatives of the turbulent field. The choice of having a more regu-

lar field has mainly been done in the perspective of employing the model in

test-particle studies; this is useful, for instance, if a term proportional to the

current density (the resistive electric field) is included in the motion equation

of particles. We also note that F (t) ∼ 1, in the interval −1/2 ≤ t ≤ 1/2.

The variables ξ, η and ζ are related to the rescaled coordinates by the
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nonlinear relations:

ξ(i,j,k;m) = X(i;m) + γ(i,j,k;m)
x

(

X(i;m)2 − 1

4

)

η(i,j,k;m) = Y (j;m) + γ(i,j,k;m)
y

(

Y (j;m)2 − 1

4

)

(3.14)

ζ(i,j,k;m) = Z(k;m) + γ(i,j,k;m)
z

(

Z(k;m)2 − 1

4

)

where γ(i,j,k;m)
x , γ(i,j,k;m)

y , γ(i,j,k;m)
z are constants which are randomly chosen in

the interval [−1, 1]. The nonlinear mapping (3.14) introduces a distortion in

the spatial profile of the eddy along the three spatial directions, whose entity

is determined by the three random numbers γ(i,j,k;m)
x , γ(i,j,k;m)

y and γ(i,j,k;m)
z .

This effect has been introduced in order to improve the statistical homo-

geneity of the fluctuating field. Note that the above regularity properties of

the vector potential are preserved by the mapping (3.14). A plot illustrative

of the profile of few distorted and overlapped eddies is given in the bottom

panel of Figure 3.1.

Finally, using the definitions (3.1), (3.2), (3.12), and (3.14), it can be

verified that the form (3.13) of the vector function Φ(i,j,k;m) satisfies the

assumption (3.10).

2.3 Turbulent cascade and intermittency

The amplitudes a(i,j,k;m) of the eddies are determined considering the phe-

nomenology of the turbulent cascade. In a stationary situation, the mean

energy transfer rate 〈ǫ〉 at a given spatial scale ℓ is independent of ℓ (Kol-

mogorov, 1941 [68]), where spatial brackets indicate a spatial average. For hy-

drodynamic turbulence 〈ǫ〉 ∼ [∆v(ℓ)]3/ℓ, implying that the mean fluctuation

at the scale ℓ is ∆v(ℓ) ∝ ℓ1/3. This scaling law corresponds to the Kolmogorov
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spectrum, where the spectral energy density is e(k) ∝ k−5/3, with k the wave

number. In general, we assume that in the inertial range ∆v follows the power

law given in equation (3.6), corresponding to e(k) ∝ k−(2h+1). However, it

turns out from experimental observation that the energy transfer rate ǫ is not

spatially uniform, but rather change from place to place according to the ef-

fectiveness of nonlinear couplings (Kolmogorov, 1962 [67]). Consequently, the

amplitude of fluctuations is not spatially uniform, but fluctuations stronger

than the average value 〈∆v(ℓ)〉 form locally, which are separated by regions

of weaker fluctuations. This feature propagates to smaller scales through a

multiplicative process, becoming more and more relevant with decreasing ℓ.

Thus, at small scales the field is characterized by very strong and localized

fluctuations with wide “quiet” regions in between: this is the phenomenology

of intermittency.

In our model such a process is modeled as in the p-model by Meneveau

& Sreenivasan, 1987 [87], where p is a fixed parameter chosen in the interval

[1/2, 1]. Energy flows from large to smaller eddies with an unequal rate ǫ:

each “parent” eddy at a scale ℓm gives energy to its eight “daughter” eddies

at the scale ℓm+1 with two possible rates; namely, ǫm+1 = 2pǫm ≥ ǫm for four

daughter eddies and ǫm+1 = 2(1−p)ǫm ≤ ǫm for the remaining four daughter

eddies. For p = 1/2 we have ǫm+1 = ǫm, i.e. the rate ǫ is equal at all

the scales and positions; this corresponds to a non-intermittent fluctuating

field. With increasing p above the value 1/2, differences between the rates

increase and the level of intermittency increases, as well. In our synthetic

turbulence model p is a free parameter that we use to investigate the effects

of intermittency. More specifically, the transfer rate is recursively determined
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for the eddies daughters of the “(i, j, k;m)” parent eddy by:

ǫm+1,n = 2p ǫm β
(i,j,k;m)
n + 2(1− p) ǫm (1− β(i,j,k;m)

n ), (3.15)

m = 0, . . . , Ns , n = 1, . . . , 8

where β(i,j,k;m)
n = 1 for four randomly chosen daughters (for instance, n =

3, 5, 7, 8) who receive more energy, while β(i,j,k;m) = 0 for the remaining

four daughters (n = 1, 2, 4, 6) who receive less energy. The choice of the

four daughter eddies which will receive more energy and of those which will

receive less energy is made among twelve possible ”heritage patterns”, which

are schetched in Figure 3.2.

Figure 3.2: A graphic representation of the twelve ”heritage patterns”. In
each pattern, cells which receive more (less) energy are represented in red
(yellow).

Finally, the amplitude of any eddy is given by

a(i,j,k;m) = σ(i,j,k;m)a0

[

ǫ(i,j,k;m)
m

ǫ0

ℓm
ℓ0

]h

(3.16)

where a0 = a(1,1,1;0) and ǫ0 = ǫ(1,1,1;0) are the amplitude and the energy

transfer rate at the largest scale, respectively, and the exponent h is related
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to the spectral slope. The quantity σ(i,j,k;m) in equation (3.16) represents the

sign of the eddy and it is randomly chosen as σ(i,j,k;m) = 1 or σ(i,j,k;m) = −1.

In conclusion, the turbulent field is given by

v(x) =
Ns
∑

m=mI

2m
∑

i,j,k=1

∇×Ψ(i,j,k;m)(x) =
Ns
∑

m=mI

2m
∑

i,j,k=1

a(i,j,k;m) ∇×Φ(i,j,k;m)(x)

(3.17)

where the derivatives in the ∇ operator are to be calculated with respect to

the coordinates x, y and z, and the index mI identifies the injection scale

ℓI . Using the expressions given in equations (3.12)-(3.14), the analytical

form of all the quantities appearing in the equation (3.17) can be explicitly

calculated.

2.4 Eddy superposition algorithm

Equation (3.17) gives the turbulent field as a superposition of fluctuating

fields, each one associated with a particular eddy. As mentioned before, in

our model the total number of eddies coincides with the number Ncell of cells,

given in equation (3.4). Then, the number of eddies exponentially increases

with the number of scales Ns included in the model; for instance, using

Ns = 16 we have Ncell ≃ 3 × 1014, which is a very large number of eddies.

The storage of the whole information defining all the eddies in the computer

memory for high values of Ncell would represent a difficulty because of large

memory requirements. This is the case for example in the 3D model by

Cametti et al., 1998 [16], where the position of each eddy is randomly chosen

within the spatial domain; as a result, the memory requirement exponentially

increases with Ns and obliges one to use relatively small values for Ns, i.e.,

relatively small spectral widths r. In fact, the spectral width considered in
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the paper (Cametti et al., 1998 [16]) is of the order of two decades. In the

present model we use a different algorithm which avoids to use large memory

storage power, even for very large values of Ncell. This allows us to reach

larger spectral widths r with a modest computational effort. This aspect is

important for having a low-cost synthetic turbulence model, as desirable. In

the following we describe how our algorithm is built.

a) In our model eddies are not randomly translated. Thus, the location of the

supportD(i,j,k;m) of any eddy is known a priori (eq. (3.11)). As a consequence,

when calculating v at a given spatial point x, only a small number of terms

give a non-vanishing contribution to the sum of equation (3.17): namely,

those terms corresponding to eddies whose support contains the point x.

Taking into account the partial overlapping of neighboring eddies, it can be

verified that, for a given position x and for a given value of the scale index

m, only eight eddies satisfy the following condition

x ∈ D(i,j,k;m) (3.18)

and then contribute to build the field v at the position x. The algorithm

first selects these eddies on the base of the position x, taking into account

the partial overlapping of neighbouring eddies, as well as periodicity in the

case eddies are close to the boundaries of the spatial domain. We indicate

the eight selected eddies satisfying the condition (3.18) and belonging to the

m-th scale by the indexes (µ;x;m), with µ = 1, . . . , 8. Thus, the equation (3.17)

is replaced by

v(x) =
Ns
∑

m=mI

8
∑

µ=1

∇×Ψ(µ;x;m)(x) (3.19)

where Ψ(µ;x;m) is the vector potential associated to the eddy whose support
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is D(µ;x;m), satisfying the condition (3.18). Equation (3.19) indicates that the

number of terms that have to be calculated when evaluating the field at a

position x is now Nterm = 8Ns, which is much smaller than Ncell. Moreover,

while Ncell increases exponentially with the number Ns of scales, Nterm is

simply proportional to Ns. This fact allows for an extremely fast evaluation

of the turbulent field, even for large spectral width. For instance, using a

number Ns = 16 of scales, corresponding to a spectral width larger than

4 decades (r ≃ 1.6 × 104 with mI = 2), only 128 terms are included in the

sum (3.19). Moreover, increasing the number of scales Ns by a factor 2 would

increase the spectral range by a factor 2Ns while the computation time would

simply be increased by a factor 2.

b) As explained above, the vector potential Ψ(i,j,k;m) associated with each

eddy is characterized by a set of random parameters, that are: (i) γ(i,j,k;m)
n ,

defining the distortion of each eddy (equation (3.14)) ; (ii) the sign σ(i,j,k;m)

(eq. (3.16)); and (iii) β
(i,j,k;m)
l defining the energy transfer rate of each eddy

in terms of the rate of its parent eddy (eq. (3.15)), which, in turn, determines

the eddy amplitude. In order to calculate the sum in equation (3.19) we have

to know all these parameters for the Nterm eddies involved in the sum. In

principle, this could be done by calculating a priori these random quanti-

ties for all the eddies and storing this information in the computer memory.

Then, when a given eddy is involved in the field evaluation, the correspond-

ing quantities could be recalled and used to calculate the field. However, the

total number of eddies Ncell can be very large; for instance, using a number

of scales Ns = 16, we have Ncell ≃ 3×1014 (eq. 3.4). In that case, storing the

information defining all the eddies would require a huge amount of memory.
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For that reason, we used a different procedure, which is described in the fol-

lowing. Since the eddies involved in the sum of eq. (3.19) have been selected

only on the base of their location with respect to the position x (condition

eq. (3.18)), their defining parameters must depend only on the location of

the eddies within the lattice of cells. Such parameters are determined in the

following way: for any given cell, an integer λ(i,j,k;m) is calculated using the

expression

λ(i,j,k;m) = i+ (j − 1)2m + (k − 1)22m + νm (3.20)

where the integer νm is defined as follows:

νm =











0 if m = 0;
m−1
∑

n=0

23m if m ≥ 1.
(3.21)

It can be verified that, for m varying between 0 and Ns and for i, j and k

varying between 1 and 2m, the expression (3.20) generates all the integers

between 1 and Ncell. This defines a one-to-one correspondence between the

set {1 ≤ λ ≤ Ncell, λ integer} and the set of cells. In other words, λ(i,j,k;m)

represent an absolute address for any cell. The integer λ(i,j,k;m) is used as

a seed for a random number generating routine (RNGR), which is called a

fixed number isample of times, with isample an integer. Finally, the resulting

number calculated by the RNGR is used to generate the parameters γ(i,j,k;m)
n ,

σ(i,j,k;m), and β
(i,j,k;m)
l , which define the eddy associated with the given cell.

In this way, the properties of the Nterm eddies appearing in the sum (3.19) are

univocally determined as functions of the given position x. This completely

defines all the quantities in eq. (3.19) and allows for an explicit evaluation of
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the field v at any spatial position x. Moreover, different choices of the integer

isample lead to different realizations of the turbulent field. This allows us to

build an ensemble of configurations for the turbulent field. Strictly speaking,

the parameters γ(i,j,k;m)
n , σ(i,j,k;m) and β

(i,j,k;m)
l are not random quantities

because they are univocally determined as soon as the position x has been

chosen. On the other hand, the set of possible values of the seed λ(i,j,k;m) is

formed by Ncell of values, which is an extremely large value (eq. (3.4)). This

fact, in practice, ensures a global randomness of the parameters which define

the structure of single eddies. We note that in the above-described algorithm

nothing needs to be kept in memory: each time the field v is to be calculated

at a position x, this is done deducing all the properties of the Nterm involved

eddies directly from their absolute address λ(i,j,k;m). Finally, at variance with

other methods, no spatial grid is used; on the contrary the field is directly

calculated at the given spatial point without any interpolation procedure.

2.5 Anisotropic spectrum

In many examples of real-world flows, the turbulence spectrum is not

isotropic in the wave-vector space. For instance, this happens in MHD when

a large-scale magnetic field B0 is present. In this case, B0 introduces a prefer-

ential direction and the energy cascade tends to preferentially develop in the

directions perpendicular to B0. This generates anisotropic spectra both for

the velocity and for the magnetic field perturbations, in which perpendicular

wave-vectors prevail over parallel ones. This has been shown in theoreti-

cal studies (e.g., Shebalin et al., 1983 [115], Carbone and Veltri, 1990 [17],

Oughton et al., 1994 [93]). Moreover, observations indicate that in the so-

67



lar wind turbulence spectrum the distribution of wave-vectors of magnetic

fluctuations has a significant population quasi-perpendicular to the mean

magnetic field (Matthaeus et al., 1986 [82], 1990 [83]).

Within that context, Goldreich & Sridhar, 1995 [51] introduced the prin-

ciple of “critical balance”. In that formulation it is assumed that the non-

linear time for an eddy with sizes ℓ‖ and ℓ⊥ (parallel and perpendicular to

B0, respectively) depends only on the transverse size ℓ⊥: τnl = ℓ⊥/∆a(ℓ⊥),

∆a(ℓ⊥) ∝ ℓ
1/3
⊥ being the velocity/magnetic field fluctuation amplitude which

is assumed to follow the Kolmogorov scaling law. Moreover, all along the

spectrum a balance is assumed to hold between τnl and the propagation time

tA = ℓ‖/cA, which is the time a perturbation takes to travel over a distance ℓ‖

along B0 at the Alfvén velocity cA. This gives a relationship between parallel

and perpendicular lengths of eddies:

ℓ‖ ∝ ℓ
2/3
⊥ (3.22)

equation (3.22) indicates that, when going from large to small scales, ℓ‖ de-

creases slower than ℓ⊥, i.e., structures more and more elongated in the B0

direction are found at small scales. This corresponds to a spectrum which

is more anisotropic at small scales than at large scales. We explored the

possibility to reproduce the anisotropy corresponding to the critical balance

principle by our synthetic turbulence model. This has been done by mod-

ifying the above-described cell hierarchy in the following way. First, z has

been conventionally chosen as the direction parallel to the background mag-

netic field B0. Second, we introduce the possibility to have anisotropic cell

divisions; this means that, when going from the m-th scale to the (m + 1)-
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th scale, all the cells at the m-th scale are divided only along the x and y

directions, while no division is performed in the z direction. In other words,

the aspect ratio of cells at the m-th scale is different from that of cells at the

(m + 1)-th scale, the latter being more elongated along z than the former.

In contrast, in the previously-described isotropic cell division, when going

from the m-th to the (m+ 1)-th scale, the cells are equally divided along all

the three spatial directions, keeping the same aspect ratio at all the scales.

These two possibilities are described by the equations:

ℓx,m+1 = ℓx,m/2 , ℓy,m+1 = ℓy,m/2 , ℓz,m+1 = ℓz,m/ρm (3.23)

where ρm = 2 in the case of isotropic division, while ρm = 1 in the case of

anisotropic division. The relation (3.22) between parallel and perpendicu-

lar lengths can be reproduced by a suitable choice of the coefficients ρm in

equation (3.23), given by the following sequence:

{ρm, m = 0, . . . , Ns} = {2, 2, 1, 2, 2, 1, 2, 2, 1, . . .} (3.24)

corresponding to one anisotropic division every three divisions.

In the anisotropic version of the model, some definitions used in the

previously-described isotropic case must be modified accordingly. The m-

th scale in the z direction (equation (3.1)) is now defined as ℓz,m = Lz/πm,

where

πm =
m
∏

i=0

ρi (3.25)

The index k, which identifies the cell position in the z direction within the

lattice (see, e.g., equation (3.3)), now varies in the interval k = 1, . . . , πm.

Since the smallest size of an eddy is now ℓ⊥,m = ℓx,m = ℓy,m ≤ ℓz,m we now
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adopt the following expression for the vector function Φ(i,j,k;m) (compare with

equation (3.13)):

Φ(i,j,k;m)(x, y, z) =
ℓ⊥,m

L0

F (ξ(i,j,k;m))F (η(i,j,k;m))F (ζ(i,j,k;m)) (3.26)

Finally, since in the critical balance principle the spectrum is assumed to

follow a Kolmogorov law with respect to k⊥, the equation (3.16) defining the

eddy amplitude is now replaced by

a(i,j,k;m) = σ(i,j,k;m)a0

[

ǫ(i,j,k;m)
m

ǫ0

ℓ⊥,m

ℓ0

]1/3

(3.27)

All the other features of the model and of the algorithm remain unchanged.

It is worth mentioning that the model can be adapted to reproduce other

anysotropy types, such as the ones generated in shear, rotating, or wall-

bounded flows. Such flexibility makes the model suitable to describe diverse

physical systems.

3 Testing the model

In order to test the model, the standard diagnostics for the description

of intermittent turbulence have been routinely performed on the synthetic

data. A number of realizations of the synthetic turbulent field v(x) have been

generated both for the isotropic and for the anisotropic version of the model.

For each run, one single sample was generated with isample = 1. The typical

Kolmogorov scaling exponent h = 1/3 was imposed for all runs, while the

strength of the intermittency was changed by allowing the parameter p to take

the following values: p = 0.5, corresponding to non-intermittent turbulence;

p = 0.7, a realistic value close to the typical observations in ordinary fluid
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turbulence; p = 0.9, representing a “super-intermittent” case, which will be

mostly used as benchmark for the parametric description of the model. The

relevant scales were imposed (the integral scale ℓI = L0/4) or estimated by

looking at the spectra (the dissipation scale ℓd ≃ L0/(2×104), see Figure 3.6),

resulting in the effective Reynolds number Re ∼ (ℓI/ℓd)
4/3 ≃ 8.5×104, which

is smaller but close to the estimation given in the eq. (3.8). From each run,

synthetic trajectories of length L = 40ℓI were extracted as one-dimensional

samples, with spatial resolution dr ≃ 1.5 × 10−5ℓI chosen as to ensure the

inclusion of the whole inertial range in the spectrum. For each trajectory,

the longitudinal field increments ∆v were computed at different scales l, 〈v〉

and σv being respectively their mean and standard deviation. Since from

now on we will only consider the component of the field along the virtual

trajectory, we will simplify the notation by defining v(s) ≡ v(x) · ŝ, where

ŝ is the unit versor of the trajectory. For each realization of the turbulent

field, the following quantities have been obtained: (1) the autocorrelation

function Ac(l) = 〈[v(s) − 〈v〉][v(s + l) − 〈v〉)]〉/σ2
v , which gives useful infor-

mation about the correlation scale of the field, lc; (2) the associated energy

power spectrum E(k) (k = 2π/l being the wave-vector associated with the

scale l), whose power-law scaling exponent has to be compared with the one

imposed for the model field fluctuations, h; (3) the Probability Distribution

Functions (PDFs) of the scale-dependent increments, P (∆v), whose devia-

tion from Gaussian will qualitatively illustrate the presence of intermittency;

(4) the structure functions Sq(l) = 〈|∆v|q〉 ∼ lζq , i.e. the scale-dependent

q-th order moments of the field increment distribution, and their anomalous

scaling exponents ζq; (5) the kurtosis K = S4/S
2
2 , an alternative, quantita-
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tive measure of intermittency (fully determined by the scaling of the structure

functions), along with its scaling exponent κ; (6) and, finally, a box-counting

based multifractal analysis, providing some finer detail on the geometrical

properties of the flow.

It should be noticed that the present version of our model does not include

the skewness of the PDFs, a crucial ingredient of intermittency universally

observed in real turbulence (Frisch, 1995 [48]). For this reason, it will be

necessary to use the absolute value of the fluctuations to prevent the odd-

order structure functions to vanish.

3.1 Isotropic turbulence

Examples of the field longitudinal component v(s), extracted from one

of the realizations of isotropic turbulence, is shown in the top panels of Fig-

ure 3.3 for two values of the intermittency parameter p. Along with the

longitudinal field component, the increments ∆v at two different scales l

are included in the figure. The presence of intermittency is revealed by the

scale-dependent general properties of the increments, and in particular by

their increasing burstiness towards smaller scales.

Two-dimensional Spectrum.

For the isotropic runs, a preliminary study of the full spectral properties

of the fields revealed the presence of a weak residual anisotropy, probably due

to the shape of the generating functions. Indeed, the two-dimensional cut of

the spectrum presented in Figure 3.4 displays an excess of power along the

diagonals, which results in roughly squared rather than circular isocontours.
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Figure 3.3: Examples of profile of the longitudinal component of the field
v, together with the increments ∆v evaluated at two different scales (see
legend). Left panels: no intermittency (p = 0.5); right panels: standard
intermittency (p = 0.7).

This feature is consistently observed in all of the three two-dimensional spec-

tral cuts (not shown). In order to mitigate this weak deviation from isotropy,

and to increase the statistical significance of the sample, for each realization

ten different trajectories were selected at varying angles with the domain

axes, so that the solid angle was homogeneously sampled. Each sample was

analyzed separately using the tools described above. The results were finally

averaged over the ten different samples from all the trajectories. The corre-

sponding standard deviation was used as an estimate of the uncertainty in

the model parameters.
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Figure 3.4: Isocontours of the two-dimensional spectrum in the plane kx, ky
for the total power associated to the intermittent field v. The image refers
to the case p = 0.7. Similar results hold for the other levels of intermittency
(not shown).

Autocorrelation Function.

Figure 3.5 shows examples of the autocorrelation function versus the sep-

aration scale l, for different values of the intermittency parameter p.

The autocorrelation functions display the typical behaviour for turbulent

fields, with a parabolic decay near the origin (not shown). A faster, quasi-

exponential decay follows toward large separation, where eventually the small-

amplitude fluctuations around zero determine the noise level. As customary,

an estimate of the correlation scale can be obtained as the scale at which the

autocorrelation function reaches the uncorrelated-scale noise level.
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Figure 3.5: The autocorrelation function for the longitudinal field component,
for the three values of the intermittency parameter p.

The values obtained for the three cases are collected in Table 3.1, and are

consistent with the imposed integral scale ℓI = L0/4. There is no relevant

difference between the three runs, as intermittent corrections to the autocor-

relation function are expected to be small.

Omnidirectional spectrum.

For all runs, the energy power spectra evaluated along each trajectory

and then averaged, provide quick information about the scaling properties

of the fluctuations, and are given in Figure 3.6, along with power-law fits in

the inertial range.

At small scale, a quasi-exponential decay indicates the smoothness of the

field, due to the differentiability of the mother functions, and mimicking

the dissipation scale of turbulence. On the contrary, at very large scales the

absence of correlation weakly flattens the spectrum. The spectral indexes ob-

tained from the power-law fit within the inertial range are listed in Table 3.1.
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Figure 3.6: The one-dimensional power spectra E(k) for the longitudinal
component of the synthetic field, for the three runs. Power-law fits are also
superposed. The scaling exponents are collected in Table 3.1, showing good
agreement with the imposed Kolmogorov-like spectrum.

For all runs, the exponents are slightly larger than the values expected using

the simple relation α = 2h + 1, with the input parameter h = 1/3. This is

evident for the case p = 0.5, for which α = 1.69 instead of 5/3. Such weak

discrepancy is consistently observed for the other two runs with p 6= 0.5,

when considering the intermittent correction.

Probability Distribution Functions of longitudinal increments.

In order to account for inhomogeneities of the energy flux in the cascade

process, i.e. of intermittency, examples of the increment PDFs at different

scales are collected in Figure 3.7 for three values of p.

The increments have been previously standardized for each scale, in order to

allow a proper comparison. It is evident that in the absence of intermittency

(p = 0.5) the distribution functions are roughly Gaussian, and almost iden-
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Figure 3.7: Probability Distribution Functions of the standardized field incre-
ments on different scales (see legend) for the three runs. Top panel: p = 0.5;
central panel: p = 0.7; bottom panel: p = 0.5.

tical at all scales. This indicate self-similarity of the fluctuations and is the

result of an homogeneous redistribution of the energy along the cascade. For

”realistic” values of the intermittent parameter (p = 0.7), the typical increase

of the distribution tails toward small scales is observed (Frisch, 1995 [48]).

This captures the increasing localization of energy as the scale decrease, spon-

taneously arising in turbulent flows and well reproduced by the model. The

”super-intermittent” case (p = 0.9) shows even more evident high tails of the

distributions.
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Structure Functions.

An alternative description of the intermittency is obtained by means of

the anomalous scaling of the structure functions Sq(l). Examples are shown

in the top panel of Figure 3.8 for the realistic intermittency case p = 0.7, for

orders up to q = 6 (convergence of the moments has been tested following

Dudok de Wit, 2004 [32], and Dudok de Wit et al., 2013 [31]. In the interme-

diate range of scales, roughly corresponding to the spectral inertial range, the

structure functions have been fitted to power laws. The resulting scaling ex-

ponents are collected in the bottom panel of Figure 3.8 for the three different

values of the parameter p. Their deviation from the linear prediction ζq ∼ hq

identifies the effects of intermittency. For a more quantitative estimate, the

scaling exponents have been fitted to a p-model [87], whose prescription gives

ζq = 1− log2
[

phq + (1− p)hq
]

. (3.28)

The fitting curves are indicated in the figure as lines, showing good agreement

with the data. The corresponding empirical intermittency parameters pfit are

collected in Table 3.1, and are consistent with the prescribed values. This

confirms that the model is able to effectively generate the desired degree of

intermittency in the data by adjusting the parameter p.

Kurtosis.

Figure 3.9 shows the scaling behavior of the kurtosis K(l) for the three

values of p. The non-intermittent run gives the constant value K = 3 at all

scales, as expected for a Gaussian variable. When intermittency is included,

the kurtosis is Gaussian at large scales, roughly down to the correlation scale,
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Figure 3.8: Top panel: the structure functions for the longitudinal compo-
nent of the field for the case p = 0.7. Power-law fits used to evaluate the
scaling exponents ζq are superimposed. Bottom panel: The anomalous scal-
ing of the structure functions, highlighted by the nonlinear order dependency
of the scaling exponents ζq, for three values of p. Fits with the p-model, equa-
tion (3.28), are indicated as lines. The agreement of the data with the model
is excellent.

and increases toward small scales as a power law K(l) ∼ l−κ.

In Navier-Stokes turbulence, it is often observed that κ ≃ 0.1 (also described

by the p-model and by the She-Lévêque model), which is consistent with the

value obtained by fitting the case p = 0.7. As expected, saturation of the

kurtosis is evident for scales smaller than the dissipative scale ℓd. Further-

more, note that the largest kurtosis attained by the model in the realistic

intermittency case (kmax ≃ 10) is compatible with the values normally found
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Table 3.1: For the three isotropic runs with different intermittency levels p,
we show here: the correlation length lc, as estimated from the autocorrelation
function; the spectral index α, as obtained fitting the spectrum with a power-
law; the empirical value of the parameter pfit, as obtained from a p-model
fit of the structure functions scaling exponents; and the scaling exponent of
the kurtosis κ, as estimated through a power-law fit. For the case p = 0.5,
the value κ = 0 was assumed without fitting the kurtosis.

p lc α pfit κ

0.5 0.21± 0.07 1.691± 0.005 0.5± 0.1 0
0.7 0.21± 0.06 1.716± 0.001 0.71± 0.02 0.101± 0.006
0.9 0.20± 0.04 1.827± 0.001 0.89± 0.02 0.42± 0.03

in many experimental observations with a comparable inertial range exten-

sion (or Reynolds number). For the case with p = 0.9, the scaling exponent

of the kurtosis is larger, consistent with a more efficient intermittency. All

the diagnostics described above shows that the synthetic data are consis-

tent with the prescribed values of power spectral decay and intermittency.

This demonstrates that the data are representative of a real-world, tunable

turbulence, and can therefore be used for numerical studies.

3.2 Multifractal Analysis.

A different way of characterizing the intermittent behavior is the determi-

nation of the multifractal properties of the signal under study, in particular

of generalized multifractal dimensions and the singularity spectrum associ-

ated with an appropriate measure (Paladin and Vulpiani, 1987 [94]). The

multifractal formalism (Frisch and Parisi, 1983 [47], Halsey et al., 1986 [53])

was originally introduced in the context of fully developed turbulence and
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Figure 3.9: The scaling dependence of the kurtosis K, for the three values
of the intermittency parameter. The Gaussian value K = 3 is indicated, as
well as a power-law fit in the inertial range for the two intermittent cases.

chaotic systems (Mandelbrot, 1977 [77]), but since then it has become a stan-

dard tool to analyze phenomena observed in disordered system (Paladin and

Vulpiani, 1987 [94]). Multifractal analysis is able to capture the spatial inho-

mogeneities of the turbulent energy cascade, so that global scale-invariance

and self-similarity are usually associated with monofractal measures, while

local scale-invariance, or local self-similarity, is associated a to multifractals.

For the analysis of our model fields, a suitable choice of an associated scalar

quantity is the squared derivative along the trajectory ∂s of the velocity field

component v(s), estimated as the longitudinal velocity increment at the reso-

lution scale, ∂sv(s)
2 = ∆v(s, dr)2. To investigate the multifractal structure of

this signal we use the standard box-counting method (Vio et al.,1992 [133],

Halsey et al., 1986 [53]). Given the scalar signal ∆v(s)2, the generalized
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box-counting partition function of order q is defined as

χq(l) =
N(l)
∑

i=1

µi(l)
q , (3.29)

where N(l) is the minimum number of one-dimensional segments Qi(l) of

length l necessary to cover the trajectory L, and µi(l) is a suitably defined

scale-dependent measure on the line:

µi(l) =

∑

s∈Qi(l)∆v(s)
2

∑

s∈L ∆v(s)2
(3.30)

High values of q in the partition function χq enhance the strongest singular-

ities, say the most intense values of the signal under analisys, while small

values of q represent the regular regions. Conversely, negative values of q

emphasizes regions where the measure µi(l) is smaller, or the “voids” in the

signal. The generalized dimensions Dq are then formally defined by:

Dq =
1

q − 1
lim
l→0

logχq(l)

log l
(3.31)

The definition given in equation (3.31) implies a scaling behavior of the

partition function χq(l) for small l:

χq(l) ∼ lτq , where τq = (q − 1)Dq (3.32)

and τq is the q-order “mass” exponent (also called Rényi scaling exponent)

of the generalized partition function. The box-counting method consists of

calculating the partition functions χq, then derive τq from the power-law fit of

χq, obtain the generalized dimensions Dq through equation (3.32), and then

the multifractal spectrum f(α) through a Legendre transform, given by:

f(α) = qα− τq ,
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α =
dτq
dq

.

The latter basically gives the distribution of fractal dimensions of the subsets

where the field has a given singularity strength (Chhabra et al., 1989 [23],

Paladin and Vulpiani, 1987 [94]). Multifractal systems display nonlinear

order dependence of the scaling exponents τq, which implies non single-

valued dimensions Dq, and which result in a broad multifractal spectrum

f(α) (Chhabra et al., 1989 [23], Paladin and Vulpiani, 1987 [94]). In or-

der to test the multifractality of our model as a signature of intermittency,

we thus compute the partition functions χq(l) by varying the value of the

exponent q ∈ [−9, 9] with step dq = 0.2, for each of the ten trajectories

considered in the domain of the system, and for the three isotropic runs

with p = 0.5, 0.7, 0.9. For each run, we then compute the average partition

functions over the ten trajectories, as already done for the other statistical

quantities, and we derive τq by fitting the functions χq(l) to power laws. Par-

tition functions and the relative power-law fits are shown in Figure 3.10 for

the run with p = 0.7.

The behavior of τq as function of q is the result of this procedure, and is

depicted in Figure 3.11 (left panel). The linear dependence observed for the

run with p = 0.5 indicates fractal characteristics, while the degree of multi-

fractality increases for larger p. This is also evident by looking at the general-

ized dimension Dq, shown in the right panel of Figure 3.11, which is constant

for p = 0.5 and increasingly broadens for larger p. The same behaviour is

observed in the multifractal spectrum f(α), shown is the bottom panel of
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Figure 3.10: The partition functions χq (q < 0 left panel, q > 0 right panel)
for the case p = 0.7. Power law fits (solid lines) are performed in a wide
range of scales, roughly corresponding to the spectral inertial range.

Figure 3.11. In the non-intermittent case, the spectrum is single-valued, in-

dicating that one single singularity exponent characterizes the whole space.

As the model parameter p is increased to induce intermittency, the spectrum

becomes evidently broader, indicating a greater variety of the singularity ex-

ponents, or inhomogeneity of the cascade. Finally, in order to have a more

quantitative estimate of multifractal properties of the field, we fit the scaling

exponents τq with the p-model prescription τq = −log2[pq + (1 − p)q] (Men-

eveau and Sreenivasan, 1987 [87]). We then compare the values obtained

from the fit, pfit, with the prescribed intermittency parameter p, as already

done for the structure functions analysis. The fits and the values of pfit are

indicated in the three panels of Figure 3.11.

The graphics show a good qualitative agreement, i.e. multifractality

grows as the imposed intermittency increases.

However, the quantitative comparison between p and pfit shows some
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Figure 3.11: The multifractality highlighted by the shape of Rényi scal-
ing exponent τq vs q (top-left panel), the generalized dimension Dq (top-
right panel), and the multifractal spectrum f(α). The case with p = 0.5
is a monofractal, while the case with p = 0.7 displays a multifractal degree
smaller than for p = 0.9. In the plots, solid lines represent the p-model fits
performed on the scaling exponents τq and then transformed into the other
quantities. The values of the fitting parameter pfit are indicated.

discrepancy, the fitted values being somewhat smaller than the imposed ones

for the two intermittent runs. This could be due to the model limitations in

capturing the finer geometrical properties of the intermittent structures. The

specific choice of the field used for the analysis in this paper couls also have an

effect on the measure. Different such choices have been tested giving similar

results, but a more detailed study is deferred to a future work. Nevertheless,

the overall response of the model to multifractal analysis is satisfactory, at

least qualitatively.
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3.3 Anisotropic turbulence

When anisotropy is introduced in the model, it is necessary to test the

intermittency as a function of the virtual trajectory direction. Since the

imposed anisotropy is gyrotropic, it is sufficient to study the angular variation

with respect to the anisotropy axis (in the present case along the z axis),

corresponding for example to the mean magnetic field direction in a MHD

turbulence. The imposed symmetry also allows us to use one quadrant only,

so that ten trajectories have been selected to scan the non-gyrotropic angle

0◦ < θ < 90◦. Each of these trajectories has been divided in ten subsets of size

L ≫ ℓI , and the results of the different diagnostic tools have been averaged

for each angle. Again, their standard deviation represents the statistical

uncertainty. The analysis has been performed on the non-intermittent case,

i.e. p = 0.5, and on the intermittent case with p = 0.7.

Spectral analysis.

The two-dimensional spectrum for the p = 0.7 run is shown in Figure 3.12,

where the anisotropic distribution of power is evident.

Figure 3.13 shows the power spectra for different angles θ between 15◦

and 75◦, for the intermittent case p = 0.7 (top panel).

The fitted power-law index as a function of the angle θ is shown in the

bottom panel of the same figure, both for the intermittent and for non-

intermittent runs. As can be seen, the spectral index is reasonably constant

for intermediate angles 15◦ < θ < 60◦, and roughly coincides with the pre-

scribed Kolmogorov value α ≃ 5/3. For quasi-perpendicular trajectories with

θ > 80◦, the spectral index increases, and reaches values as large as α = 2.1.
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Figure 3.12: Isocontours of the two-dimensional spectrum in the plane kx, ky
for the total power associated to the intermittent field v in the anisotropic
case. The image refers to the case p = 0.7.

This behavior is qualitatively consistent with the prediction of critically

balanced turbulence (Goldreich and Sridhar, 1995 [51]) and with some obser-

vations in numerical simulation and in solar wind measurements (Horbury et

al., 2008 [60], Chen et al., 2011 [20]).

Structure Functions.

In order to evaluate the effects of anisotropy on intermittency, in Fig-

ure 3.14 we show the structure functions scaling exponents ζq for five different

values of the angle θ, for the two runs with and without intermittency (top

and central panel). As for the isotropic case, the fit of the scaling exponents

with the p-model provides a quantitative estimate of intermittency through

the parameter p, which is plotted in the bottom panel of Figure 3.14 as a func-

tion of the angle θ, for the intermittent run considered (the non-intermittent
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Figure 3.13: Top panel: the one-dimensional power spectrum E(k) of the
virtual trajectories within the synthetic field, shown here for five different
directions at an angle θ with respect to the anisotropy direction for the
p = 0.7 case. Power-law fits are also superposed, showing good agreement
with the imposed Kolmogorov-like spectrum for intermediate angles. Bottom
panel: the power-law index as a function of the virtual trajectory angle θ,
for p = 0.5 and p = 0.7. The deviation toward larger values for θ > 80◦ is
evident.

case consistently provides p = 0.5).

It is evident that even in the presence of anisotropy, the intermittency

prescription is recovered in the synthetic data (Sorriso-Valvo et al., 2006 [119],

2010 [121], Yordanova et al., 2015 [138], Pei et al., 2016 [97]) for recent results

on intermittency in solar wind anisotropic turbulence. Only the case at

θ = 90◦ displays a discrepancy, showing no intermittency even when p = 0.7.

This is probably due to the shape of the synthetic eddies along the axes,

which is also responsible for the weak anisotropy of the spectral power in

the isotropic case. Once again, this suggests that for an optimal response of

the model, trajectories should be selected with an (even small) angle with

respect to the system axes.
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Figure 3.14: The anomalous scaling of the structure functions for five dif-
ferent angles θ for the non-intermittent case p = 0.5 (top) and for the in-
termittent case p = 0.7 (center). p-model fits are shown as thick solid lines.
Bottom panel: the angle dependence of the fitting parameter pfit for the two
cases, with the horizontal lines indicating the input values p.
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Kurtosis.

Finally, in Figure 3.15 we show the variation of the kurtosis with the

angle, for the intermittent case (top panel; as expected, the non-intermittent

case gives Gaussian values F = 3 and κ = 0 at all angles, not shown).

When intermittency is present, the overall effect of anisotropy is to modu-

late the scaling exponent κ of the kurtosis in response to the variations of the

spectral exponent α increase with the angle (see Figure 3.13), and in partic-

ular for large angles θ > 80◦ (bottom panel). The anisotropic realization of

the synthetic turbulence presented here is therefore able to capture the ma-

jor characteristics of spectral anisotropy, and to preserve the intermittency

properties.
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4 Summary

Synthetic turbulence models represent a useful tool which can be used in

a variety of situations, mainly when it is necessary to have a realistic repre-

sentation of a turbulence (either hydrodynamic or MHD) with an extended

inertial range. This happens typically in astrophysical contexts, like in the

solar wind, where insitu measurements have shown the presence of a tur-

bulence with a spectrum extending over several decades of spatial scales. A

new model of synthetic turbulence have been presented and discussed, be-

longing to the class of “wavelet-based” models, in which the synthetic field

is obtained by a superposition of base functions at different spatial scales,

whose amplitude is determined so as to reproduce a given spectral law for

the turbulent field. Moreover, the model reproduces intermittency in the

turbulent field by means of a p-model technique (Meneveau and Sreenivasan,

1987 [87]), in which the spectral energy flux from a given spatial scale to the

smaller one is unevenly distributed in space. The modelled turbulent field is

three-dimensional in space and solenoidal, so it can be used to describe either

an incompressible flow or a turbulent magnetic field. No time dependence

is included in the model. Our model shares many aspects with models by

Juneja et al., 1994 [61] and by Cametti et al., 1998 [16], but with relevant

differences in the algorithm. In fact, one important limitation in the 3D

model by Cametti et al. [16] is in the memory requirement, which rapidly

increases when considering increasing spectral width. In the study presented

by these authors the spectral extension is limited to (about) two decades.

The algorithm employed by our model has been designed so as to avoid both
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large memory employments and long computational times in the evaluation

of the turbulent field at a given spatial position. In particular, the computa-

tional time tC scales proportional to log2(L0/ℓNs
), where ℓNs

is the smallest

scale included in the model. This is perhaps the most important feature of

the model, because it allows to describe a turbulence with a very extended

spectral range using a modest computational effort. All the results presented

in this paper have been obtained running the model on a desktop computer:

in a typical run, which took about 20 min of CPU time, the turbulent field

with a spectral extension between 4 and 5 decades has been calculated in a

number of spatial positions of the order of 2.5× 106. Moreover, the memory

requirement is very low: each time the field is to be evaluated at a given posi-

tion, all the parameters defining the involved eddies are re-calculated without

keeping any information in the computer memory. The model contains few

parameters, namely: (i) the parameter h, which contributes to determine

the index α of the power-law spectrum; (ii) the parameter p, which sets the

“level” of intermittency and contributes (to a smaller extent) to determine

α; (iii) the spectral width, fixed by the ratio L0/ℓNs
. Such parameters can be

tuned in order to reproduce different physical situations. Finally, we explored

the possibility to include an anisotropic spectrum, trying to reproduce the

situation described by the so-called “critical balance” principle, postulated

by Goldreich & Sridhar, 1995 [51] in the case of a MHD turbulence, often

advocated for the description of solar wind turbulence. In order to assess the

validity of the model and its reliability in reproducing realistic flows, we have

run the standard diagnostics for intermittent turbulence and verified that the

synthetic field indeed possesses the characteristics that were chosen as input.
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To this aim, we have obtained a series of isotropic runs by fixing the scaling

exponent h, and varying the intermittency parameter, which was given three

values: p = 0.5 (no intermittency), p = 0.7 (standard Navier-Stokes inter-

mittency), p = 0.9 (strong intermittency). We have then extracted synthetic

one-dimensional cuts within the model domain, and have applied time-series

analysis techniques: autocorrelation function, power spectrum, probability

distribution functions of the field increments, their structure functions, the

kurtosis, and a standard multifractal analysis. All the tests gave satisfactory

results, showing that the synthetic data reproduce well the required condi-

tions of spectral scaling and intermittency. A small anisotropy originated by

the particular shape of the eddy functions is present along the three axes of

the system. This was easily mediated by choosing trajectories with an angle

with the three axes. We have also explored the geometry of the system by

using two anisotropic runs, with p = 0.5 and p = 0.7, and by imposing the

critical balance conditions. Even in the anisotropic case, the output satisfac-

torily reproduces the expected values of spectral slope and intermittency for

all the observables. We can conclude that the model provides a good repre-

sentation of intermittent turbulence, and is sensitive to the choice of the input

parameters, which allows to fine tune the type of turbulence as desired. It is

important to acknowledge that the present version of our model is not able to

reproduce the skewness of the field increment PDFs, i.e., their nonvanishing

third-order moment, universally observed in fully developed turbulence. An

improved version of the model that accounts for the appropriate description

of the skewness is currently in progress.
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Finally, we wish to note that a preliminary version of the present model

has been recently employed to study the problem of energetic particle diffu-

sion in a magnetic turbulence (Pucci et al., 2016 [99]). The highly suprather-

mal speed of the energetic test particles, as observed, for example, in the solar

wind, allowed the use of the static turbulent field generated by our model.

That investigation has singled out relevant effects on the particle transport

related to both large spectral extensions and to intermittency. Thus, a repre-

sentation of a 3D turbulence with a wide spectrum, as well as a tunable level

of intermittency, have been crucial aspects of employing the present synthetic

turbulence model in this study. Furthermore, when using our model to run

test-particle simulations the integration of particle trajectories is consider-

ably simplified by the possibility to calculate the turbulent field directly at

any spatial position, thus avoiding interpolations on a spatial grid (Benzi et

al., 1984 [10], Meneveau and Sreenivasan, 1987 [87]).
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Chapter 4

Turbulence in
Kelvin-Helmholtz instability

Turbulence at the interface between the solar wind and the magnetosphere

is a very important subject in space physics. Connections between Sun and

Earth have been investigated all along in space plasma physics, with the aim

of understanding how solar wind interacts with the Earth’s magnetosphere.

The purpose of this work is to describe this region, characterized by strong

gradients of density and magnetic field, by using data taken during satellite

magnetopause crossings, in order to study the evolution of the turbulence

at low latitude in the boundary layer system, driven by the development of

the Kelvin Helmoltz instability (KH). For this work we have used data from

Themis and Geotail spacecraft. This is motivated by the need to investi-

gate, mainly magnetopause under northward magnetic field conditions, at

low latitude boundary layer. It is very important to be able to determine

the properties of plasma turbulence and intermittency inside magnetosheath,

given the great interest in the mechanisms associated with KH and terres-

trial magnetosphere. Properties of turbulence can help to understand how
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the particles transport works from solar wind and magnetosphere and, more

generally, what are the mechanisms of interaction between these two regions

of the near-Earth space. Moreover, it is interesting to study the evolution

of turbulence, as a result of the development of KH instability as it moves

away from the Sun along the tail-flank magnetopause, both on the dawn and

on the dusk flanks of the terrestrial magnetosphere. Thus, the same analysis

tools used for the study of intermittent turbulence generated by the synthetic

model (see Chapter 2), will be also employed for the analysis of space plasma

data. Our aim is to provide a complete and quantitative characterization of

turbulence and of the associated intermittency in this region, which is still

poorly studied.

1 Solar Wind and Earth’s magnetosphere: de-

scription and interaction

The Sun’s plasma comes from the hot corona, where temperature is so

high that the Sun’s gravity cannot confine it. This high speed plasma, called

“solar wind”, is a stream of ionized particles, mainly electrons, protons and

α particles, observed indirectly for the first time by Parker, 1958 [95]. Pre-

sence of unexpected double tails in comets and phenomena like aurorae had

led him to assume the presence of an ionized flux of particles, later observed

thanks to space mission that followed afterwards. During low solar activi-

ty periods, the solar wind can be separated in two major components that

alternate in space, characterized by different bulk speed and originating in

different type of regions on the solar surface (see Figure 4.1): fast (∼ 700

km/s), tenuous and relatively homogeneous solar wind at high heliolatitudes
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emanating from large polar coronal holes that persisted throughout most of

the solar cycles (McComas et al., 2008 [85]) characterized by almost open

magnetic field lines configuration; slower (∼ 400 km/s), denser, and highly

variable wind at lower latitudes (McComas et al., 2000 [84]), coming instead

from equatorial regions of the Sun. Solar wind flows in all directions and

Figure 4.1: Co-rotating interaction region where fast and slow
wind zone are highlighted in the Parker’s Spiral, taken by
http://solarphysics.livingreviews.org/Articles/lrsp-2013- 5/CIR-2panel.png

it interacts with the magnetosphere of the planets, a region of space where

the magnetic field of the planet dominates on the plasma dynamics. This

also happens for the Earth where the interplanetary magnetic field (IMF)

plays a huge role in how the solar wind interacts with Earth’s magneto-

sphere. Because of the rotation of the Sun, the magnetic field has a spiral

shape, known as Parker Spiral (Parker, 1958 [95]), with a complex geometry

because of the combination of the wind radial motion and the rotation of

the Sun. Plasma and magnetic field lines are linked one to each other, ac-

cording to the frozen-in theorem due to Alfvén, 1940 [3], which states that,
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in the MHD regime and for negligible resistivity, the motion of the plasma

particles and of the magnetic field line is strongly coupled, so that one can

“transport” the other. The solar wind exerts a pressure on Earth’s magnetic

field, which is compressed on the Sun-facing side and stretched into a very

long tail on the side away from the Sun. This complex magnetic envelope is

called magnetosphere.

The IMF component Bz perpendicular to the ecliptic has a fundamental role

in solar wind plasma transfer into the magnetosphere. In Figure 4.2 two

different configurations of the geomagnetic field are shown, according to the

interplanetary solar wind conditions. The magnetosphere configuration is

classified as “open” (top panel) or “closed” (bottom panel), according on

how it interacts with the interplanetary magnetic field.

Figure 4.2: Magnetosphere configurations: “open” in the top figure and
“closed” in the bottom. Arrows indicate the direction of the flowing plasma
(taken by Dungey,1961 [33]).
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The magnetic field of the Earth’s magnetosphere essentially points north-

ward. Then, when the north-south component (Bz) of the interplanetary

magnetic field is oriented southward, it is antiparallel with geomagnetic field

lines. This makes possible magnetic reconnection processes, that take place

both at the nose and at the tail of the magnetosphere (see Figure 4.2 top

panel). The solar wind particles are accelerated and pushed inside the mag-

netosphere, as a consequence of the reconnection process (Dungey, 1961 [33]),

and enter the magnetosphere much easily. Solar wind particles are guided

into the atmosphere by Earth’s magnetic field lines, colliding with the oxygen

and nitrogen atoms that make up our atmosphere and causing phenomena

like auroras. During periods characterized by a prevalently northward in-

terplanetary magnetic field, instead, there is no dayside reconnection, but

reconnection takes place at the south and north geomagnetic poles, as re-

vealed by satellites observations (Terasawa et al., 1997 [129], Borovsky et

al., 1998 [12], Wing and Newell, 2002 [136]). Under this conditions cold

dense solar wind plasma is still injected into magnetosphere, in particular

along the flanks. Moreover, a broad boundary layer is observed to be present

at low latitude, referred to as “low-latitude boundary layer” (LLBL) (Fuji-

moto et al., 1998 [49], Hasegawa et al., 2004 [58], Sckopke et al., 1981 [109]],

where a mixture of solar wind and magnetospheric populations coexist (Fuji-

moto et al., 1998 [49]). Different possible mechanisms have been proposed to

explain these observations: high latitude magnetic reconnection called “dou-

ble lobe reconnection” (Song and Russell, 1992 [117]), anomalous diffusion

across the magnetopause, (Matsumoto and Seki, 2010 [79]) and low latitude

Kelvin-Helmoltz instability (see section 2).
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1.1 Magnetospheric plasma region

On the Sun-facing side, the solar wind compresses the magnetosphere

to a distance of about ∼ 10 Earth radii(hereafter indicated by RE); on the

downwind side, the magnetotail stretches for more than ∼ 1000 RE. The

magnetosphere is filled with tenuous plasmas of different densities and tem-

peratures, which originate from the solar wind and the ionosphere. When

solar wind approaches the magnetosphere, its velocity slows down abruptly

because of the planet magnetic field which hinders the flow giving rise to

a bow shock (see Figure 4.3). Just after the shock, solar wind forms the

Figure 4.3: Scheme of the interaction between solar wind and Earth’s mag-
netosphere (Copyright: ESA, adopted from picture courtesy C. Russel).

magnetosheath about 10 − 13 RE far from the Earth, a region caracterized

by a very turbulent medium where both the magnitude and the direction

of the magnetic field strongly vary. Just below the magnetosheath we find

the magnetopause (MP) boundary, that separates the solar wind from the
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planetary magnetic field. Magnetopause location is determined by pressure

equilibrium between planetary magnetic pressure and solar wind dynamic

pressure. The MP has a bullet-shaped front, gradually changing into a cylin-

der, not being a static layer, but rather moving towards or away from the

Earth at velocities between 10 − 20 km/s. Often satellites cross the MP,

because of this rapid motion rather than of the velocity of the satellite itself

and during these crossings they altenately enter or exit the magnetosphere

(multiple crossings). In the absence of a magnetic field perpendicular to the

layer it can be characterized as a tangential discontinuity. This argument is

discussed in more detail in the next section.

1.2 Discontinuities in space plasma physics: magnify-
ing glass on the magnetopause

Shocks and discontinuities are nonlinear phenomena that are commonly

observed in space plasmas. The interplanetary space is filled with plasma

having different properties. The interaction between different plasmas allows

for the formation of very thin separation layers known as discontinuities, sur-

faces where physical quantities exhibit abrupt variations. Magnetospheric

discontinuities are mainly classified into tangential or rotational discontinui-

ties and shocks. A clear scheme for tangential and rotational discontinuities

can be found in Burlaga, 1995 [15] (see Figure 4.4). In the left panel a tan-

gential discontinuity is represented, characterized by no mass or magnetic

flux across it and balanced total (kinetic + magnetic) pressure. Velocities

and magnetic field can change across the discontinuity, but the normal com-

ponents Bn and vn are both vanishing. The right panel represents a rotational
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Figure 4.4: Types of discontinuities in IMF: tangential discontinuity (left
panel) and rotational discontinuity (right panel) (Burlaga, 1995 [15]).

discontinuity, characterized by a finite normal mass flow but a continuous vn,

where the magnetic field direction changes with a non-zero component normal

to the current layer. The rotational discontinuity is not static and it propa-

gates along the direction of the normal to the surface with the Alfvén speed

vA = Bn/
√

(4πρ). Another type of discontinuity is called a shock if there are

both mass flux and magnetic flux across it, characterized by the coplanarity

of the magnetic field (Belmont et al., 2013 [8]), i.e. the magnetic field vectors

on the two sides of the shock are coplanar with the shock normal vector. In

addition to this, there is a change in the density, as well. Sometimes, the

rotational discontinuity is classified also as a non-compressional shock be-

cause there is no density variation across the layer. We focus our attention

on the magnetopause, a finite thickness discontinuity defined by the balance

between the solar wind dynamic pressure and the magnetosphere magnetic

pressure. This complex layer presents several configurations, according to

the direction of the interplanetary magnetic field. These configurations may

approximately correspond either to a rotational or a tangential discontinuity.
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The closed magnetopause, where there is no magnetic reconnection between

the solar wind and the geomagnetic field lines (see Figure 4.2 bottom panel),

corresponds to a tangential discontinity. Instead, the open magnetopause is

a rotational discontinuity, and it occurs when the IMF is directed southward

and when magnetic reconnection takes place at the dayside magnetopause,

as shown in the top panel in Figure 4.2. It is also notable that some quan-

tities like as normal velocity, mass density and thermal pressure should be

continuous across the discontinuity layer, while these conditions are not of-

ten satisfied at the magnetopause. For this reason magnetopause is defined

as a disturbed tangential discontinuity (Volland 1995 [134]), having a small

normal component of magnetic field, Bn ≥ 0. In Figure 4.5 a schematic il-

lustration of Earth’s magnetotail is shown, emphasizing the different plasma

regions. In the equatorial plane, the magnetopause layer is represented by

a smooth curve, that extends from the “day” towards the geomagnetic tail

anti-sun direction. Instead, a continuous solution that connects the dayside

of the magnetopause to the nightside does not exist on the meridian plane.

Indeed, at high latitude the tangent to the magnetopause is discontinuous at

one point called cusp, due to the particular geometry of the magnetic field

dipole. However, although the surface is uneven, the magnetic field lines

are not affected by any discontinuity but just changing their topology from

type “day force lines” to “night force line” such as stretched force lines in

the geomagnetic tail. Magnetic field rotates through the magnetopause, mo-

ving from low intensity interplanetary magnetic field to a much more intense

magnetospheric field. This implies that the magnetopause has the structure

of a current layer as shown in Figure 4.6. Ions and electrons are specularly
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Figure 4.5: Sections of magnetopause on the meridian and equatorial plane
(Baumjohann and Treumann, 1999 [6]).

reflected inside the magnetopause. Particles run through the middle of the

circular orbit of radius equal to their radius of gyration, and then return to

the “magnetosheath”. Because of the difference between the senses of ro-

tation of ions and electrons, a current layer is generated. The latter has a

thickness of the order of the radius of gyration of the ions. This current has

a direction such as to generate an additional magnetic field, that compresses

the field on the magnetospheric side increasing its intensity, while reducing

the magnetic field on the magnetosheath side. According to this description,

the Earth’s magnetic field near the magnetopause on the “day” is different

from the dipolar and may be represented in terms of a “compressed” dipole.

This current layer separates the magnetic field of the magnetosheath from

that of the magnetosphere. A key feature of the magnetopause is the presence

of a “boundary layer” (BL), adjacent to it and located inside the magneto-

sphere, where plasma has characteristics similar to that of magnetosheath.

This BL extends on the magnetopause at all latitudes although its properties
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Figure 4.6: Mirror reflection of ions and electrons on the magnetopause
(Baumjohann and Treumann, 1999 [6]).

vary substantially from region to region. It is possible to identify three main

regions: the “low latitude boundary layer” (LLBL), the “entry layer” (EL)

and the “plasma mantle” (PM) (Hones et al., 1972[59]; Rosenbauer et al.,

1975 [104]; Paschmann et al., 1976 [96]; Haerendel et al., 1978 [52]; Eastman

and Hones, 2000 [36]). These regions are shown schematically in Figure 4.7.

2 Kelvin-Helmholtz instability

Turbulence at the interface between the solar wind and the magneto-

sphere is a subjects worth studying in space physics. The Kelvin-Helmholtz

Instability (KH) can drive waves at the magnetopause. These waves can grow

to form rolled-up vortices and facilitate transfer of plasma into the magneto-

sphere. This mechanism is considered one of the most important responsible

for populating the LLBL during periods of northward interplanetary mag-

106



Figure 4.7: Schematic representation of magnetopause and BL at various
latitude on the meridian plane (Haerendel and Paschmann, 1978 [52]).

netic field (IMF), when reconnection at the equatorial magnetopause is less

effective (Bavassano Cattaneo et al., 2010 [7]). Kelvin-Helmholtz instability

originates when at any time two layers of a fluid (or two different fluids) are in

relative motion. In a plasma, the presence of a sufficiently intense magnetic

field can inhibit the development of this instability. The Kelvin-Helmholtz

instability can grow at the low-latitude magnetopause, situated between the

magnetosheath, characterized by an antisunward flow of shocked solar wind,

and the outer plasma sheet characterized by stagnant or weak sunward flows

(Hasegawa et al., 2009 [57]). When the IMF is northward, the equatorial com-

ponent of the magnetic field can be negligeable at low latitude and so the KH

instability can develop eventually producing fully rolled-up vortices. There

is an extensive literature for understanding development of this instability

along the inner edge of the low-latitude boundary layer (LLBL) (Sonnerup,

2008 [118]; Sckopke et al., 1981 [109]). The resulting waves or vortices are
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suggested to have some relation to aurorae with spatially periodic forms (e.g.,

Lui et al., 1989 [74]; Yamamoto, 2008 [137]). There are observational evi-

dence of the KH in the form of surface waves propagating antisunward along

the magnetopause (Sckopke et al., 1981 [109]; Chen et al., 1993 [22]; Kivel-

son and Chen, 1995 [64]; Fairfield et al., 2000 [39]). A shared point of view

considers KH waves or vortices to be more frequent during northward IMF

conditions than during southward IMF (Kivelson and Chen, 1995 [64]; Fuji-

moto et al., 2003 [50]; Hasegawa et al., 2006 [55]). Those vortices are believed

to be a key ingredient for the formation of the thick LLBL (Mitchell et al.,

1987 [88]) and of the cold and dense plasma sheet (CDPS) (Terasawa et al.,

1997 [129]; Wing and Newell, 2002 [136]), both encountered predominantly

under northward IMF. KH waves are known to develop at a planetary magne-

topause, where small scale perturbations gain energy from the velocity shear

between the magnetospheric and magnetosheath plasma and thereby grow

into large scale rolled up vortices (Sundberg, 2012 [126]). When the waves

reach a turbulent state, plasma and energy are transported from the dense

magnetosheath into the more rarified magnetosphere. There are many ob-

servational evidence to demonstrate presence of KH waves on both the dawn

and dusk flank of the terrestrial magnetosphere spanning approximately from

the dawn-dusk meridian to 30 Earth radii down the magnetotail (e.g., Chen

and Kivelson, 1993 [21]; Kokubun et al., 1994 [66]; Fairfield et al., 2000 [39],

2003 [40], 2007 [41]; Otto and Fairfield, 2000 [92]; Farrugia et al. 2000 [43];

Hasegawa el al. 2004 [56]). It looks like that the events arise in the proximity

of the equatorial plane, where the magnetopause is believed to be suscepti-

ble to the KH instability (e.g., Hasegawa et al., 2004 [56]; Foullon et al.,
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2008 [44]).

3 Data set overview

In this work we analyze a collections of events, on the basis of the Geotail

observations, made over 9 years from 1995 to 2003. To enrich the dataset,

additional two events of THEMIS observations made during November 2008,

have been investigated. Events are encountered along the flank magne-

topause, most of which are behind the dawn-dusk terminator, consistent

with the roll-up from Geotail observations, showing quasi-periodic plasma

and field fluctuations in the flank low-latitude boundary layer (LLBL) under

northward IMF, associated with KH waves. Geotail events have been stud-

ied by Hasegawa et al., 2006 [55], Fujimoto et al., 1998 [49], Fairfield et al.,

2000 [39], 2003 [38] and Stenuit et al., 2002 [123], while THEMIS events have

been studied by Lin et al., 2014 [73]. Their survey shows that such rolled-up

events do occur on both dawn and dusk flanks and are not rare for northward

IMF conditions. In addition, in all the rolled-up cases, magnetosheath-like

ions are detected on the magnetospheric side of the boundary. These find-

ings indicate that the KH plays a nonnegligible role in the formation of the

flank LLBL under northward IMF. As a result, a total of 18 rolled-up events

were identified by Hasegawa et al., 2006 [55], nine events on each flank of

the magnetosphere. In the same region Lin et al., 2014 [73] identified 14

events with rolled-up vortices under the northward IMF at the LLBL and

they collected 42 events from the observations of the Geotail, Double Star

TC-1, and Cluster, for a statistical study of the KH wave properties. This

prelude and research were done to collect a big enough dataset of KH events,
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with the aim of characterizing the intermittent turbulence that takes place

inside them. Furthermore, we study the evolution of turbulence as a re-

sult of the development of KH along the flank magnetopause. Each event

has been analysed employing the standard diagnostics we have used previ-

ously (i.e. the spectral analysis and the scale-dependent statistics of the field

increments). For each event we have obtained: the autocorrelation function

which gives useful information about the correlation scale of the field; the

associated energy power spectrum, whose power-law scaling exponent has to

be compared with Kolmogorov-like spectrum observed at MHD scales, while

a steeper power law is suggested below proton scales; the Probability Distri-

bution Functions (PDFs) of the scale-dependent increments, whose deviation

from Gaussian will qualitatively illustrate the presence of intermittency and

finally the kurtosis with its scaling exponent.

3.1 The GEOTAIL mission

GEOTAIL is a collaborative mission of Japan and the USA, of the agen-

cies JAXA/ISAS (Japan Aerospace Exploration Agency/Institute of Space

and Astronautical Science that became part of JAXA in October 2003), and

NASA (National Aeronautics and Space Administration), respectively. To-

gether with Wind, Polar, SOHO, and Cluster projects, it constitute a cooper-

ative scientific satellite project designated the International Solar-Terrestrial

Physics (ISTP) program, which aims at gaining improved understanding of

the physics of solar terrestrial relations. The spacecraft was designed and

built by ISAS, while the launch was provided by NASA’s Goddard Space

Flight Center on July 24, 1992.
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The Geotail mission measures global energy flow and transformation in the

magnetotail to increase understanding of fundamental magnetospheric pro-

cesses. This will include the physics of the magnetopause, the plasma sheet,

reconnection and neutral line formation (i.e., the mechanisms of input, trans-

port, storage, release and conversion of energy in the magnetotail).

The Geotail mission is divided into two phases. During the initial two-year

phase, the orbit apogee was kept on the night side of the Earth by using

the Moon’s gravity in a series of double-lunar-swing. After fulfilling its orig-

inal objective of studying the dynamics of the Earth’s magnetotail over a

wide range of distance, extending from the near-Earth region (8RE from the

Earth) to the distant tail (about 200RE), its orbit was changed. In February

1995, phase two was commenced as the apogee was reduced to 30RE, where

it has provided data on most aspects of the solar wind interaction with the

magnetosphere. This orbit also allows us to study the boundary region of

the magnetosphere, as it skims the magnetopause at perigees. Real-time

telemetry data transmitted in the X-band are received at the Usuda Deep

Space Center (UDSC) in Japan. There are two tape recorders on board,

which allow daily 24-hour data coverage. The data are collected in playback

mode by the NASA Deep Space Network (DSN). The GEOTAIL spacecraft

carries seven scientific instruments1: an EDF (Electric Field Detector) used

to study of the coupling of the E-field in the near-Earth magnetosphere and

in the ionosphere (in particular during substorms); a MGF (Magnetic Field

Measurement) that studies the magnetic field in a frequency range < 50Hz;

1Websites for more details: www .jaxa.jp/projects/sat/geotail/ , www .isas .jaxa.jp/e/
enterp/missions/geotail/ , www .isas .jaxa.jp/e/enterp/missions/geotail/index .shtml .
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a HEP (High Energy Particles Experiment) for measurement of high en-

ergy particles up to 25 MeV for electrons, 35 MeV for protons, and 210

MeV/charge for ions. Measurements may indicate the plasma boundary sur-

faces and reflect whether magnetic field lines are open or closed; a LEP (Low

Energy Particles Experiment) to study of the dynamics of the magnetotail

plasmas, plasma circulation and its variability in response to fluctuations in

the solar wind and in the interplanetary magnetic field. Measurement of elec-

trons from 6 eV to 36 keV, and ions from 7 eV to 42 keV/charge. The LEP

consists of three sensors: LEP-EA (measures the 3-D velocity distributions

of hot plasma in the magnetosphere), LEP-SW (measures the 3-D velocity

distributions of solar wind ions), and LEP-MS (energetic ion mass spectrom-

eter), with common electronics (LEP-E); a PWI (Plasma Waves Investiga-

tion) for the study of the wave phenomena related to plasma dynamics in

the different regions on various scales (phenomena include magnetic-field-line

merging, moving plasmoids, and particle acceleration); an EPIC (Energetic

Particle and Ion Composition Experiment) used to measure the charge, mass,

and energy of ions, for the study of the relative importance of ion sources and

mechanisms for acceleration, transport and loss of particles, the formation

and dynamics of magnetospheric boundary layers; a CPI (Comprehensive

Plasma Investigation) that measures the 3-D plasma in the Earth’s magne-

totail. The plasma data from GEOTAIL are supposed to be correlated with

the magnetic field, plasma waves, electric particles, and auroral imaging data

to determine magnetotail plasma dynamics.
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3.2 The THEMIS mission

The Time History of Events and Macroscale Interactions during Sub-

storms (THEMIS) mission was originally a constellation of five NASA satel-

lites (THEMIS A through THEMIS E) launched on February 17, 2007 from

Cape Canaveral. Three of the satellites remain in the magnetosphere, while

two have been moved into orbit near the Moon. Those have been renamed

ARTEMIS for Acceleration, Reconnection, Turbulence and Electrodynamics

of the Moon’s Interaction with the Sun. THEMIS B became ARTEMIS

P1 and THEMIS C became ARTEMIS P2. The five THEMIS spacecraft

(probes) were placed in highly elliptical orbits where the spacecraft line up

at apogee every four days. Three inner probes ∼ 10RE from Earth monitor

current disruption onset, while two outer probes at 20 and 30RE remotely

monitor plasma acceleration due to lobe flux dissipation. Magnetic field

lines map phenomena occurring at the inner spacecraft to the ground arrays,

where they can be observed as nightside auroral displays and geomagnetic

perturbations. The apogee rotates slowly around the Earth to cover the day-

side, dawnside, nightside, and duskside of the magnetosphere. Initially, right

after launch in 2007, THEMIS spacecraft were lined up in the same orbit.

Since 2011, P1 and P2 have become ARTEMIS and orbit the moon, while

the 3 remaining Earth-orbiting probes are able to synergize observations with

other heliophysics missions such as Van Allen Probes (VAP) and Magneto-

spheric Multiscale (MMS). During the first summer season (May-September

2007), the THEMIS spacecraft was arrayed like pearls on a string following

identical orbits with apogees in the dayside magnetosheath. With separa-
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tion distances ranging from 100’s of km to one Earth radii, the spacecraft

was able to make the observations on scales suitable for studies of reconnec-

tion micro and meso-physics, magnetopause boundary layer structure and

motion, and wave propagation in the magnetosheath. Instead, during the

second summer season (May-September 2008), the THEMIS spacecraft was

arrayed in orbits, which permit them to simultaneously observe the pristine

solar wind, foreshock, magnetosheath, and outer magnetosphere. This con-

figuration is ideal for determining how kinetic and magnetohydrodynamic

processes in the region upstream from the Earth modify the nature of the

solar wind-magnetosphere interaction. In particular, the observations were

used to determine the characteristics of hot flow anomalies and diamagnetic

cavities within the foreshock, the propagation of transmitted solar wind dis-

continuities through the magnetosheath, and to search for solar wind triggers

of magnetopause instabilities. The five satellites carry identical instrumenta-

tion: a fluxgate magnetometer (FGM) that measures the background mag-

netic field and its low frequency fluctuations (up to 64 Hz) in the near-Earth

space; an electrostatic analyzer (ESA) used to measure plasma over the e-

nergy range from a few eV up to 30 keV for electrons and 25 keV for ions;

a solid state telescope (SST) that analyze superthermal particle distribu-

tion functions, namely the number of ions and electrons coming towards the

spacecraft from specified directions with specified energies within the energy

range from 25 keV to 6 MeV; a search-coil magnetometer (SCM) measures

low-frequency magnetic field fluctuations and waves in three directions, which

antennas cover the frequency bandwidth from 0.1 Hz to 4 kHz; an electric

field instrument (EFI) that measures the electric fields in three directions.
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4 Analysis of Geotail and THEMIS data

We have consulted the ASCII listings of Geotail MGF high resolution

magnetic field data (1/16 sec sampling), where we got the data of magnetic

field. Instead, the ASCII listings of Geotail LEP ion moment data (12 sec

sampling) was adopted to get the data of density and plasma velocity. The

official website http : //themis .ssl .berkeley .edu provides THEMIS data. We

have worked with magnetic field data by FGM instrument at high resolu-

tion (1/128 s sampling), density and plasma velocity data taken by MOM

(on-board moments) instrument at low resolution (3 sec sampling). We have

choosen 17 events from the entire collection of 19, reported by Hasegawa et

al., 2006 [55]. The reason is to achieve a set of events with enough points

to allow the analysis, neglecting those with few points and many data gaps

which could affect the statistical analysis. A similar selection procedure was

done for the THEMIS events. In that case we have choosen 2 events from the

set of 14, reported by Lin et al., 2014 [73]. All events are listed in the table in

Figure (4.8), in which their observed conditions are also included. The latter

figure shows the following informations (taken by Hasegawa et al., 2006 [55]):

the date; the time interval; the GSM position measured in RE; the IMF con-

dition, where the symbol NBZ means northward IMF; the ion mixing status

and the fluctuation period, related to the rolled-up vortices. The ion mixing

status consists of two definitions: the “mixed” status means that a significant

amount of cool magnetosheath-like ions, was present on the magnetospheric

side of the magnetopause, where density n > 1/cm3, while “weakly-mixed”

means that magnetosheath-like ions were found on magnetospheric side, but
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Figure 4.8: Event List of rolled-up vortices detected by Geotail over 9 years
from 1995 to 2003, adapted from Hasegawa et al., 2006 [55]. The last two
events were detected by THEMIS probe C, adapted by Lin et al., 2014 [73].

their density was lower than n < 1/cm3. The fluctuation period instead, cor-

responds to the perturbations in the flow that are interpreted by Hasegawa

et al., 2006 [55] as being due to vortical motions of plasma (e.g., Fujimoto et

al., 2003 [50]), whereas those in the field are due to deformation of the field

lines when those near the magnetopause are brought into rolled-up vortices

(Hasegawa et al., 2004 [58]; Takagi et al., 2006 [127]).
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The locations of the events are presented in Figure (4.9). The coordinate

system is the Geocentric Solar Magnetospheric (GSM) system, described in

more details in Appendix B.

Figure 4.9: Locations of rolled-up KH events identified from Geotail (light-
blue/blue dot) and THEMIS (red diamond).

As can be seen, all events are located along the flank magnetopause, most

of them are behind the dawn-dusk terminator, and more precisely: nine on

the dawnside (left-side in the Figure (4.9)) and nine on the duskside (right-

side in the Figure (4.9). The events E and E2 present the same coordinate

X (GSM), so they are overwritten on each other.
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Before proceeding to the analysis of the turbulence properties in the dataset,

it is necessary to test the validity of the Taylor hypothesis, which allows

the swich between time and space measurements (Taylor, 1938 [128]). In

particular, the time series of a field can be assumed to be an instantaneous

spatial scan of the field if the typical velocities associated with the dynamics

are slower than the probe speed inside the medium.

In the cases under examination we need to test whether the plasma speed

in the spacecraft frame v′ms (the subscript “ms” indicates “magnetosheath”

region, where our dataset is located) is faster than the typical speed of dy-

namical processes. For space plasmas, such dynamics is usually associated

to the Alfvén speed vA, which is the typical propagation speed of the plasma

fluctuations. Of course, v′
ms = vms − vsc, where vms and vsc are the plasma

speed and the spacecraft speed in the GSM frame, respectively. Since vms ≫

vsc, then we can assume that v′
ms ≃ vms. To be more precise, for a turbulent

distribution of modes in wavevector space, the plasma-frame frequency term

ω and spatial advection term k · vms, both contribute to the spacecraft-

frame frequency (Klein et al., 2014 [65]), according to the relation (Taylor,

1938 [128]):

ωsc = ω + k · vms (4.1)

As stated above, assuming ω ∼ kvA, and since the solar wind has typically a

super-Alfvénic velocity, vms ≫ vA, then equation (4.1) implies ωsc ≃ k · vms,

thereby relating the spacecraft-frame frequency directly to the wavenumber

of spatial fluctuations. This corresponds to the Taylor hypothesis (Taylor,

1938 [128]; Fredricks and Coroniti, 1976 [46]).
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Values of the mean bulk speed and of the Alfvén speed were estimated

for each sample, and their values are listed in the table in Figure (4.10).

Figure 4.10: The mean value of magnetic field B0, the rms magnetic field
δB, the Alfvén speed vA and the plasma velocity vms.

As clearly visible, in all cases the two speeds are of the same order.

In order to quantitatively compare the two speeds, Matthaeus and Goldstein,

1982 [80], proposed a test for the validity of the Taylor hypothesis based on

the following prescription:

vms

vA
≫ 2π

δB

B0

(4.2)
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If this condition is satisfied, then the Taylor hypothesis is valid, the fluctua-

tions can be considered “frozen” into the flow, so that the time series at a

single point corresponds to the spatial structure of the fluctuations at the

integral scale. We have tested our datasets with this strict relation, and we

have obtained the set of ratio values given in the table reported in Figu-

re 4.11.

Figure 4.11: Test for the validity of the Taylor hypothesis. In the first and
second column the RHS and the LHS of the inequality (4.2) are respectively
reported for the different datasets, while in the third column the RHS to
LHS ratio is reported.
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From the values given in the above Table, it is evident that the argument

by Matthaeus and Goldstein, 1982 [80], is not sufficient to validate Taylor’s

hypothesis in our database. However, several dataset from similar magne-

tosheath regions were previously analysed using Cluster spacecraft. In those

cases, the availability of multi-spacecraft diagnostics allowed to validate the

Taylor hypothesis, even in the absence of a super-Alfvénic flow [13].

For this reason, we also use an alternative, phenomenological verification

of the Taylor hypothesis, presented by Stawartz et al., 2016 [124], that has

been utilized in other magnetospheric studies of turbulence (Chaston et al.,

2007 [18], 2012 [19]).

In a recent work, Stawartz et al., 2016 [124], give a different argument to

validate the Taylor hypothesis, which is based on the assumption that k⊥

is sufficient larger than k||. Their argument may be expressed as in the fol-

lowing. We can assume that fluctuations are mainly Alfvénic (at least in

the large-scale domain), so that their frequency in the plasma frame can be

estimated as ω ∼ k · vA = kvA cos θ, where θ is the angle between k and

B0. Indicating by φ the angle between k and vms, the advection term is

k · vms = kvms cosφ. Since vms ∼ vA, the advection term dominates over the

frequency ω (as required by the Taylor hypothesis) if cos θ ≪ cosφ.

It is well know that in MHD turbulence the energy cascade tends to develop

in the directions perpendicular to the mean magnetic field B0, so that per-

pendicular wavevectors k⊥ dominate over parallel wavevectors k||. Then, we

expect that θ is close to π/2. Examining our datasets, we verified that the

mean magnetic field B0 is mainly oriented in the z direction, therefore k is

essentially in the xy plane. Instead, the plasma bulk velocity vms is in the x
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direction, i.e., mainly perpendicular to B0.

In the table in Figure 4.12, we report the angle α between B0 and vms,

calculated as

α = arccos
(

B0 · vms

|B0| |vms|

)

. (4.3)

We can see that, in most cases, α is around 90◦. This shows that the condi-

tion cos θ ≪ cosφ is reasonably satisfied in our database, implying that the

Taylor hypothesis is satisfied, according to the argument given by Stawartz

et al., 2016 [124].

Figure 4.12: Values obtained by calculating the scalar product between mag-
netic field B0 and the plasma velocity vms. In the first column the value of
cosine is shown; in the second and third column the arccosine and the angle
between the fields are reported.
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The above considerations encourage us to re-interpret the frequency depen-

dence measured by the spacecraft as an information on the spatial depen-

dence in the plasma reference frame.

In order to characterize the properties of the fluctuations, any event was ana-

lyzed against the same standard diagnostics for intermittent turbulence, used

to test our synthetic model described in previous chapter. In the following,

we describe all the observed features.

4.1 Autocorrelation function

Figure 4.13 shows examples of the autocorrelation function versus time

scale, for two different samples of the whole collection, one chosen among the

mixed status (E2) and the other one among the weakly-mixed status (O).

The behaviour of the autocorrelation functions is standard, and is similar to

the one observed for the synthetic model (cf. Figure (3.5)). The values of

the correlation scales τcorr, obtained for all samples as described in previous

chapter, vary between 13 and 147 sec, in agreement with typical values in

this region, and are recorded in Appendix A.

4.2 Spectrum of magnetic energy

The magnetic energy power spectra provide quick information about the

scaling properties of the field fluctuations. Two examples are given in Fi-

gure (4.14). Since the Taylor hypothesis could not be rigorously validated

in our database, we present the spectral results in terms of frequency rather

than wave vectors, as the transformation between the two relying on the bulk

speed inverse proportionality may not be valid.
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Figure 4.13: The autocorrelation function for three component of magnetic
field related to the event E2 in the top panel and the event O at the bottom.

In the Figure (4.14), we show two characteristic frequencies: the frequency

related to the correlation time fcorr and the frequency fdi , related to the

ion inertial lenght of a thermal ion di = c/ωpi, i.e. the ratio between light

velocity and ion plasma frequency. The latter has been estimated assuming
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Figure 4.14: The one-dimensional power spectral density (PSD) of the mag-
netic field Bx for the dataset E2 (top panel) and Bz for the dataset O (bot-
tom panel). A Kolmogorov-like spectrum is observed at MHD scale, while a
steeper power law is suggested below ion scales. The vertical black dashed
lines indicate the frequency fdi related to the ion inertial lenght di, and the
frequency related to the correlation time fcorr.
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the validity of the Taylor hypothesis in a broad sense, as in Stawartz et al.,

2016 [124].

Specifically, using the Taylor approximation of relation ωsc ≃ k · vms and

replacing the angular frequency ω with the spatial frequency f → ω = 2πf

we obtain:

2πf ≃ kvms

and being the wave vector κ = 1/ℓ the inverse of a tipical lenght, in this case

ℓ ∼ di, we have:

2πf ≃ vms

di
→ f ≃ vms

2πdi
.

At large scales, the correlation frequency very well represents the large-scale

boundary of the spectral inertial range. Similarly, the inertial range clearly

breaks around the frequency associated with the ion inertial scale fdi , where

kinetic plasma effects start being non-negligeable, and in agreement with

the usual observations of solar-wind and magnetosheath turbulence (Leamon

et al., 1998 [71]). These observations seem to suggest that, although the

conditions for the Taylor hypothesis are only phenomenologically met, the

transformation from frequency to wave-vector can be safely performed.

In MHD range of scales, i.e. above the ion iertial length, the spectrum is

well represented by a power law with exponent ∼ −1.69 not far from the

Kolmogorov value −5/3. Below the typical proton scales, the spectrum is

compatible with a steeper power law with exponent which we find in the range

between −1.89 and −2.76, with a mean value αion ∼ /−2.44. Similar results

were found for the other components of the PSD, collected in Appendix A.

The observed spectra seem to indicate that the typical behaviour of space
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plasma is retrived in these samples, and that turbulence might be developing

as a consequence of, or superimposed to, the Kelvin-Helmoltz instability.

Figure (4.15) shows how the spectral exponent αkol and the exponent αion

are distributed around the tipical expected values.

Figure 4.15: Histograms of the total number of events with the spectral ex-
ponent αkol, distributed around the Kolmogorov value 5/3 and the exponent
αion, distributed around the value 2.44.

The histograms show clearly that the inertial range exponent distribution

is sharply peaked around the expected Kolmogorov value αkol ∼ −5/3. On

the contrary, and in agreement with solar wind observations (Sahraoui et al.,

2006 [107]), the small-scale exponents are more broadly distributed around

their mean αion ∼ /2.44.
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4.3 Probability Distribution Function

As already specified in this thesis, the statisticl properties of turbulent

fields cannot be fully described by spectra, and the intermittency in particular

needs the whole statistics of the fluctuations. For this reason, two examples

of the increment PDFs of the Bx at different scales, are collected in Figure

(4.16). For each scale, the magnetic field increments were standardized by

normalizing to their standard deviation. The black dashed line represents

a reference Gaussian distribution. Similar results were found for the other

components. It is worth noting that the probability distribution functions

are characterized by high tails and the deviation from Gaussian increases

towards smaller scales (Frisch, 1995 [48], Sorriso-Valvo et al., 1999 [120],

Bruno and Carbone, 2005 [14]. The fat tails are due to particularly intense

magnetic field fluctuations, usually related to the presence of structures.

4.4 Kurtosis

A way to quantify the deviation from a Gaussian distribution is the kur-

tosis, which in our samples has the Gaussian value K = 3 at large scales,

roughly down to the correlation scale, and then tipically increases toward

small scales as a power law K(l) ∼ lκ. For all cases, the power-law fitting

range is generally consistent with the spectral inertial range, sometimes with

a small shift towards small scales, bounded by the correlation time at large

time scales, and by the time associated with the ion-inertial range (via the

Taylor hypothesis) at small time scales. The scaling exponent κ gives a quan-

titative estimate of the intermittency, i.e., of the anomalous scaling of the

magnetic fluctuations (Sreenivasan and Annu, 1997 [122]).

128



10
−4

10
−3

10
−2

10
−1

10
0

−6 −4 −2  0  2  4  6

P
(∆

B
τ)

∆Bτ

E2, Bx

τ=0.12s

τ=1.88s

τ=7.53s

τ=30.12s

τ=240.94s

Gaussian

10
−4

10
−3

10
−2

10
−1

10
0

−6 −4 −2  0  2  4  6

P
(∆

B
τ)

∆Bτ

O, Bz

τ=0.12s

τ=1.88s

τ=7.53s

τ=30.12s

τ=240.94s

Gaussian

Figure 4.16: Probability distribution functions of the normalized increments
∆B(x)

τ are shown in the top panel for sample E2 and in the bottom panel for
sample O. The black dotted line is a Gaussian distribution used as reference.

In Navier-Stokes turbulence, it is often observed that κ ≃ 0.1 (Anselmet et

al., 1984 [4]). In Figure (4.17), the scaling exponent of kurtosis is larger,

consistent with a more efficient intermittency, for both datasets E2 and O.

As before, exponents for all samples are collected in the Appendix A.
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black dashed lines indicate the inertial period τdi related to the frequency
fdi, and the correlation time τcorr.
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5 Transition to turbulence in the magnetosheath

Kelvin-Helmholtz instability

After the analisys of the properties of turbulence in each individual event,

we now want to focus on the possibility to highlihght the evolution of tur-

bulence along the KH instability by comparing the different samples. In

particular, we are interested in understanding if the statistical properties of

the field fluctuations depend on the state of the KH vortex roll-up. In order to

do so, we will describe the variation of the turbulence and intermittency pa-

rameters as the spacecraft explore different locations in the magnetosheath,

drifting away from the Sun along the tail-flank magnetopause, where the

events are located. In Figure 4.18, the fitted power-law index α
(z)
kol of the

z magnetic field component, related to the Kolmogorov range spectrum, is

plotted as a function of the -X coordinate.
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Figure 4.18: The fitted power-law index (component z of magnetic field),
at MHD scales, as a function of -X coordinate. The value expected for a
Kolmogorov-like spectrum is -5/3, that corresponds to the horizontal green
line. A “wavy trend” is observed, during the departure along -X coordinate,
consistently because the error that affect measures are significantly smaller
than the α-index values.
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From the figure, it appears that a fluctuating behaviour during the progres-

sive departure along the X coordinate may exist, and is visible as a quasi-

periodic modulation of the exponent. The periodicity associated with such

oscillation can be estimated by eye to be approximately ∼ 6 − 7RE. Fur-

thermore, the amplitude of such modulation seems to decrease as the mea-

surements are taken further away from the dusk-dawn line, and a possible

saturation may be reached after X ∼ −15RE. According to the observed pe-

riod of each set and to the tailward flow speed, the wavelength is estimated to

be on average ∼ 6.4RE, consistent with that reported in literature (Hasegawa

et al., 2004 [56], 2006 [55], 2009 [57], Fairfield et al., 2000 [39], Kivelson and

Chen, 1995 [64]).
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Figure 4.19: The fitted power-law index below ion scale of energy spectra, as
a function of -X coordinate. The reference value is −2.44 (Zimbardo et al.,
2010 [140], Sahraoui et al., 2006 [107], Alexandrova et al., 2013 [2])
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In the table in Figure 4.20, the values of the fluctuation period, the flow

speed vms and the wavelength λ for each set, are shown. Our results seem to

suggest that, when KHI is observed, the signature of its periodicity is a robust

feature of the magnetosheath, and modulates the associated turbulence at all

times. Although it is difficult to claim the robustness of this observation with

the limited dataset at hand, it is still interesting that the observed modulation

seems persistent for most of the parameter obtained in this analysis.

Figure 4.20: Values of the fluctuation period, the flow speed vms and the
wavelength λ.
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For example, a less evident but similar fluctuation may also be observed

for the fitted power-law index in the sub-ion range of scales, α
(z)
ion, as also

visible in Figure 4.19. The scaling exponent of kurtosis κ(z), showed in Fi-

gure 4.21, also present the same “wavy trend”, just as the figure above de-

scribed, and in particular with a similar periodicity. This suggest that a kind

of signature related to the development of the KH instability waves could be

present in the statistical properties of the magnetic turbulence. Note that

the power-law index fluctuations are typically larger than the extimate fit-

ting error (as clearly visible from the figures).
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Figure 4.21: The fitted power-law index of the kurtosis, as a function of -X
coordinate. The reference value is κ = 0.101, which is tipical value observed
in Navier-Stokes turbulence [4].

Finally, the figure of the correlation time τcorr as a function of the X coor-

dinate is given in Figure 4.22. This parameter does not seem to present the

same fluctuationg behaviour as the other parameters.
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Figure 4.22: The correlation time, relating to z coordinate of magnetic field,
as a function of -X coordinate.

For a more comprehensive overview of our observation, the fitted power-law

indexes αkol, αion and κ are plotted together as a function of the X coor-

dinate (Figure 4.23), in order to better visualize the overall behavior which

characterizes the KH vortices, as we are describing. In order to have a more

global, three-dimensional view, the scaling exponent are also shown together

as a function of the Y coordinate, i.e. the perpendicular coordinate to the

Earth’s magnetic dipole (Figure 4.24) and of the Z coordinate, chosen to be

in the same sense as the northern magnetic pole (Figure 4.25). The cor-

relation time (bottom panel) for three component of the field, as a function

of the coordinate GSM, is also indicated. The spectral index αkol at MHD

scales is indicated by different shades of blue dots for his three components

of field; similarly, αion is described by red dots for the three component of

field and the index κ of the kurtosis is indicated by green dots. We have also
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Figure 4.23: Top panel: All fitted power-law index, i.e. αkolm at MHD
scales (blue dots), αion at ion scales (red dots) and κ scaling exponent of
the kurtosis (green dots), as a function of -X coordinate. The mean value
of each sample is reported as grey square inside the corresponding value of
three components of field, of which this value is extimated. The fluctuating
behaviour called “wavy trend” is seen for all three indexes. Bottom panel:
The autocorrelation time (pink dots) for three component of the field, as a
function of -X coordinate.
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Figure 4.24: All fitted power-law index, i.e. αkol at MHD scales (blue dots),
αion at ion scales (red dots) and κ scaling exponent of the kurtosis (green
dots), as a function of Y coordinate. The mean value of each sample is
reported as grey square inside the corresponding value of three components
of field, of which this value is extimated.
Bottom panel: The autocorrelation time (pink dots) for three component of
the field, as a function of Y coordinate.
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Figure 4.25: All fitted power-law index, i.e. αkol at MHD scales (blue dots),
αion at ion scales (red dots) and κ scaling exponent of the kurtosis (green
dots), as a function of Z coordinate. The mean value of each sample is re-
ported as grey square inside the corresponding value of three components
of field, of which this value is extimated. Bottom panel: The autocorrela-
tion time (pink dots) for three component of the field, as a function of Y
coordinate.
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reported the mean value of three component of each sample as grey squares.

Moreover, reference lines at 5/3, −2.44 and 0.101 are plotted for each ex-

ponent, respectively. The fluctuating behaviour we refer to as “wavy trend”

is seen for all three indexes, confirming the possible signature of rolled-up

vortice that evolves along the coordinates. Noteworthy is the emergence of a

clear anti-correlation between the κ and the two spectral indexes, although

it is more evident between κ and αkol.

A more compact view of the dependence of the Y and Z coordinates can be

obtained by superposition of the events on the opposite side. This is possible

by taking all the events on the same side without any distinctions between

dusk and dawnside as in the Figure 4.26. This allows a more evident visu-

alization of the quasi-periodic modulation. In the bottom panel of the same

figure, the autocorrelation time is plotted, as a function of Y, although the

fluctuating profile does not appear to be completely evident in it. The same

presentation was made for the Z coordinate, displayed in Figure 4.27, where

the points appear aligned.
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Figure 4.26: All fitted power-law index, i.e. αkol at MHD scales (blue dots),
αion at ion scales (red dots) and κ scaling exponent of the kurtosis (green
dots), as a function of Y coordinate in absolute value. The mean value of
each sample is reported as grey square inside the corresponding value of
three components of field, of which this value is extimated. Bottom panel:
The autocorrelation time (pink dots) for three component of the field, as a
function of Y coordinate in absolute value.
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Figure 4.27: All fitted power-law index, i.e. αkol at MHD scales (blue dots),
αion at ion scales (red dots) and κ scaling exponent of the kurtosis (green
dots), as a function of Z coordinate in absolute value. The mean value of
each sample is reported as grey square inside the corresponding value of
three components of field, of which this value is extimated. Bottom panel:
The autocorrelation time (pink dots) for three component of the field, as a
function of Z coordinate, in absolute value.
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In order to look for correlations between the variations in the turbulence

parameters, we directly compare the fluctuations around their means of the

two spectral exponents, shown in Figure 4.28 as a function of X for the z-

component of the field. There is a hint of some correlation in the trend of

the two indexes, which is however not very clear.
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Figure 4.28: Two fitted power-law index for component z of energy spectra,
i.e. αkol at MHD scales (blue dots) and αion at ion scales (red dots) as a
function of -X coordinate.

A similar description was made to highlight possible correlations between the

fluctuation of the fitted power-law index for component z of energy spectra at

MHD scales, i.e. αkol (blue dots) and the fluctuation of the fitted power-law

index for component z of the scaling exponent κ of the Kurtosis (green dots)

as a function of X coordinate, is shown in Figure 4.29. These parameters are

reasonably correlated, which is expected, as the intermittency corrections

should affect both indexes. The fluctuations of αion (blue dots) show some
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Figure 4.29: The fluctuation of the fitted power-law index for component z
of energy spectra at MHD scales, i.e. αkolm (blue dots) and the fluctuation
of the power-law index for component z of the scaling exponent κ of the
Kurtosis (green dots) as a function of -X coordinate.

sign of anti-correlation with the scaling exponent κ of the Kurtosis (green

dots), again plotted in Figure 4.30, as a function of -X.
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Figure 4.30: The fluctuation of the fitted power-law index for component z
of energy spectra at ion scales, i.e. αion (red dots) and the component z of
the fluctuation of the scaling exponent κ of the Kurtosis (green dots) as a
function of -X coordinate.
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In order to quantitatively measure the amount of such correlations, we com-

pute the (linear) Pearson and (rank) Spearman correlation coefficients for all

pairs of turbulent indexes, listed in table reported in Figure (4.34). Darker

green entries indicate moderate correlation, while lighter green shades high-

light the pairs with weaker correlations. The black entries show very limited,

negligeable correlations. For a more visual representation, we show scatter

plots for some of the pairs with the highest correlations, i.e.: α
(z)
kol vs κ

(z) (Fig-

ure 4.31), α
(z)
ion vs κ(z) (Figure 4.32), and the mean wind speed V vs κ (Figure

4.33). The presence of correlations, although moderate, could strengthen the

observation of the spatial structure along the KH, already visualized above.
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Figure 4.31: The z component of the scaling exponent αkol is plotted as a
function of the same component of the scaling exponent κ.

144



 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 2  2.2  2.4  2.6  2.8  3

CP(α(z)
ion,κ(z)

)=-0.673±0.001

κ

αion

Figure 4.32: The z component of the scaling exponent αion is plotted as a
function of the same component of the scaling exponent κ.
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Figure 4.33: The x component of the velocity field is plotted as a function of
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Figure 4.34: The Pearson and Spearman correlation coefficients for all pairs
of turbulent indexes. Darker green entries indicate moderate correlation,
while lighter green shades highlight the pairs with weaker correlations. The
black entries show very limited, negligeable correlations.
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6 Summary

In this chapter we have studied and characterized the properties of plasma

turbulence and intermittency, along the tail-flank magnetopause and its boun-

dary layer, when Kelvin-Helmoltz instability was reported. We have surveyed

the Geotail and THEMIS data, recognized as rolled-up vortices by Hasegawa

et al., 2006 [55], Fujimoto et al., 1998 [49], Fairfield et al., 2000 [39], 2003 [38],

Stenuit et al., 2002 [123] and Lin et al., 2014 [73], taken during satellite mag-

netopause crossings.

Firstly we have applied time-series analysis techniques to the collection of

20 samples, in order to obtain the autocorrelation function, the power spec-

trum, the probability distribution functions of the field increments and the

kurtosis.

The behaviour of the autocorrelation functions is standard, with values of

the correlation scales τcorr that vary between 13 and 147 sec, in agreement

with typical values in this region.

Since the Taylor hypothesis was validated only phenomenologically in our

database, we present the spectral results in terms of frequency rather than

wave vectors. In MHD range of scales, the spectrum is well represented by a

power law with exponent ∼ −1.69 not far from the Kolmogorov value −5/3.

Below the typical proton scales, the spectrum is instead compatible with a

steeper power law with exponent which we find in the range between −1.89

and −2.76, with a mean value αion = −2.44. The inertial range clearly

breaks around the frequency associated with the ion inertial scale fdi , where

kinetic plasma effects start being non-negligeable, and in agreement with the
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usual observation of solar-wind and magnetosheath turbulence (Leamon et

al., 1998 [71]). These observations seem to suggest that the transformation

from frequency to wave-vector based on the Taylor hypothesis can be safely

performed.

Probability distribution functions are characterized by high tails and the

deviation from Gaussian increases towards smaller scales (Frisch, 1995 [48],

Sorriso-Valvo et al., 1999 [120], Bruno and Carbone, 2005 [14]). The fat tails

are due to particularly intense magnetic field fluctuations, usually related to

the presence of structures.

Finally, we have analysed the behaviour of the kurtosis. Its power-law fitting

range is generally consistent with the spectral inertial range and the scaling

exponent κ gives a quantitative estimate of the intermittency, (Sreenivasan

and Annu, 1997 [122]).

In light of the results obtained, then we have investigated the behaviour

of several parameters as a function of the progressive departure along the

Geocentric Solar Magnetosphere coordinates. It appears that a fluctuating

behaviour may exist, and it is visible as a quasi-periodic modulation with

an associated periodicity, estimated to be approximately 6.4 RE. Although

the limited dataset at hand makes diffucult to claim the robustness of this

observation, it is still interesting that the observed modulation seems to

persist for most of the parameters considered in this analysis.

In addition, the estimated wavelength is consistent with that reported in

literature (Hasegawa et al., 2004 [56], 2006 [55], 2009 [57], Fairfield et al.,

2000 [39], Kivelson and Chen, 1995 [64]).
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This suggest that a kind of signature, related to the development of the

KH instability waves, could be present in the statistical properties of the

magnetic turbulence. This may be indicating that, whenever the condition

for the onset of the KHI are met in the magnetosheath, the general spatial

distribution of the properties of the turbulence generated in the wake of the

KH vortices are stable in time.
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Chapter 5

Conclusions and Perspectives

Turbulence represents an universal phenomenon characterizing the dy-

namics of different kinds of fluids, both in nature and in laboratory devices.

The efficient transfer of energy across scales for which the turbulence is re-

sponsible, achieves the connection between the macroscopic flow and the

microscopic dissipation of this energy. For this reason, it plays a key role in

determining various phenomena so, it is important to provide a representa-

tion of turbulence as realistic as possible, including features as intermittency.

A natural way to obtain this, is by direct simulations, in which a numerical so-

lution of fluid equations, within a given spatial domain, is calculated starting

from suitable initial conditions. In particular, direct simulations of both fluid

and MHD equations, are able to reproduce intermittency self-consistently,

but with a strong limitation. In fact, they provide a finite space resolution,

which determines the extension of the range of spatial scales. This disavan-

tage can become very severe in 3D configurations, where realistic simulations

would require huge computational efforts, as typically happens in astrophy-

sical contexts, where high-Reynolds number fluids are typically involved. A

way to address this problem is represented by “synthetic turbulence”, able to
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reproduce the main properties of a turbulence field starting from simplified

models that mimic the processes taking place in real turbulence. The main

advantage of this approach is its reduced computational requirement with

respect to direct simulations. This allows to represent, for instance, spatial

scale ranges that are larger than in direct simulation, but employing smaller

computing resources. This may be useful in astrophysical contexts, like in

the solar wind, where in-situ measurements have shown the presence of a

turbulence with a spectrum extending over several decades of spatial scales.

Models built up over time have been aimed at describing processes that in-

volve very different spatial scales (e.g., particle transport or acceleration,

diffusion, and drop formation) (Sardina et al., 2015 [108]); understanding

fundamental scaling properties of turbulence (Juneja et al., 1994 [61], Ar-

neodo et al., 1998 [5]); evaluating subgrid stresses (Scotti and Meneveau,

1999 [110], Kerstein et al., 2001 [63], McDermott et al., 2005 [86]) and ge-

nerating initial conditions for numerical simulations (Rosales and Meneveau,

2006[103]).

We built up a new synthetic turbulence model, presented in a recent paper

(Malara et al., 2016 [75]), belonging to the class of “wavelet-based” models,

in which the synthetic field is obtained by a superposition of base functions

at different spatial scales, whose amplitude is determined so as to reproduce

a given spectral law for the turbulent field. Moreover, the model repro-

duces intermittency in the turbulent field by means of a p-model technique

(Meneveau and Sreenivasan, 1987 [87]), in which the spectral energy flux

from a given spatial scale to the smaller one is unevenly distributed in space.

Our synthetic turbulence model generates a three-component solenoidal time-
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independent turbulent field, so it can be used to describe either an incom-

pressible flow or a turbulent magnetic field. Our model shares many aspects

with models by Juneja et al., 1994 [61] and by Cametti et al., 1998 [16], but

with relevant differences in the algorithm. In fact, one important limitation

in the 3D model by Cametti et al. [16] is in the memory requirement, which

rapidly increases when considering increasing spectral width. The algorithm

employed by our model has been designed so as to avoid both large memory

employments and long computational times in the evaluation of the turbu-

lent field at a given spatial position. This is the most important feature of

the model, because it allows to describe a turbulence with a very extended

spectral range using a modest computational effort. The model contains

parameters that can be tuned in order to reproduce different physical situa-

tions. We also explored the possibility to include an anisotropic spectrum,

trying to reproduce the situation described by the so-called “critical balance”

principle, postulated by Goldreich & Sridhar, 1995 [51], in the case of a MHD

turbulence, often advocated for the description of solar wind turbulence. In

order to assess the validity of the model and its reliability in reproducing

realistic flows, we have run the standard diagnostics for intermittent turbu-

lence and verified that the synthetic field indeed possesses the characteristics

that were chosen as input. To this aim, we have obtained a series of isotropic

runs by fixing the scaling exponent h, which contributes to determine the

index of the power-law spectrum, and varying the intermittency parame-

ter p, which sets the “level” of intermittency. We have worked with three

values: p = 0.5 (no intermittency), p = 0.7 (standard Navier-Stokes inter-

mittency), p = 0.9 (strong intermittency). We have then extracted synthetic
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one-dimensional cuts within the model domain, and have applied time-series

analysis techniques: autocorrelation function, power spectrum, probability

distribution functions of the field increments, their structure functions, the

kurtosis, and a standard multifractal analysis. All the tests gave satisfactory

results, showing that the synthetic data reproduce well the required condi-

tions of spectral scaling and intermittency. A small anisotropy originated by

the particular shape of the eddy functions is present along the three axes of

the system. This was easily mediated by choosing trajectories with an angle

with the three axes. We have also explored the geometry of the system by

using two anisotropic runs, with p = 0.5 and p = 0.7, and by imposing the

critical balance conditions. Even in the anisotropic case, the output satisfac-

torily reproduces the expected values of spectral slope and intermittency for

all the observables. We can conclude that the model provides a good rep-

resentation of intermittent turbulence, and is sensitive to the choice of the

input parameters, which allows to fine tune the type of turbulence as desired.

We wish to note that a preliminary version of the present model has been

recently employed to study the problem of energetic particle diffusion in a

magnetic turbulence (Pucci et al., 2016 [99]). The highly suprathermal speed

of the energetic test particles, as observed, for example, in the solar wind,

allowed for the use of the static turbulent field generated by our model. That

investigation has singled out relevant effects on the particle transport related

to both large spectral extensions and to intermittency. Thus, a representa-

tion of a 3D turbulence with a wide spectrum, as well as a tunable level of

intermittency, have been crucial aspects of employing the present synthetic

turbulence model in this study. Furthermore, when using our model to run
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test-particle simulations the integration of particle trajectories is considera-

bly simplified by the possibility to calculate the turbulent field directly at

any spatial position, thus avoiding interpolations on a spatial grid (Benzi

et al., 1984 [10], Meneveau and Sreenivasan, 1987 [87]). Another possible

application of our model is related to the problem of cosmic ray diffusion in

the Galaxy, where a magnetic turbulence with a very wide spectrum is pos-

tulated. Another problem which we are planning to work on is the so-called

“diffusive shock acceleration”, in which particle acceleration by means of

shocks propagating in a turbulent medium is considered. Of course, our syn-

thetic turbulence model has several limitations which are worth discussing.

First, it is important to acknowledge that the present version of our model

is not able to reproduce the skewness of the field increments PDFs which is

universally observed in fully developed turbulence. Indeed, due to the sym-

metry of the adopted base functions, all third-order moments are essentially

vanishing. An improved version of the model that accounts for the appropria-

te description of the skewness is currently in progress. Another limitation of

the model is represented by the lack of time dependence. For instance, this

aspect could be important in the case that the model is employed to study

transport in turbulent magnetic fields of particles whose typical velocity is

of the order of the fluctuation propagation speed (e.g., the Alfvén speed). In

particular, this happens for thermal particles in situations when the value of

the plasma β is of the order of unity. For this reason, it would be desirable

to include a form of time dependence in our model, similar, for instance,

as in the model by Lepreti et al., 2006 [72]. We are also working on this

subject. Finally, we mention the fact that in real fluids, structures at small
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scales often display a certain degree of spatial organization; we are referring

to vorticity filaments observed in ordinary fluids, or to quasi-two dimensional

current sheets in magnetofluids. Such structures would require a high degree

of spatial coherence in order to be repreduced by our model, which is lacking

at present.

The second part of this thesis has focused on one key issue: the turbu-

lence at the interface between the solar wind and the Earth’s magnetosphere,

mediated by the magnetopause. Connections between Sun and Earth have

been investigated all along in space plasma physics, with the aim of under-

standing how solar wind interacts with the Earth’s magnetosphere.

We have described this region, which is characterized by strong gradients

of density and magnetic field, where the Kelvin-Helmholtz instability (KH)

can drive waves at the magnetopause. These waves can grow to form rolled-

up vortices and facilitate transfer of plasma into the magnetosphere. This

mechanism is considered one of the most important responsible for popu-

lating the low latitude boundary layer (LLBL) during periods of northward

interplanetary magnetic field. It is very important to be able to determine

the properties of plasma turbulence and intermittency inside magnetosheath,

given the great interest in the mechanisms associated with the KH instabi-

lity and the terrestrial magnetosphere. Properties of turbulence can help to

understand how the particle transport from the solar wind to the magneto-

sphere works, and more generally, what are the mechanisms of interaction

between these two regions of the near-Earth space. Moreover, it is interesting

to study the evolution of turbulence, as a result of the development of KH
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instability as it moves away from the Sun along the tail-flank magnetopause.

By using data taken during satellites magnetopause crossings, from Themis

and Geotail missions, we have collected a big enough dataset classified as KH

events by Hasegawa et al., 2006 [55], Fujimoto et al., 1998 [49], Fairfield et al.,

2000 [39], 2003 [38], Stenuit et al., 2002 [123] and Lin et al., 2014 [73]. Events

are encountered along the flank magnetopause, most of which are behind the

dawn-dusk terminator, showing quasi-periodic plasma and field fluctuations

associated with KH waves. Our goal has been characterizing the intermittent

turbulence that takes place inside such waves. To do this, we have employed

the analysis tools already used to assess the validity of the synthetic turbu-

lence model and its reliability in reproducing realistic flows (i.e. the spectral

analysis and the scale-dependent statistics of the field increments), also for

the analysis of space plasma data. For each dataset, we have obtained: the

autocorrelation function associated to the correlation scale of the field; the

associated energy power spectrum, whose power-law scaling exponent has to

be compared with Kolmogorov-like spectrum observed at MHD scales, while

a steeper power law is suggested below proton scales; the Probability Distri-

bution Functions (PDFs) of the scale-dependent increments, whose deviation

from a Gaussian qualitatively illustrates the presence of intermittency; finally

the kurtosis with its scaling exponent, a quantitative measure of intermit-

tency.

From our results, it appears that a fluctuating behaviour during the progres-

sive departure along the Geocentric Solar Magnetosphere coordinate system

may exist, and it is visible as a quasi-periodic modulation of the various

exponents. The periodicity associated with such oscillation was estimated
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to be approximately 6.4 RE. Furthermore, the amplitude of such modula-

tion seems to decrease as the measurements are taken further away from the

Earth, and a possible saturation may be reached after ∼ 15RE. Although

the limited dataset at hand makes diffucult to claim the robustness of this

observation, it is still interesting that the observed modulation seems to per-

sist for most of the parameters considered in this analysis. This suggest that

a kind of signature related to the development of the KH instability waves

could be present in the statistical properties of the magnetic turbulence, even

though the different samples used for this study were taken at largely diffe-

rent times. This may be indicating that, whenever the condition for the onset

of the KHI are met in the magnetosheath, the general spatial distribution

of the properties of the turbulence generated in the wake of the KH vortices

are stable in time.

A future development is certainly the possibility to enrich the collection of

events combining multispacecraft measurements of MMS mission, in particu-

lar considering the much better resolution of particle measurements onboard

MMS compared to Geotail. In fact, over three months in 2017, the MMS

spacecraft will pass from the dayside magnetopause, to a new, larger orbit on

the nightside. Such measurements are crucial to obtain accurate profiles of

field across the magnetopause and datasets much larger than the ones used in

the present analysis. The perspective is to have a complete and quantitative

characterization of turbulence and associated intermittence in this region,

which is still poorly studied.
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Appendix A - Data Analysis
Collection

All parameters calculated from the data analysis, are collected below.

Each set of data was summed up in four tables. The first table shows the

informations (taken by Hasegawa et al., 2006 [55]), about the date, the time

interval, the GSM position measured in RE, the IMF condition, where the

symbol NBZ means northward IMF, the ion mixing status and the fluctuation

period, related to the rolled-up vortices events, already described in chapter

4, section 4, and here again reported for completeness. The ion mixing sta-

tus consists of two definitions: the “mixed” status means that a significant

amount of cool magnetosheath-like ions, was present on the magnetospheric

side of the magnetopause, where density n > 1/cm3, while “weakly-mixed”

means that magnetosheath-like ions were found on magnetospheric side, but

their density was lower than n < 1/cm3. The fluctuation period instead, cor-

responds to the perturbations in the flow that are interpreted by Hasegawa

et al., 2006 [55] as being due to vortical motions of plasma (e.g., Fujimoto et

al., 2003 [50]), whereas those in the field are due to deformation of the field

lines when those near the magnetopause are brought into rolled-up vortices

(Hasegawa et al., 2004 [58]; Takagi et al.,2006 [127]).
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In the second table we have collected in order: the correlation time τ (i)corr; the

mean value of the correlation time 〈τ (i)corr〉 with the associated rms value; the

frequency f (i)
corr related to the correlation time, where f (i)

corr = 1/τ (i)corr and the

index i = x, y, z represents the corresponding component; the ion inertial

lenght di = c/ωpi, i.e. the ratio between light velocity and ion plasma fre-

quency; the frequency f
(i)
di

(see section 4.2, chapter 4) and its corresponding

time τdi .

In the third table there are the scaling exponents of the power spectral den-

sity of magnetic field at MHD scales α
(i)
kol, the mean value 〈α(i)

kol〉 with the

associated rms value, the spectral index at the ion scales α
(i)
ion and the mean

value 〈α(i)
ion〉 with the rms value.

The fourth table present the scaling exponent κ(i) of the kurtosis, the mean

value 〈κ(i)〉 and the rms value. In addition, below each index, a description

of the kurtosis behavior at the ion scale is given.
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Appendix B - Geocentric
systems

Coordinate systems used in the study of Earth-Sun relations are different,

depending on the physical processes to be describe. For a comprehensive

description of the transformation between the major coordinate systems in

use see Russel, 1971 [54] and Hapgood, 1992 [106].

We focus our attention on geocentric systems, i.e. the cartesian coordinate

systems originated in the center of the Earth. Typically they can be divided

into three categories:

• Systems based on the rotational axis of the Earth: the Geographic

Coordinate System (GEO), is defined so that its X-axis is in the Earth’s

equatorial plane but is fixed with the rotation of the Earth so that it

passes through the Greenwich meridian. Its Z-axis is parallel to the

rotation axis of the Earth, and its Y-axis completes a right-handed

orthogonal set Y = Z × X; the Geocentric Equatorial Inertial System

(GEI), has its X-axis pointing from the Earth towards the first point of

Aries (the position of the Sun at the vernal equinox). This direction is

the intersection of the Earth’s equatorial plane and the ecliptic plane

and thus the X-axis lies in both planes. The Z-axis is parallel to the
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rotation axis of the Earth and Y completes the right-handed orthogonal

set Y = Z × X;

• Systems based on the Earth-Sun line: the Geocentric Solar Ecliptic

(GSE) has its X axis towards the Sun and its Z axis perpendicular to

the plane of the Earth’s orbit around the Sun (positive North). This

system is fixed with respect to the Earth-Sun line. The Geocentric

Solar Magnetospheric (GSM), has its X axis towards the Sun and its

Z axis is the projection of the Earth’s magnetic dipole axis (positive

North) on to the plane perpendicular to the X axis. The direction

of the geomagnetic field near the nose of the magnetosphere is well-

ordered by this system. Thus it is considered the best system to use

when studying the effects of interplanetary magnetic field components

(e.g. Bz) on magnetospheric and ionospheric phenomena.

• Systems based on the magnetic axis of the Earth’s magnetic dipole;

in the Solar Magnetic (SM), the Z-axis is chosen parallel to the north

magnetic pole and its Y axis is perpendicular to the plane containing

the dipole axis and the Earth-Sun line (positive in direction opposite to

the Earth’s orbital motion). The direction of the geomagnetic field in

the outer magnetosphere is well-ordered by this system. GeoMagnetic

(MAG), instead, has the Z-axis of the dipole meridian system (DM)

chosen along the north magnetic dipole axis. However, the Y-axis is

chosen to be perpendicular to a radius vector to the point of observation

rather than the Sun. The positive Y direction is chosen to be eastwards,

so that the X-axis is directed outwards from the dipole.
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Vöros, Z., Aburjania, G., Chargazia, K., Alexandrova, O.,Mag-

netic Turbulence in the Geospace Environment, Space Sci. Rev., 156, 89-

134, 2010.

186


	frontespizio_tesi_XXIX_ciclo-signed.pdf
	Dottorato di Ricerca in
	CICLO
	TITOLO TESI


