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Preface

Investigation of geometrical characteristics of novel device structures is a
crucial activity in modern electronics. Due to its higher cost and to higher
time to develop, it’s not possible to make real device structures for large
scale measurements. In order to obtain good results in lower time and
with reasonable resources it’s better to analyze the device characteristic’s
variations with a simulation setup and to extract model and trends with
this simulation setup, and to use measurements for models check only.

With the simulation approach, since we are able to analyze the inter-
nal device electrical characteristics, it’s easier to analyze device’s electrical
phenomena and so extract the model.

In my research activities this methodology has been robustly applied to
electronics devices from memory low power device to high power MOSFET
devices.

• My PhD study started with simulation study of novel semiconductor
devices for memory application, that involves the use of self consistent
Poisson-Schrodinger model in order to simulate very thin devices.

• The second year of study focused on power applications, with particu-
lar attention to breakdown voltage analysis on MOSFET devices and
its literature model.

• The last PhD year started with a collaboration with ST Microelectron-
ics and a small stage period of two months, which focused attention
to a new power MOSFET architecture called Trench power MOSFET
on which has been made a breakdown characterization as a function
of device’s characteristics.

.
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Introduction

The characterization of electronic devices is a crucial step for understanding
device properties and their use in applied electronics; in particular it helps
to know how to change the structure to obtain better performance, or how
to reduce production costs and produce devices more competitive in the
market.

The main device characterization technique involves measuring the elec-
trical characteristics of the device according to the different geometrical
parameters to extract the dependencies of electrical parameters over geo-
metric variations of device. The production of standard MOS devices allow
us to realize devices with a large number of different geometric character-
istics on a single wafer with the same process step, for example, you can
create arrays with wide range of devices with different gate length, called
Larray or variable width, called Warray.

For standard MOS devices it’s possible to perform this analysis, but for
innovative devices is not always possible to change geometrical parameters
in order to realize device arrays because theese parameters are set by the
technological processes, or set by wafer characteristics. An example of a
limitation due to the characteristics of the wafer is shown in Figure 1a,
where we present a SOI MOSFET, which is a MOSFET made on a semi-
conductor layer bottom isolated by a field oxide, the semiconductor depth
is determined during the SOI wafer production, and therefore cannot be
changed.

Another example is trench power MOSFET device, the process flow
cannot allow to change the depth of drift region, realized by a deposition
process, and therefore must be constant throughout the wafer, it is not
possible to realize trench lengths arbitrary, since it would require separate
etching processes for each device.

For these kind of devices, the realization of device arrays to be studied
is virtually impossible, so the previous method of device characterization is
inapplicable.

Fortunately, the modern computing power and deep knowledge of semi-
conductor physics allow you to make any kind of simulation of electronic

xi



xii INTRODUCTION

devices even in stationary state than in time domain; The software that
allow us to perform these simulations are so called Technology Computer
Aided device simulators (TCAD), and allow us to simulate any device with
doping and size arbitrary chosen and fit for any value of voltage applied to
his contacts.

This technique allows us to draw many different technological devices
with lengths and to obtain realistic simulations of these devices in a similar
way to the measurement setup made on real devices, with the advantage
of obtain also the device’s electrical characteristics, such as electrostatic
potential and carrier concentration, this feature is very useful to explain the
macroscopic phenomena of the device.

The use of a TCAD simulator involves the transition from a real device
to simulation of the same device, then we need to make a series of checks
to ensure the accuracy of the results, in particular, check that the device
has been made correctly, that the number of device’s simulation points is a
good trade-off between good results and simulation times, and that includes
all physical phenomena that occur in the device.

This characterization method was applied to evaluate the electrical char-
acteristics of a Trench power MOSFET device, in particular to extract a
model taking into account the device breakdown to obtain the breakdown
voltage. In addition it was used to characterize a double-gate FinFET mem-
ory device in order to check the validity of capacitorless memory and assess
what might be future developments in terms of technology scaling.

This thesis make simulations of two different devices, so it was divided
into two parts. The first part deals with the simulation of Trench Power
MOSFET devices in stationary conditions, and the second part make time-
domain simulations of capacitorless memory devices.

• Chapter 1 talk about the main physics phenomena that describes de-
vices under study; In particular the drift-diffusion model and self con-
sistent Schrodinger-Poisson models with its statistical models, mobil-
ity and impact generation models. Finally the numerical method used
to solve differential equation is described.

• Chapter 2 starts discussion of trench power MOSFET devices by de-
scribing the main power MOSFET and power diode features with a
particular attention on breakdown characteristics and a comparison
with the equivalent low power device.

• Chapter 3 discuss massive simulation on trench power MOSFET and
diode equivalent structure to describe the variation on breakdown volt-
age due to geometrical and doping variation and identify main trends
on breakdown voltage versus main geometrical characteristics.
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• Chapter 4 presents the physical model used to calculate the breakdown
voltage in a power diode and compares the results with the simulations
described in chapter 3 for the reference junction structure. Finally it
uses the same method to derive the appropriate correction of equip-
ment breakdown voltage in the trench structure using appropriate
correction parameters.

• Chapter 5 starts the study of storage devices, with an introduction to
memory device, a particular attention to SOI MOSFET devices and
its application to use as a volatile Dynamic RAM memory with the
explanation of its bipolar mode operation, so called Type II.

• Chapter 6 briefly describes the simulation setup used on the memory
storage structure from which begin the discussion on the technology
scaling, with particular attention to the length scaling, the resulting
problems and solutions to apply.
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Chapter 1

TCAD Simulation setup

Physical phenomena in semiconductor devices are very complicated and,
depending on applications, are described by partial differential equations
of different level of complexity [1]. Coefficients and boundary conditions
of equations (such as mobility, generation–recombination rate, material–
dependent parameters, interface and contact boundary conditions) can be
very complicated and can depend on microscopic physics, the structure of
the device, and the applied bias; This knowledge of semiconductor physics
and numeracy solution method allows us the use of a device simulation setup
to obtain good estimates on the behavior of described devices.
This chapter describes the main characteristics of solid-state physics, with
particular attention to the drift-diffusion model is under quasi stationary
in the time domain, in addition to the model of self-consistent Poisson-
shroedinger. Finally, were considered out important techniques used to
obtain numerical solutions of the previous physical models with their main
characteristics.

1



2 1. TCAD SIMULATION SETUP

1.1 Drift-diffusion model

Derivations based upon the Boltzmann transport theory have shown that
the current densities in the continuity equations may be approximated by
a drift-diffusion model [2].
This kind of model is a good approximation to device physics for a very large
devices, especially for mosfet with low power dissipation condition and with
relatively large area (> 100nm). The model includes the Poisson equation
and two transport equations for electrons and holes respectively. The model
require also a mobility model, a generation model, and a boundary condition
setup [3].

1.1.1 Poisson equation

Poissons Equation relates the electrostatic potential to the space charge
density:

∇(ε∇Ψ) = ρ (1.1)

where Ψ is the electrostatic potential, ε is the local permittivity, and ρ
is the local space charge density. The reference potential can be defined in
various ways. The most used way to define it is the intrinsic Fermi potential
Ψi which will be defined later. The local space charge density is the sum of
contributions from all mobile and fixed charges, including electrons, holes,
and ionized impurities. By replacing the local space charge density the
previous equation becomes

∇(ε∇Ψ) = q(p− n+ND −NA +G−R)− ρtrap (1.2)

where q is the elementary electronic charge, n and p are the electron
and hole densities, ND is the concentration of ionized donors, NA is the
concentration of ionized acceptors, G and R are respectively generation and
recombination rates, and ρtrap is the charge density contributed by traps
and fixed charges.
The electric field is obtained from the gradient of the potential

~E = −∇Ψ (1.3)

1.1.2 Continuity equations

The continuity equations for electrons and holes are defined by equations:

∂n

∂t
=

1

q
div ~Jn +Gn −Rn (1.4)
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∂p

∂t
=

1

q
div ~Jp +Gp −Rp (1.5)

where n and p are the electron and hole concentration, ~Jn and ~Jp are the
electron and hole current densities, Gn and Gp are the generation rates for
electrons and holes, and Rn and Rp are the recombination rates for electrons
and holes. Normally, a drift-diffusion simulation includes both Equations
(1.4) and (1.5). In some circumstances, like a unilateral diode, it is sufficient
to solve only one carrier continuity equation.

In drift-diffusion model, the current densities are expressed in terms of
the quasi-Fermi levels φn and φp as:

~Jn = −qµnn÷ φn (1.6)

~Jp = −qµpp÷ φp (1.7)

where µn and mup are the electron and hole mobility. The quasi-Fermi
levels are then linked to the carrier concentrations and the potential through
the two Boltzmann approximations [4]:

n = niexp

[
q (ψ − φn)

kTL

]
(1.8)

p = niexp

[
−q (ψ − φp)

kTL

]
(1.9)

where ni is the effective intrinsic concentration, TL is the lattice temper-
ature, and k is the Boltzmann constant. The first two quantities has been
assumed to be constant for all simulations; and its value are respectively
TL = 300K and ni = 9.38e19cm−3 for Silicon.

These two equations may then be re-written to define the quasi-Fermi
potentials:

φn = Ψ− kTL
q
ln
n

ni
(1.10)

φp = Ψ +
kTL
q
ln
p

ni
(1.11)

By substituting these equations into the current density expressions
(equations (1.4) and (1.5)), the following adapted current relationships are
obtained:

~Jn = qDn∇n− qnµn∇Ψ− µnn(kTL∇(lnni) (1.12)

~Jp = qDp∇p− qpµp∇Ψ + µpp(kTL∇(lnni) (1.13)
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The final term accounts for the gradient in the effective intrinsic carrier
concentration, which takes account of bandgap narrowing effects. Effective
electric fields change from equation (1.3) to

~En = −∇
(

Ψ +
kTL
q
lnni

)
(1.14)

~Ep = −∇
(

Ψ− kTL
q
lnni

)
(1.15)

which then allows the more conventional formulation of drift-diffusion
equations to be written as

~Jn = qnµn ~En + qDn∇n (1.16)

~Jn = qpµp ~Ep − qDp∇p (1.17)

It should be noted that this derivation of the drift-diffusion model has
tacitly assumed that the Einstein relationship holds. In the case of Boltz-
mann statistics [5] this corresponds to:

Dn =
kTL
q
µn (1.18)

Dp =
kTL
q
µp (1.19)

If Fermi-Dirac statistics are assumed for electrons, Diffusivity for elec-
tron becomes

Dn =

(
kTL
q µn

)
F1/2

{
1
kTL

[εFn − εC ]
}

F−1/2

{
1
kTL

[εFn − εC ]
} (1.20)

where Fα is the Fermi-Dirac integral of order α and εFn = −qφn.
An analogous expression is used for holes with Fermi-Dirac statistics; The
Fermi-Dirac statistic is used instead of Boltzmann statistic when high dop-
ing concentrations are used in semiconductor (1019cm−3).

The Drift-diffusion model is so realized by Poisson equation (eq. (1.3))
and the two equations for electron and hole concentrations (eq. (1.12) and
(1.13)).

1.1.3 Density Of State

In order to evaluate Density of State for electrons and holes in semiconductor
devices, a distribution probability as energy function must be used; Identical
discussion must been made for electrons and holes, for simplicity we report
discussion for electrons only.
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Electrons in thermal equilibrium at temperature TL with a semiconduc-
tor lattice obey Fermi-Dirac statistics. That is the probability f(ε) that an
available electron state with energy ε is occupied by an electron is:

f(ε) =
1

1 + exp
[
ε−EF
kTL

] (1.21)

where EF is a spatially independent reference energy known as the Fermi
level and k is Boltzmanns constant. In the limit that, ε − EF � kTL,
Equation (1.21) can be approximated as:

f(ε) = exp

[
EF − ε
kTL

]
(1.22)

Statistics based on the use of Equation (1.22) are referred to as Boltz-
mann statistics. The use of Boltzmann statistics instead of Fermi-Dirac
statistics makes subsequent calculations much simpler. The use of Boltz-
mann statistics is normally justified in semiconductor device theory, but
Fermi-Dirac statistics are necessary to account for certain properties of very
highly doped materials.

Integrating the Fermi-Dirac statistics over a parabolic density of states
in the conduction and valence bands, whose energy minimum is located at
energies EC and EV respectively, yields the following expressions for the
electron and hole concentrations:

n = NCf1/2

(
EF − EC
kTL

)
(1.23)

p = NV f1/2

(
EV − EF
kTL

)
(1.24)

where F (1/2)(η) is referred to as the Fermi-Dirac integral of order 1/2.
If Equation (1.22) is a good approximation, then Equations (1.23) and (1.24)
can be simplified to

n = NCexp

(
EF − EC
kTL

)
(1.25)

p = NV exp

(
EV − EF
kTL

)
(1.26)

which are referred to as the Boltzmann approximation. NC and NV are
referred to as the effective density of states for electrons and holes and are
given by:

NC = 2

(
2πmnkTL

h2

3/2
)

(1.27)
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NV = 2

(
2πmpkTL

h2

3/2
)

(1.28)

where h is the Planck constant, and mn and mp are effective mass for
electron and holes respectively.

1.1.4 Mobility model

Free electrons present in conduction band are substantially free particles
that tend to move in a Brownian motion with a medium speed vth. The
kinetic energy of the electrons can be expressed by the relation:

1

2
mnv

2
th =

3

2
kTL (1.29)

At room temperature, the mean speed for Silicon is approximately
107cm/s [6].

Since the effects of various scattering phenomena, like lattice vibrations
(phonons), impurity ions, other carriers, surfaces, and other material im-
perfections, the macroscopic mobility will be introduced by the transport
equations. This mobility is therefore function of the local electric field,
lattice temperature, doping concentration, and so on [7].

Mobility modeling is normally divided into:

(i) low field behavior;

(ii) high field behavior;

(iii) bulk semiconductor regions;

(iv) inversion layers.

The low electric field behavior has carriers almost in equilibrium with the
lattice and the mobility has a characteristic low-field value that is commonly
denoted by the symbol µn0,µp0. The value of this mobility is dependent upon
phonon and impurity scattering. Both of which act to decrease the low field
mobility.

The high electric field behavior shows that the carrier mobility declines
with electric field because the carriers that gain energy can take part in
a wider range of scattering processes. The mean drift velocity no longer
increases linearly with increasing electric field, but rises more slowly. Even-
tually, the velocity doesnt increase any more with increasing field but satu-
rates at a constant velocity. This constant velocity is commonly denoted by
the symbol vsat. Impurity scattering is relatively insignificant for energetic
carriers, and so vsat is primarily a function of the lattice temperature.
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Figure 1.1: Electron mobility as function of electric field at room temperature.

Modeling mobility in bulk material involves: (i) characterizing µn0 and
µp0 as a function of doping and lattice temperature, (ii) characterizing vsat as
a function of lattice temperature, and (iii) describing the transition between
the low field mobility and saturated velocity regions.

Modeling carrier mobility in inversion layers introduces additional com-
plications. Carriers in inversion layers are subject to surface scattering, ex-
treme carrier-carrier scattering, and quantum mechanical size quantization
effects. These effects must be accounted for in order to perform accurate
simulation of MOS devices. The transverse electric field is often used as a
parameter that indicates the strength of inversion layer phenomena.

To use all the mobility model, the different mobility contributions are
combined according to the following scheme: different mobility contribu-
tions are combined following Mathiessens rule [8]:

1

µ
=

1

µ1
+

1

µ2
+

1

µ3
· · ·+ 1

µN
(1.30)

Low field mobility model

The low field mobility parameter taking into account the effects of lat-
tice scattering, impurity scattering (with screening from charged carriers),
carrier-carrier scattering, and impurity clustering effects at high concentra-
tion.
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The total mobility described by Matthiessens rule add two mobility com-
ponents [9]

1

µn
=

1

µnL
+

1

µnDAP
(1.31)

µn is the total low field electron and hole mobility, µnL is the electron
mobility due to lattice scattering, µnDAP the electron and hole mobility due
to donor (D), acceptor (A), screening (P) and carrier-carrier scattering. A
similar mobility equation could be evaluated for electrons.

The lattice scattering component, µnL is given as:

µnL = vnmax

(
300

TL

)γ
(1.32)

where vnmax is the maximum electron velocity that for silicon can be
evaluated as 1417(cm2/V · s), and γ is a correction factor of 2.2 ; the equiv-
alent value for holes are vhmax = 470.5(cm2/V · s) and γ = 2.24 .

The impurity-carrier scattering component of the total electron mobility
is given by

µnDAP = µN,n
Nnsc

Nnsc,eff
+ µnc

(
n+ p

Nnsc,eff

)
(1.33)

where µN,n is the impurity scatter component, Nnsc = ND + NA + p,
Nnsc,eff = ND + αNA + βp and µnc is the carrier-carrier scattering compo-
nent.

Inversion layer mobility model

The inversion layer mobility model must take into account for mobility re-
duction due to MOS inversion layer, the transverse field, doping dependent
and temperature dependent parts of the mobility are given by three com-
ponents that are combined using Matthiessens rule [10]. These components
are µAC , and µsr. The first component, is the surface mobility limited by
scattering with acoustic phonons:

µnAC =
Bn

EαAC⊥
+

NαAC

TLE
βsr
⊥

(1.34)

the second component is the surface roughness factor, and is given by:

µnsr =
Nαsr

TLE
βsr
⊥

(1.35)

where TL is the lattice temperature, E⊥ is the perpendicular electric
field, and N is the total doping concentration.
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An 7.03e5 cm−1

Ap 6.73e5 cm−1

Bn 1.23e6 V/cm

Bp 1.69e6 V/cm

βn 1

βp 1

Table 1.1: Numerical parameters of impact ionization formula

1.1.5 Impact ionization

Impact ionization phenomena modeling is essential in the simulation object
of this thesis, because this phenomena is responsible of avalanche breakdown
in power semiconductors, and is is responsible of carrier increase in memory
devices; Therefore we must choose the model to use with extreme accuracy.
The general impact ionization process is described by [11]

G = αn

∣∣∣ ~Jn∣∣∣+ αp

∣∣∣ ~Jp∣∣∣ (1.36)

where, G is the local generation rate of electron-hole pairs, αn and αp
are the ionization coefficient for electrons and holes, and Jn and Jp are
their current densities. The ionization coefficient represents the number of
electron-hole pairs generated by a carrier per unit distance travelled.

The generation rate can be calculated by using the following formula

αn = Anexp

[
−
(
Bn
E

)βn]
(1.37)

αp = Apexp

[
−
(
Bp
E

)βp]
(1.38)

where, E is the electric field in the direction of current flow at their struc-
ture’s position and An, Ap, Bn, Bp, βn, and βp are parameters defined by
the model with its valued shown on table 1.1.

1.1.6 Band To Band Tunneling

If a sufficiently high electric field exists within a device local band bending
may be sufficient to allow electrons to tunnel, by internal field emission,
from the valence band into the conduction band. An additional electron is
therefore generated in the conduction band and a hole in the valence band.
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This generation mechanism is implemented into the right-hand side of the
continuity equations. The tunneling generation rate is [12] as:

GBTBT = BBAE
BBγexp

(
−BBB

E

)
(1.39)

where E is the magnitude of local electric field and BBA = 9.6615e18,
BBB = 3e7V/cm, and BBγ = 2 are constant parameters. This band-
to-band tunneling model uses the electric field value at each node to give
a Generation rate at that point due to the tunneling. In reality, the tun-
neling process is non-local and is necessary to take into account the spatial
profile of the energy bands. It is also necessary to take into account the spa-
tial separation of the electrons generated in the conduction band from the
holes generated in the valence band. A model for this process assumes that
the tunneling can be modeled as being one-dimensional in nature so that
it must be calculated using a special rectangular mesh superimposed over
and coupled to the normal mesh. This mesh needs to include the junction
region of interest and the direction of the Band-to-Band tunneling must be
specified. We must adjust the extent and resolution of the mesh to obtain
the best results.

1.2 Self-consistent Poisson-Shroedinger model

The Drift-diffusion model is a good semiconductor physic approximation for
most application, but for very thin devices (¡10nm) the semiconductor band
structure becomes different from the simple case of infinite semiconductor,
and quantum confinement phenomena could be present [13]. In order to take
into account for quantum phenomena, a enhanced model must be used.

1.2.1 Shroedinger equation

The solution of Schrodinger’s Equation gives a quantized description of the
density of states in the presence of quantum mechanical confining potential
variations. The calculation of the quantized density of states relies upon a
solution of Schrödingers Equation.(

−~
2

∂

∂z

1

ml(z)

∂

∂z
+ EC(z) + δEV

)
Ψil = EilΨil (1.40)(

−~
2

∂

∂z

1

mt(z)

∂

∂z
+ EC(z) + ∆EV

)
Ψit = EitΨit (1.41)

where Eit is the i-th eigenvalue energy for transverse mass, Eil is that for
the longitudinal mass, Ψit is the transverse eigenfunction, Ψil is the longi-
tudinal eigenfunction, δEV is the energy offset for the ladder, and EC is the
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conduction band energy. This expression is for electrons but an equivalent
expression exists for holes.

The Schrödinger equation is solved over a finite domain [Z−;Z+]. The
endpoints of this domain is defined by the boundary condition:

Ψ′il
Ψil

= ±
√

2mil |Eil − EC |
~

(1.42)

is applied, where for the upper sign, all position-dependent functions are
taken at Z+ and, for the lower sign, at Z+.

1.2.2 Statistic

Using Fermi-Dirac statistics, the discrete nature of the quantized density of
states reduces the integral over energy to a sum over bound state energies.
The expression for the electron concentration then becomes

n(x) = 2
kTL
πh2

mt(x)
∞∑
i=0

|Ψil(x)|2 ln
[
1 + exp

(
−Eil − EF

kTL

)]
+

4
kTL
πh2

√
ml(x)mt(x)

∞∑
i=0

|Ψit(x)|2 ln
[
1 + exp

(
−Eit − EF

kTL

)] (1.43)

Once the solution of Schrodingers Equation is taken, carrier concentra-
tions calculated from Equation (1.43) are substituted into the charge part of
Poisson’s Equation. The potential derived from solution of Poisson’s Equa-
tion is substituted back into Schrodinger’s Equation. This solution process
(alternating between Schrodingers and Poissons equations) continues until
convergence and a self-consistent solution of Schrodinger’s and Poisson’s
equations is reached.
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1.3 Numerical technique

The physical model previously described provide us a set of partial differ-
ential equations (PDEs) to be solved. this set of PDEs must be solved on
a set of spatpoints defined as a mesh that must describe the entire device.
A discretized method will transform the original equations to a discrete
nonlinear algebraic system that well approximate the system. This set of
approximation, the mesh, and the PDEs set determine the nonlinear nu-
merical problem to be solved.

The non-linear algebraic system is solved using an iterative procedure
that refines successive estimates of the solution. Iteration continues until
the corrections are small enough to satisfy convergence criteria, or until it is
clear that the procedure is not going to converge. The non-linear iteration
procedure starts from an initial guess. The corrections are calculated by
solving linearized versions of the problem. The linear subproblems are solved
by using direct techniques or iteratively.

1.3.1 Mesh definition

The first step in numerical resolution is the definition of a mesh that cover
the entire device space; This mesh must contain enough points to provide
the required accuracy, at the same time it’s necessary to design a mesh that
do not contain too many unnecessary points that impair efficiency. In order
to create a good trade-off between this two rules a finite element method
has been used.

The finite element method (FEM) is a numerical technique for finding
approximate solutions of partial differential equations (PDE) as well as in-
tegral equations. The solution approach is based either on eliminating the
differential equation completely, or rendering the PDE into an approximat-
ing system of ordinary differential equations.

The division of space into triangular spaces to create a non-uniform
mesh that helps increase the number of mesh points in regions of space with
high values of electric field over the mesh and relax in the less important
maintaining good accuracy of the results.

To obtain good results in terms of convergence, efficiency and robustness
is essential to define a good mesh that must respect certain rules [14]:

• Must contain a number of points that ensures a good accuracy.

• They must remove unnecessary points that increase simulation time.

• In order to obtain a good accuracy and robustness, it’s necessary to
reduce at a minimum value the number of obtuse triangles and the
triangles long and thin.
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• The triangle size must change smoothly in transition from a region
where very small triangles must be used to a region where the use of
much larger triangles.

Figure 1.2: Example of 2D finite element mesh, intersections as mesh points.

1.3.2 Discretization method

Numerically solve a differential equation means to calculate approximate
values of unknown functions in a sufficiently large number of points in space.
so you can display the desired solution without permit detailed analysis. In
particular, it is important to find an approximate method of approximation
of differential operator.

Using the Euler discretization method can transform the system of par-
tial differential equations into a set of nonlinear equations to be expressed
in matrix form, which transforms the partial differential operator derived
from the values of the unknown neighbors in space. Under these conditions,
the Poisson equation is transformed into the following form

‖M‖Φ = R(n, p) + b̃ (1.44)

Where ‖M‖ is the matrix form of second order derivative operator ap-
proximation, Φ is the unknown vector, R is the space charge density, and b̃ is
the border condition vector. The derivative operator for a one-dimensional
problem with x ∈ (0, a) can be presented as
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‖M‖ =


α1 + β1 −β1 0 0 . . . 0
α2 α2 + β2 −β2 0 0

0 α3 α3 + β3 −β3
. . . 0

...
. . .

. . .
. . . −βm−1

0 0 0 . . . −αm αm + βm

 (1.45)

where

αi =
2ε

hi/(hi + hi+1)
, βi =

2ε

hi+1(hi + hi+1)
(1.46)

and

Φ =


φ1
φ2
...
φm

 , R =


ρ1
ρ2
...
ρm

 , b̃ =


α1φD(0)

0
...

βmφD(a)

 (1.47)

where hi is the distance in space between i and i − 1 mesh point, ρi
is the space charge density evaluated at mesh point, and φD is the border
condition potential at contacts.

Using the same considerations for the continuity equations we can obtain
the following system matrix [15]

‖M‖Φ = 1
2εR(n, p) + 1

2 b̃

‖Mn‖ (Φ)n = GR(n, p) + b̃n
‖Mp‖ (Φ)p = GR(n, p) + b̃p

(1.48)

Now it is important to define an iterative numerical solution to obtain
the vectors Φ, n, and p. [15]

1. We assign an initial guess for the vectors of the density of charge, in
fact we assign them an arbitrarily fixed but plausible values, which we
denote n(0), p(0) .

2. At this point begins the real iteration map. By induction suppose we
have determined the vectors n(k), p(k), and Ψ(k). We solve the Poisson
equation discretized using the values for the density n(k), p(k), and
denote the solution with (k + 1). briefly write

2ε ‖M‖Ψ(k+1) = R
(
n(k), n(k)

)
+ εb (1.49)
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3. We solve the equation of continuity for electrons in eq (1.48), after have
eliminated the nonlinearity appropriately using the known values. in
practice, if we denote by n(k+1) the value of the new density of electron
vector, it is obtained by solving the linear equation

‖M‖n
(

(Phi(k+1))
)
n(k+1) = GR

(
n(k+1), n(k), p(k)

)
+ bn (1.50)

and by replacing

GR
(
n(k+1), n(k), p(k)

)
= ‖M‖(k)n,GR , n

(k+1) + b
(k)
GR

we obtain [
‖M‖(k+1)

n + ‖M‖(k)n,GR
]
n(k+1) = b

(k)
GR + bn (1.51)

4. Similarly it is the continuity equation for holes in eq (1.48). More
precisely, denote by p(k+1) the solution of linear problem.[

‖M‖(k+1)
p + ‖M‖(k+1)

p,GR

]
p(k+1) = b

(k)
GR + bn (1.52)

5. At this step, we have n(k+1), p(k+1), and Ψ(k+1) from the previous
one. Now we compare two kind of errors: the absolute errors, defined
as the maximum variation from the previous solution; and the right
hand side error. If it appears that these errors are below a certain
tolerance value we can accept vectors as a solution of the coupled
system. Otherwise return to step 2.

This iterative method is successful if it ends with the convergence condi-
tion is reached, where the error tends to diverge, or are unable to obtain the
solution using a reasonable number of iterations, then the simulation stops
without getting a new solution, it will be necessary to modify the boundary
conditions to obtain an intermediate solution, or modify the structure of
the mesh to improve the accuracy of the simulation. [16]
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Part I

Power MOSFET device
analysis
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Chapter 2

Power mosfet devices

Power electronics have been reached a crucial importance in most applica-
tions, such as automotive and aerospace applications. In order to achieve
good results in terms of performance and reliability lots of studies have
been made to get better electrical characteristics like on resistance, thermal
dissipation, switching speed, and breakdown voltage.

Power semiconductor devices are more complicated than low-power cor-
responding devices in terms of operational characteristics and structure
more complicated. The added complexity is due to modification made
starting from low power devices made to make it ready for high power
applications. The main properties that a power device must have [17] are:

1. Large breakdown voltage

2. Low on resistivity and low on voltage

3. fast switching time

4. Large power dissipation capability

In all device types, there is a trade-off between breakdown voltage and
on-state resistivity. Increasing breakdown voltage will cause a higher block-
ing voltage for power device, but consequently will produce an increasing in
on-state resistivity that causes higher power loss in device on state.

This trade off mean that there is not only one device type useful for all
applications. The requirement of the specific application must be matched
to the capabilities of the available devices. This will require clever and
innovative design approaches.

In the next chapters, the main power devices used in this thesis work
are presented and described, with particular attention to electrical charac-
teristics and differences between p-n and MOSFET structures.

19
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2.1 Power diode

The basic semiconductor device is made with p-n junction. In low power
application this device is formed by the union of a n-type semiconductor
with a p-type one in the same crystal. this kind of junction can be made
by diffusing acceptor impurities into an n-type semiconductor crystal, or by
diffusing donor impurities into a p-type semiconductor instead.

An important characteristic of p-n junction is how the doping changes
from n-type to p-type region. The simplest one is defined as the abrupt
change in doping level at junction position, this represent the so called
abrupt junction. A more gradually change in doping density is the linearly
graded junction that make linearly change in doping level near p-n junction.
A real junction instead can be expressed with a gaussian doping profile
diffusion. This doping profile came classical profile generated by a diffusion
process at high temperature (900 : 1150◦C) [18].

Power diode device are fabricated on a heavily doped n-type substrate
on top of which is grown a lightly doped n− epitaxial layer of specified
thickness. Finally the p-n junction is formed by diffusing a heavily doped
p-type region to form the anode of the diode. A typical power diode is shown
on figure 2.1 cross section. The cross section area will vary according to
the amount of total current the device is designed to carry. The area A
will include the Z dimension that will be very large compared with other
dimensions. [19, 20]

Figure 2.1: p-n-junction power mosfet diode cross section with its dimensional char-
acteristics and doping levels.
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The i-v characteristic of the diode is shown on figure 2.2. In forward
region current grows linearly instead of a exponentially normal low power
diode. This trend is due to large currents in power diode that create ohmic
drops that mask the exponential i-v characteristic [21].

In reverse bias zone a small negative leakage current will flow until the
reverse breakdown voltage VZ is reached. When breakdown is reached,
the voltage will remain essentially constant while the current increase of
several orders of magnitudes, and its grow is limited only by the external
circuit limit. The combination of a large current and voltage at breakdown
condition leads to a very high power dissipation that cause the destruction
of the device. This is the main reason that induce to use very carefully
devices in that operation mode, and often it cannot be used.

Figure 2.2: The I-V characteristic of a p-n junction diode.

2.1.1 Basic p-n physics

As first analysis, an abrupt p-n junction is analyzed. The abrupt junc-
tion show an immediate change in doping concentration along x direction,
changing doping impurities from acceptor NA to donor ND . A unbalanced
junction can be defined if NA >> ND . Starting from one dimensional
Poisson equation we obtain

− ∂2V

∂x2
=
∂ξ

∂x
=

q

εs
=
ρ(x)

εs

[
p(x)− n(x) +N+

D −N
−
A

]
(2.1)
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Figure 2.3: One-dimensional visualization of p-n junction in thermal equilibrium.
(a) Space-charge distribution. The dashed lines indicate the majority-
carrier distribution tails. (b) Electric field distribution. (c) potential
variation with distance x, where Vbi is the built-in potential.
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that becomes

− ∂2V

∂x2
≈ ρ(x)

εs
N−A for − xp ≤ x < 0 (2.2)

− ∂2V

∂x2
≈ ρ(x)

εs
N+

D for 0 < x ≤ xn (2.3)

The electric field is obtained by integrated equations (2.1) as shown in
figure 2.3b

ξ(x) = −qNA(x+ xp)

εs
for − xp ≤ x < 0 (2.4)

ξ(x) = −ξm +
qNDx

εs
=
qND

εs
for 0 < x ≤ xn (2.5)

where ξm is the maximum electric field that exists at x=0 and is given
by

|ξm| =
qNDxn
εs

=
qNAxp
εs

(2.6)

Integrating equation (2.1) once again, Figure 2.3c gives the potential
distribution V(x) and the built-in potential Vbi

V (x) = ξm

(
x+

x2

2W

)
(2.7)

Vbi =
1

2
ξmW =

1

2
ξm(xn + xp) (2.8)

where W is the total depletion width. Eliminating ξm from equation
(2.8) yields

W =

√
2εs
q

(
NA +ND

NAND

)
Vbi (2.9)

for a two-sided abrupt junction. For a one-sided unbalanced abrupt
junction, figure (2.9) reduces to

W =

√
2εsVbi
qNB

(2.10)

where NB = ND or NA depending on whether NA >> ND or vice versa.

Jn = qµnnξ + qDn∇n (2.11)

Where Jn is the electron current density, q is the elementary charge, µn
is the electron mobility and Dn is the electron diffusivity. The same equation
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Figure 2.4: depletion-layer width as a function of doping for one-sided abrupt junc-
tion in Si for various voltage

can be written for hole current by replacing the electron concentration n, the
electron mobility and diffusivity with the holes one. The equation consist of
the drift component caused by the field and the diffusion component caused
by the carrier concentration gradient. For a one dimensional case equation
(2.11) reduce to

Jn = qµnnξ + qDn
∂n

∂x
= qµn

(
nξ +

kT

q

∂n

∂x

)
(2.12)

At equilibrium condition, when no current flows and no voltage is ap-
plied, density current inside semiconductor is equal to zero.

Applying a reverse bias to a p-n junction a increase in the depletion
regions, and a reverse low value current will be present. This reverse bias
current can be approximately given by the sum of the diffusion components
in the neutral region and the generation current in the depletion region [3].

2.1.2 junction breakdown

The rapid increase in current at reverse-bias voltage over p-n junction is
called reverse breakdown, or avalanche breakdown. Operation of p-n junc-
tion in breakdown must be avoided because the product of a large voltage
and a high current leads to very high power dissipation that will quickly
destroy the junction if it’s not reduced. The main mechanism that causes
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breakdown are three: thermal instability, tunneling effect, and avalanche
multiplication [3, 22].

Thermal instability

Thermal instability is a small effect in semiconductor with relatively small
bandgap like Ge lattice. In the condition of heat dissipation due to reverse
current at high reverse voltage, the junction temperature will increase its
value. this temperature increase, increases the reverse current in comparison
with its value at lower temperature. Because of the heat dissipation at high
reverse voltage, the characteristic shows a negative differential resistance. In
this case the diode will be destroyed unless some special measures such as a
large series limiting resistor is used. The thermal instability is temperature
dependent, in particular breakdown occurs at lower voltage as increasing
room temperature.

In Silicon devices, thermal instability can be neglected due to larger
bandgap that reduce drastically its effect.

Band-To-Band tunneling

The tunneling effect is a one-dimensional effect related to a square energy
barrier. As can be seen in Figure 2.5, in reverse voltage condition the
increase in current is generated by electrons in valence band that jump
horizontally in conduction band causing a hole-electron pair generation that
increases current. This phenomena is related to barrier Height E0 and
thickness W, the quantum-mechanical transmission probability Tt is given
by

Tt =

[
1 +

E2
0sinh

2kW

4E(E0 − E)

]−1
(2.13)

with

k =

√
2m(E0 − E)

~2
(2.14)

where E is the carrier’s energy. The probability decreases monotonically
with decreasing E. When kW � 1, the probability becomes

Tt ≈
16E(E0 − E)

E2
0

exp(−2kW ) (2.15)

Finally, the tunneling current density for a p-n junction is given by

Jt =

√
2m∗q3ξV

4π2~E1/2
g

exp−q
√

2m∗E
3/2
g

3qξ~
(2.16)
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Figure 2.5: tunneling effect description on band structure

Figure 2.6: Avalanche breakdown effect on a single electron; impact with hole-
electron pair generation.

where ξ is the electric field at the junction, Eg the bandgap, V is the
applied voltage, and m∗ the effective mass.

When the electric filed approaches 106 V/cm in Silicon, significant cur-
rent begins to flow by means of the band-to-band tunneling process. To
obtain such a high field, the junction must have relatively high impurity
concentrations on both the p and n sides.

Avalanche Breakdown

Avalanche multiplication, or impact ionization, is the most important mech-
anism in junction breakdown, since the avalanche breakdown voltage im-
poses an upper limit on the reverse bias for most devices, like on the Drain
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voltage of MOSFETs, and the reverse bias on diodes.

Figure 2.6 describe impact ionization for an electron in a pn junction
in reverse bias condition; In particular, the free electron in the conduction
band moves to the right due to electric field and increase its energy, when a
collision of free electron with lattice occurs, the electron lose its exceeding
energy returning to the lower limit of the conduction band. If this trans-
ferred energy is sufficiently high, it will generate an electron-hole pair, which
may repeat the same sequence [23].

In order to characterize this phenomena in p-n structure, we first derive
the basic ionization integral which determines the breakdown condition.
Assumes that a curent Ip0 is incident at the left-side of the depletion region
with width W. If the electric field in the depletion region is high enough
that electron-hole pairs are generated by the impact ionization process, the
hole current Ip will increase with distance through the depletion region and
reaches a value MpIp0 at W. Similarly, the electron current In will increase
from x = W to x = 0. The total current (I = Ip + In) is constant at steady
state. The incremental hole current at x equals the number of electron-hole
pairs generated per second in the distance dx:

d

(
Ip
q

)
=

(
Ip
q

)
(αpdx) +

(
In
q

)
(αndx) (2.17)

or
dIp
dx
− (αp − αn) Ip = αnI (2.18)

Where αn and αp are respectively electron and hole ionization rates.
The solution of equation (2.18) with boundary condition
that I = Ip(W ) = MpIp0 is given by:

Ip(x) =
I
{

1
Mp

+
∫ x
0 αnexp

[
−
∫ x
0 (αp − αn) dx′

]
dx
}

exp
[
−
∫ x
0 (αp − αn)dx′

] (2.19)

where Mp is the multiplication factor of holes and is defined as

Mp =
Ip(W )

Ip(0)
(2.20)

Equation (2.19) can be written as

1− 1

Mp
=

∫ W

0
αpexp

[
−
∫ x

0
(αp − αn)dx′

]
dx (2.21)

The avalanche breakdown is defined as the voltage where Mp approaches
infinity. Hence the breakdown condition is given by the ionization integral
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∫ W

0
αpexp

[
−
∫ x

0
(αp − αn)dx′

]
dx = 1 (2.22)

If the avalanche process is initiated by electrons instead of holes, the
ionization integral is given by:∫ W

0
αnexp

[
−
∫ W

x
(αn − αp)dx′

]
dx = 1 (2.23)

Equations (2.22) and (2.23) are equivalent; this means that breakdown
condition depends only on what is happening within the depletion region
and not on the carriers that initiate the avalanche process.

For semiconductor with equal ionization rates (αn = αp = α), equations
(2.22) and (2.23) reduce to simple expression∫ W

0
αdx = 1 (2.24)

From the breakdown conditions described above and the field depen-
dence of the ionization rates, the breakdown voltages, maximum electric
filed, and depletion layer width can be calculated. As discussed previously,
the electric field and potential in the depletion layer are determined from the
solutions of Poisson’s equation. Depletion layer that satisfy Equation (2.22)
can be obtained numerically using an iteration method, like Runge-Kutta
method. With known boundaries we obtain

BV =
ξmW

2
=
εsξ

2
m

2q
(NB)−1 (2.25)

for a one-sided abrupt junction where NB is the ionized background
impurity concentration of the lightly doped side, εs is the silicon dielectric
constant, and ξm the maximum electric field.

By using breakdown voltage value obtained by formula (2.25) an solving
Poisson equation it can be obtained the depletion layer width as

WBV = 2.67e10(NB)−7/8 (2.26)

and the maximum electrical field value

ξBV =

(
NB

2.41e−29

)1/8

(2.27)

The mechanism of breakdown for Silicon junctions with breakdown volt-
ages less than about ‘4Eg/q is found to be due to the tunneling effect. For
junction with breakdown voltages higher than 6Eg/q, the main mechanism is
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the avalanche multiplication. At voltages 4EG/q < V < 6EG/q, the break-
down is due to a mixture of both avalanche and band-to-band tunneling.
Since the energy bandgap Eg in Silicon decrease with increasing tempera-
ture, the breakdown voltage in that semiconductor due to tunneling effect
has a negative temperature coefficient; that is, the voltage decreases with
increasing temperature [23].

2.2 Power MOSFET

Power MOSFET device differs too from its equivalent low power device for
the same reasons expressed before. The power MOSFET structure is no
more specular from source-to-drain view, since drain region must be able to
support very high blocking voltage; Perhaps this structure has been modified
and now is similar to power diode one. A classical power MOSFET is shown
in figure 2.7. Starting from a n+ bottom substrate a n+ region is grown to
form Drain drift region. After what a p-type doping implantation is made
to form body region, and finally a n-type doping implantation inside body
region is made to create source region. After doping formation, gate oxide
and contact are growth on top of device, so structure is ready.

The doping in the two n+ end layers, labeled source and drain in figure
2.7, is approximately the same in both layer and is quite large, typically
1019cm−3. The p-type middle layer named body is the region where the
channel is established between source and drain in a small layer of interface
near gate oxide. This region is typically doped at 1016cm−3. The n− layer
is the drain drift region and is typically doped at 1014 − 1015cm−3. This
drift region determines the breakdown voltage of the device [24].

If no voltage is applied to gate, there is no contact between source and
drain, so no current can flow between the two contacts because one of p-
n junctions (either the body-source junction or the drain-body junction)
will be reverse biased by either polarity of applied voltage between the
drain and source. However, an application of a voltage that biases the gate
positive with respect to source will convert the silicon surface beneath the
gate oxide into an n-type channel, connecting the source to the drain and
allowing the flow of an appreciable current. The current flow vertically from
drain contact at bottom device to gate oxide center, pass across body region
horizontally at gate-to-body interface, and reach source contact.

The gate thickness, gate width, and the number of devices connected
electrically in parallel (with every single contact connected in parallel) are
important in determining how much current will flow for a given gate-to-
source voltage. The previously described structure is the so called VDMOS,
meaning Vertical Diffused MOSFET. The name crudely describe the fabri-
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Figure 2.7: Power MOSFET vertical cross section. A single MOS device is often
composed of many thousands of cells connected in parallel that repli-
cates this structure.

cation sequence of the device.

2.2.1 I-V characteristic

The power MOSFET is a tree terminal device where the gate contact in-
tended as input is electrically isolated and is used to control the flow of
current between the other two output terminals source and drain. Figure
2.8 show the output characteristic, drain current iD as a function of drain-
to-source voltage VDS with gate-to-source voltage VGS as a parameter.

In power electronic applications, the MOSFET is used as a switch to
control the flow of power to de load towards gate contact [25]. In these ap-
plications the MOSFET transverses the iD-VGS characteristics from cutoff
trough the active region to the linear region as the device turns on and back
again when it turns off. The cutoff, active, and linear region are shown on
figure 2.8.

The MOSFET is in cutoff when the gate-source voltage is less than
threshold voltage Vth, a typical value for threshold voltage in power MOS-
FET applications for an n-type is about one volt. The device is an open
circuit and must hold off the power supply voltage applied to the circuit.
When the device is driven by a large gate-source voltage, it is driven into
the linear region where the drain-source voltage VDS is small. In this region



2.2. POWER MOSFET 31

Figure 2.8: Drain current to drain voltage characteristic of an n-channel MOSFET
at various gate voltages.

the power dissipation can be kept within reasonable bounds by minimizing
VDS even if the drain current is fairly large. The mosfet is in the linear
region when

vGS − V th > vDS > 0 (2.28)

In the active region the drain current is independent from the drain-
source voltage and depends only to gate-source voltage. Can be said that
in this operational region, drain current is saturated. A simple first order
theory predicts that in the active region the drain current is given by

iD = K(vGS −V th)2 (2.29)

Where K is a constant that depends on device geometry. This simple
model don’t take into account of some parasitic effects like:

• bjt parasitic effect related to n-p-n junctions respectively from source-
body-drain.

• the presence of two devices side by side produce a jfet effect in drift
drain region under the gate due to body-to drain depletion region.

• the high structure’s parallelization cause a source increase in on state
resistance.

This characteristics are related to VMOSFET, some other power MOS-
FET structures can reduce such effects.
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2.3 Trench Power MOSFET

The Trench power MOSFET, or UMOSFET, represent a variation from
power VDMOSFET design that have the advantage of higher cell density
but is more difficult to manufacture than the planar device [26]. Trench
power MOSFET device structure is presented in figure 2.9. This new device
topology put the two gate channels vertically at the interface between p-body
and gate oxide regions.

Figure 2.9: Trench power MOSFET device cross section

In fact, trench power MOSFET device fabrication start with an epitaxial
growth of n-epi drain layer, followed by a trench formation with a etching
process will be made. this process must be very accurate to ensure a low
roughness on its border because a higher roughness can increase the on
resistivity. After trench formation the gate oxide oxidation and poly gate
deposition will be made. Subsequently a p-type doping implantation is made
to form body region, and a n-type doping implantation inside body region
near trench edges are made to create source regions. Finally a field oxide
is put on top of the trench to electrically isolate gate to source contact and
the three contacts are realized.

2.3.1 Trench power MOSFET breakdown

MOSFET devices have two voltage ratings that should not be exceeded:
VGSmax and BVDSS . The maximum allowable gate-source voltage VGSmax
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Figure 2.10: Electric field contour lines in Trench power MOSFET’s cross section
at breakdown condition

is determined by the requirement that the gate oxide not be broken down
by large electric fields. Good-quality thermally grown SiO2 breaks down at
electric field values on the order of 5e6−10e6 v/cm. This means that a gate
oxide 100nm thick can theorically support a gate-source voltage of 50-100
V. For a Trench device the voltage value will decrease by a factor 2πr due
tu the trench bottom rounding gate that create a tip effect increasing local
electric field value. The maximum allowable drain-source voltage BVDSS
is the largest voltage the MOSFET can hold off without avalanche break-
down of the drain-body p-n junction. Large values of breakdown voltage
are achieved by the use of the lightly doped drain drift region. The lightly
doped drift region is used to contain the depletion layer of the reverse bi-
ased drain-body junction. The length of the drift region is determined by
the desired breakdown voltage rating. The electric field maximum value on
Trench device is no more on bulk-drain junction, as for a simple junction,
the maximum electric field shift nearing trench’s border. Figure 2.10 show
electrical field cross section in a Trench power MOSFET device in break-
down condition BVDSS . As can be noted, the maximum electric field is
placed on trench rounding shape neighborhood [27].
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Chapter 3

Trench power MOSFET
simulations

As described above, using a device simulator allows to obtain experimen-
tal results on structures not yet been realized or to evaluate the internal
features that otherwise would be impossible to analyze. This chapter uses
the numerical techniques described above for simulations of Trench power
MOSFET devices. After an initial setup and testing of the model setup
and simulation were carried out a series of simulations to identify the main
parameters that influence the breakdown voltage and identify the cause.
Furthermore, the result was compared in terms of breakdown of the trench
structure with a pn junction structure reference.

35
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3.1 Simulation setup

To obtain good simulation results it is essential that every aspect of the
simulation is well defined. In particular:

• Set up a physical model that includes the main phenomena that may
occur

• The structure must be built properly in terms of size and doping

• The device mesh must show a good trade-off between a mesh with
enough mesh points to allow a good degree of approximation, and one
with the fewest points to help you get quick results

• Te numerical resolution method must show an adequate level of ap-
proximation of all the electrical parameters to be evaluated.

Finally, it is good practice to check that the simulation result is correct,
trying to explain the physics of the device or by comparing the results
obtained with a simulation of a test device. In order to obtain a high
current value with low resistivity, a power MOSFET device is made by the
union of a large number of MOSFET devices shorted in parallel, the single
devices are very long and occupy all the die width. [26]

Figure 3.1: Schematic design of classical Trench power MOSFET device

The structure does not change its characteristics in the Z direction,
this allow to create two-dimensional simulations assuming that along the
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Figure 3.2: Trench power MOSFET 2D vertical cross section with its main geo-
metrical parameters

Z direction the electrical characteristics does not change; This is a good
approximation since power devices are very large [20,28].

Trench power MOSFET structure is described in figure 3.2. The gate is
located at structure’s top-center, the bulk and source regions are shorted in
a single contact (Source), and drain is placed at structure’s bottom. Drain
doping have different doping concentration from top to bottom direction;
in particular there are two different regions; a drift region with a lower
doping concentration and a fixed length on top, and a substrate region with
higher doping level to ensure lower resistivity. Drift region doping level is
not constant, a Gaussian distribution near the bottom interface with n+
region is present. This Gaussian distribution came from diffusion process
that move doping atoms from substrate to drift region. The diffusion length
is calculated as the distance between bulk-drain p-n junction and the depth
where doping reaches the value of 2 times drift doping value, this distance
is called for simplicity drift length.

The trench’s shape exceed the bulk region and penetrate inside drain
drift region, this length is called Ltrench and is evaluated as the vertical
distance between bulk-to-drain p-n junction and the lower point in trench
oxide-semiconductor interface.

The structure’s main characteristics default values are shown on table
3.1. The structure was simulated using the drift diffusion model, with the
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Name Value Description

T 750nm Trench width

tox 100nm Oxide thickness

tsou 250nm Source pad width

tTot 7µm Domain simulation length

r 200nm Trench’s bottom radius

LS 75nm Source pad depth

L 1µm Gate length

Ldrain 300nm Trench penetration into drain region

Ldrift 4.5µm Drain lighly doped region depth

LD 0.5µm Drain strongly doped region depth

LTot 6.1µm Total simulation height

NS 1e20cm−3 Source pad n-type doping concentration

NG 1e20cm−3 Gate polysiliocn n-type doping conc.

NB 2e18cm−3 Body p-type doping concentration

Ndrift 3e15cm−3 Drain n-type lighly doped doping conc.

ND 1e20cm−3 Drain n-type strongly doped doping conc.

Table 3.1: Default geometrical and doping concentration values

addition of impact ionization model to properly simulate the breakdown
phenomenon. Figure 3.3 shows mesh description of default Trench MOS
structure, the following mesh is made by the union of two different finite el-
ement method meshes: one with square mesh points, in areas with uniform
and triangular elements, and one with a FEM mesh with triangular shape
where the density of points increases by grade. In particular, the mesh is
thickened near the region of oxide trench, regions in which we find a trian-
gular mesh, the mesh in the remaining structure maintains the rectangular
shape which allows a more simple numerical analysis. [29] Near the body-
drain junction, the mesh is thickened in the y direction only, so it is not
necessary to use a triangular mesh to increase the density of points. The
number of simulation points to the following structure is 7088, with 7002
elements, of whom 460 triangular and 6542 rectangular, the solution to a
problem of this type requires about 0.45-5.21sec.

3.1.1 pn reference structure setup

The trench structure’s breakdown phenomena is somehow linked to the
breakdown of a p-n structure where the p-type region is the bulk region
and the n-type region is the drain region; The junction is unbalanced, since
doping of the p region is much greater than the doping of the region n,
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Figure 3.3: Trench structure mesh description

perhaps the drain region is the only one to be discussed. [30]

The new structure to be observed must delete the source pads and the
gate’s Trench, losing one of the terminals and becoming a simple pn junc-
tion. The gate terminal is then deleted, the source/body contact becomes
the anode, while the Drain terminal will become the cathode. This change
in structure allows you to observe a structure in which the only phenom-
ena related to the breakdown is due to unilateral pn junction, the effect of
trench structure has been completely eliminated.

The mesh of the pn reference structure is greatly simplified compared
to the Trench mesh structure, because of the absence of Trench structure,
it is not necessary to increase the number of simulation points in that area.
Since along the X axis there are no variations of electrical parameters, the
simulation can use a coarser mesh in that direction. The mesh structure is
rectangular and contains 2608 points with 2432 triangles, for a simulation
time of 0.05-0.3s for every step.

3.1.2 measurement setup

To obtain good results in terms of breakdown is important to use appropri-
ate physical model. The current density during the blocking of the device
allow us to use the simple drift diffusion model, in which are activated this
mobility models: high field mobility, to manage mobility in drift region, the
model-dependent transverse electric field, to well manage channel mobility,
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and model-dependent doping. It is also triggered the Lombardi avalanche
generation model [4] that well simulate the avalanche breakdown effect.

To obtain the device’s breakdown voltage a voltage swing on drain ter-
minal is made, by increasing the drain voltage until it reaches a maximum
current that is uniquely recognized as current breakdown [31, 32], the re-
sulting voltage value at the swing’s end represents the breakdown voltage
(BVDD).

Figure 3.4 shows two different simulations of drain current as a function
of drain voltage with and without impact ionization model. The simula-
tion without impact ionization shows a low current, exclusively related to
the junction reverse current which tends to remain roughly constant with
increasing reverse voltage. The simulation model that includes impact ion-
ization displays almost identical current for voltages lower than breakdown
voltage, this is due to the low influence of the generated charge with respect
of minority carriers that are responsible of reverse current.

Figure 3.4: Reverse drain current versus drain voltage for simulations with and
without impact ionization model.

Approaching the breakdown voltage the contribution in the current gen-
eration of impact increases its value, up to become dominant on the reverse
current, causing a slight increase in drain current. Once breakdown value is
reached, the impact ionization reaches its critical value increasing substan-
tially the current value by several orders of magnitude.

The simulation drain voltage swing simulation of a trench MOS device
with the impact ionization model previously described requires the simu-
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lation of 60-80 point steps, each with a different boundary conditions, and
requires from 7 to 10 minutes in total, depending on stability, convergence,
and robustness.

measurements comparison

In order to obtain good results in terms of real simulation, the reference
structure has been modulated to be near to a real device structure realized
by STMicroelectronics(TM). This device has been shipped as a single Trench
device with 3 contacts on the interstitial space between DIEs on a silicon
wafer. The measurement setup make a ID − VD curve with a keithley 4200
SCS. The ID − VD simulation and measurement comparison are shown on
figure 3.5. Measurement device characteristic shows a similar trend to the
simulation one with impact ionization model, the current increase is the
same order of magnitude at breakdown condition, the increase is very sharp
but less offended than the simulation, due to parasitic series resistance,
and impact ionization effect on drain current show a higher effect on low
voltage value. [32,33] The following comparison allow us to use the reference

Figure 3.5: ID-VD comparison between simulation with impact ionization mdel
and device measurement

structure as a starting point for subsequent simulations allowing to consider
the following results as a good representation of reality.
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3.2 pn structure simulations

To better study Trench devices and understand the breakdown phenomena
is useful to make a comparison between the trench and an equivalent device
with a good physical breakdown model in literature. [34] Figure 3.6 shows
the target device after removal of the gate contact, the wells of source and
gate oxide. This new structure is a pn junction sided with the n-doped less
than the region p. For convenience, the Source contact will be referred as
anode and Drain as cathode.

Figure 3.6: Two dimensional cross section p-n reference structure

Name Value Description

TTot 2µm Domain simulation length

LS 1.075µm Source p-type depth

Ldrift 4.5µm Drain lighly doped region depth

LD 0.5µm Drain strongly doped region depth

NS 1e20cm−3 Source pad n-type doping concentration

Ndrift 3e15cm−3 Drain n-type lighly doped doping conc.

ND 1e20cm−3 Drain n-type strongly doped doping conc.

Table 3.2: Default geometrical and doping concentration values for pn reference
structure

As can be seen from Table 3.2, the reference structure characteristics
maintain the same values as trench structure, this in order to realize a
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device with the same characteristics. The only difference is the reduction
of total device width Ttot to 2µm only, this reduction is possible because
the device does not change of any kind along the y direction, so the width
change does not affect much in terms of Breakdown analysis.

3.2.1 Parameter analysis

Once set the process to obtain the breakdown voltage, and validated the
model, it is possible to perform simulations by varying the structure to
evaluate the variation of breakdown voltage and sensitivity to parameters.
It’s required a comprehensive study of variation for all the parameters of
the structure previously described, but the analysis made in Chapter 2.1.2
allow us to exclude certain parameters; In particular is not expected due
to fluctuations in the width of the device (Ttot) , because the device does
not change along the x axis. Since junction is unilateral, the source region
depth and doping parameters will not affect the breakdown [22]. Finally, the
heavily doped drain region is seen as a very long and heavily doped region,
hence also the changes in this region will not affect the analysis made.

The previous considerations allow us to made an analysis on reference
structure only in terms of variation in drift region length and drift region
doping concentration. This analysis could be useful to make a comparison
between trench and p-n reference structure By the use of same Ldrift and
Ndrift for both structures.

Figure 3.7: Breakdown voltage value as a function of drift length for various drift
region doping for a pn reference structure.
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Figure 3.8: Horizontal electric field p-n structure cross section at different drift
length in breakdown condition.

Figure 3.7 shows breakdown voltage in p-n reference structure for dif-
ferent drift region doping. For low drift region length value, breakdown
value is directly related to drift region length [35], when drift region length
reaches a limit value, the breakdown voltage becomes constant. This limit
value will decrease as increasing drift region doping. This breakdown de-
pendence to Ldrift is related to electrical field shape in drift region. Figure
3.8 shows electrical field cross sections in p-n structures with different drift
region lengths at breakdown condition for Ndrift = 3e15cm−3. The maxi-
mum electrical field value is not affected by drift length and is always placed
on p-n junction, the electric field shape at junction proximity is not exactly
triangular and does not have an edge because the junction doping profile
is not abrupt, but Gaussian, so the total doping at junction proximity is
greatly reduced in both n and p sides and the smoothing produces a reduc-
tion of the slope at this simulation points. Since the depletion region lies
inside drift region the electrical field profile maintain its triangular shape,
when drift region length becomes smaller than depletion region maximum
value, the depletion region extends into n+ drain region, causing a variation
in electrical field trend that change shape from triangular to trapezoidal
with a slope variation corresponding to n− − n+ drain border and conse-
quently a reduction in breakdown voltage. The analysis made above shows
that for a given doping profile in the drift region there is a characteristic
length of the depletion region in the drift region, which we will call this pa-
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Figure 3.9: Horizontal electric field p-n structure cross section at different drift
length and doping at breakdown condition.

rameter WBV pn, allows us to distinguish devices in two different types: the
first drift region of very large (Ldrift > WBV pn) that allow you to include
the entire depletion region in the drift region, features that allow you to
link the voltage exclusively to the doping profile of breakdown. The second
drift regions with closer (Ldrift ≥ WBV pn), which instead predict that the
depletion region extends into the drain region, generating a breakdown volt-
age dependence from Ldrift. Figure 3.9 shows the electric field profile for
devices with different drift region doping at breakdown condition. From the
previous graph can be noted that the maximum electric field value (EMpn)
is related only to drift region doping, particularly is directly proportional to
Ndrift, and consequently also the maximum depletion region width (WBV pn)
depends only on the drift region doping in a inversely proportional manner.

3.3 Trench structure simulations

The analysis in the reference structure is simplified by the removal of the
Trench structure, which reduces the analysis to only two parameters to be
made. In Trench device the parameter number cannot be reduced in the
same way as the complexity of the structure does not allow it. Moving
to a much greater number of parameters than 2, the number of device
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parameter combinations become quickly very high, making impossible even
the simulation computation that the results interpretation. Consequently,
it is passed to the analysis of individual parameters to assess what were the
main parameter that influence the device breakdown. The analysis tends to
eliminate from the study those parameters that do not affect the breakdown
and to separate the effects in different categories, namely the shape of the
trench, the drain region, and the maximum size of the device. As in the case
of the pn structure, even in the case of a trench device the main features
relating solely to the drift region, hence all the parameters related to the
region of Body and Source will not be treated, in addition to the drain
region doped more. This severely limits the number of parameters to be
studied that are 7: T , tox, tTot, r, Ldrain, Ldrift, Ndrift.

3.3.1 Pitch exclusion

As a first analysis, the variation of breakdown voltage as a function of the
distance between two devices connected in parallel trench has been analyzed.
This type of simulation is necessary because a single device consists of a
device series connected in parallel, so their close proximity could lead to the
breakdown phenomena are not negligible. The creation of a new structure
that connects two devices in one trench simulation has been required, this
new structure was built as in Figure 3.10 where it adds a new parameter,
called the Tpitch, defined as the distance between a device and the other, this
distance can be taken from any point of the structure to its equivalent in the
adjacent structure. This kind of simulation requires almost twice number
of simulation points, in particular, it changes from 7088 to 12287 points of
simulation and the total time of simulation that depends exponentially on
the number of points increases from 15min to 1h:15min.

In this analysis, we study the relationship between the breakdown of
device with two Trench at a distance Tpitch normalized with the breakdown
of a single Trench device with the same geometric characteristics. The
analysis was carried out on two different devices with two lengths of the drift
region, the first with a very large thickness that allows the inclusion of the
entire depletion region in the drift region (Ldrift = 10µm), the second with a
very low thickness (Ldrift = 3µm) and therefore depletion region exceeds in
the heavily doped drain region, presenting a pinchoff effect. The simulation
results, varying the distance between the trench is shown in Figure 3.11,
where you can see that the structure with higher drift length value does
not show breakdown voltage dependence from the distance between the
two Trench and its breakdown value is very close to reference breakdown
value; While in the case of the structure with very narrow region of drift,
the breakdown voltage tends to increase its value from reference one with
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Figure 3.10: Two device simulation to evaluate neighboring effect.

Figure 3.11: Breakdown voltage value for a double cell structure normalized over
a single structure breakdown voltage as a function of pitch length.
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(a) (b)

Figure 3.12: (a)Cutline representation on Trench structure. (b)Electrical field X
and Y components over one-dimensional horizontal cutline described
in a.

decreasing distance between the two trenches, but keeping at a very low
percentage changes; In fact, even for a very small distance (4µm) does not
exceed a percentage change of 1.5%.

Figure 3.12(b) shows the x and y components of the electric field. As
you can see, the X component of the electric field tends to decrease rapidly
expulsion oxide-semiconductor interface. Assessing the maximum distance
within which you may notice a horizontal electric field comparable to the
vertical electric field as XEx, we can say that if the distance between the
two interfaces is higher than neighboring 2XEx then it will present effects
of proximity. When the device proximity ensures enough space between
devices, it’s not required any change in breakdown voltage.

3.3.2 Drift region analysis

This section analyzes the behavior of breakdown voltage as a function of
Drift region. This type of analysis is very interesting, because it is the
union point between the Trench and pn-type simulations. As in the case of
pn simulations, Trench structure is changed in Ndrift and Ldrift parameters.
The changes will be made with identical parameter values to the reference
pn structure ones, so as to enable comparison between the two structures to
assess the differences. Figure 3.13 shows the results of breakdown voltage for
various drift region length values (Ldrift) and doping (Ndrift). As can you
see, the results are similar to the pn reference structure. It can be noted the
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Figure 3.13: Breakdown voltage value as a function of drift length for various drift
region doping for a Trench structure.

same behavior as a function of drift region length, a region that is directly
dependent on the length of drift increasing the breakdown voltage until
it reaches a maximum voltage value, once reached this maximum value,
increasing Ldrift the voltage breakdown tends to remain constant. This
result shows us how the drift region of trench structure plays a fundamental
role in the evaluation of the breakdown voltage.

From the above analysis we can see how the structure created with the
default parameters is in the linear region, where there is a dependence of
breakdown voltage on the drift length. This condition reflects the modern
power devices, since a high value would cause an increase in the on resistivity
(RdsON ) that often creates many problems, such as reduced efficiency and
increased dissipation. The Ldrift value is still very close to the limit which
separates the two regions with different characteristics, linear dependence
and independent, to allow it to obtain a sufficiently high breakdown voltage,
which allows you to use the device for higher voltage.

3.3.3 Trench’s shape analysis

The final analysis to be carried on Trench MOSFET structure affects the
shape and size of the trench itself. The study assumes that the gate oxide
structure has been formed by thermal oxidation, this process ensures the
formation of an oxide that is as much as pure and with the mininum defects
as possible. Consequently, the oxide thickness will be about the same as the



50 3. TRENCH POWER MOSFET SIMULATIONS

interface of the trench bottom, rounded edges, and along the two side walls
that form the gate. Consequently, the oxide thickness is taken constant on
both the walls and on the bottom of the trench, and along the two rounding
interfaces it follows concentric circular profiles with the same center.

Trench radius

The Trench structure curvature radius, indicated by the parameter r, rep-
resents the semicircle radius which describes the oxide-semiconductor inter-
face joining one of the two vertical sides of the trench with the horizontal
face. This parameter was analyzed separately from other Trench’s shape
parameters because the the Trench excavation structure does not allow to
vary considerably this parameter, so it is useful to observe the structure for
the radius value of curvature obtained in a real structure, this analysis is
still useful to understand the structure behavior in order to modulate any
new processes to improve the breakdown voltage by setting up a new ra-
dius value fixed by technology. Figure 3.14 shows the comparison between

Figure 3.14: Breakdown voltage dependence from Trench corner radius in compar-
ison to p-n reference structure breakdown value.

breakdown voltage in reference structure and trench structure as a function
of curvature trench radius. As can be seen, the breakdown voltage shows
a strong dependence on the curvature radius, in particular, the breakdown
voltage tends to decrease with decreasing of curvature radius, which is due
to the effect of the edge which tends to increase the variation of electric field
near the Trench’s border. The dependence is linear and the slope is equal
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to 31V for each 100nm of curvature radius.

Figure 3.15: Breakdown voltage dependence from gate oxide thickness in compar-
ison to p-n reference structure breakdown value.

Oxide thickness

The oxide thickness plays a fundamental role in the MOSFET structure,
since its variation tends to change many parameters such as threshold
voltage, subthreshold slope, and in case of power devices even the break-
down voltage. Changing this parameter causes the variation of the gate
capacitance and therefore the amount of charge that is accumulated oxide-
semiconductor interface. By decreasing the thickness of the oxide gate ca-
pacitance increases and the amount of charge at the interface increases by
increasing the electric field and causing the best conditions for the impact
ionization from going to decrease the breakdown voltage. Figure 3.15 shows
the trend of the breakdown voltage as a function of gate oxide thickness.
As you can see there is a slight dependence on the oxide thickness, in par-
ticular, has a linear directly proportional dependence of breakdown voltage
over gate oxide thickness. In particular, increasing the gate oxide thickness
of 10nm, the breakdown voltage will increase of 0.77V.

Trench width

As you can see in figure 3.16, the width of the trench does not affect the
breakdown voltage, this is because the effect of reducing the width of the
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trench is to bring the two MOS structures located on the same trench with
the Metal in common, also decreasing semiconductor regions in the bottom
of the trench. The gate region becomes thinner, but it causes no change
in the profile of potential, will head the cabinet. The semiconductor region
below the trench does not show substantial changes in the profile of its po-
tential electric field, and two trench structures do not cause any interference
that may cause a variation of breakdown voltage. The width of the trench
can be changed in an arbitrary manner, will then be determined so as not to
have an aspect ratio too high and to maintain the lowest possible resistivity
of the device.

Figure 3.16: Breakdown voltage versus Trench width.

Trench length

The vertical MOS structure, as well as in the region of body, will extend sev-
eral hundred nanometers in the drift region, this to ensure that the channel
is formed completely and be able to connect the source to the drift region.
This overlap creates a variation of potential and electric field in the drift
region, near the MOS structure that alters breakdown voltage.

Figure 3.17 shows breakdown voltage of reference structure and a struc-
ture with region of drift long enough not to allow the pinchoff effect de-
scribed above. As you can see, the two curves have very similar trends,
in particular, the breakdown voltage is identical to the breakdown voltage
of the reference structure if Ldrain does not exceed a threshold value once
exceeded this value, the voltage Breakdown tends to decrease linearly with
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(a) (b)

Figure 3.17: Breakdown voltage versus Trench depth for reference structure(a) and
for structure with a long drift region Ldrift = 10µm (b).

Ldrain length. The slope of the two curves are approximately equal and
amounted to 18.2(V/µm).

To obtain good results in terms of breakdown has deepened the study
of Ldrain variation for different values of drift region length and doping,
so it was possible to observe the breakdown voltage variation in different
conditions as shown in Figure 3.18. The same family of simulations was
repeated for a different value of drift region doping Ndrift and has still
come to these conclusions:

• The breakdown voltage is kept constant at the value of the breakdown
of the reference structure until it reaches a limit value which we call
Tlimit.

• Once this limit the breakdown voltage tends to decrease linearly with
Ldrain length.

• The linear region slope remains approximately constant when the drift
region is able to completely contain the depletion region, condition
verified when Ldrift > WPNmax.

• The slope tends to increase by decreasing the drift region than the
threshold value.

• The variation of the drift region doping will affect the change of the pa-
rameters mentioned above (Tlimit, WPNmax and the breakdown slope).

From the analysis made it is clear that the device breakdown is mainly
influenced by the drift region characteristics and secondly the Trench char-
acteristics, in particular from gate oxide thickness tox, Trench’s drift pene-
tration length Ldrain, and curvature radius r. While less significant changes
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Figure 3.18: Breakdown voltage variation from reference pn structure value over
trench penetration into drift region’s length at different drift region
length.

in breakdown voltage are shown from other characteristics like the bulk and
source region characteristics, the variation of the distance between the vari-
ous devices in parallel Tpitch, and the variation of some Trench characteristic
like T and NGate.



Chapter 4

Novel Breakdown model

In previous chapters we discussed the variation of breakdown voltage ac-
cording to the variation of internal parameters of the device, parameters
like doping concentration and device length, based on simulations made
without evaluating the device’s internal electrical characteristics and the
physical effect that will cause the breakdown voltage. This chapter will
examine the causes that generate the breakdown voltage and try to find a
physical model that directly links the breakdown voltage and the geometri-
cal and doping parameters. As a starting point the analysis of a simplified
reference structure will be made, this structure is presented as a simple uni-
lateral pn junction with same Trench’s characteristics on drift, body, and
drain region, evaluation made by using several model found in literature,
once obtained a good model in agreement with simulation results the model
will be compared with Trench structure simulation to evaluate the differ-
ences and find a union point between the two models. Once you have some
similarity will be worth using a new empirical model for calculating the
breakdown voltage based on the correction of the pn device model. Finally,
the model will be compared with simulations to assess the actual accuracy.

55
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4.1 Pn breakdown model

As described previously in section 2.1.2, breakdown condition in a unilateral
pn device could be expressed as the solution of ionization integral that
reaches the value of 1 inside the depletion region [36,37]∫ W

0
αdx = 1 (4.1)

The same condition can be used for reference p-n structure since electri-
cal field lines have no y-component that takes to a one-dimensional problem.
To make a one dimensional analysis, a vertical device cross section will be
made as described in figure 4.1 and all the following analysis are made on
this cross section.

Figure 4.1: Electrical field simulation results of pn reference structure, with ab-
solute value as grayscale and arrows as X/Y direction, pn junction is
placed at black line at y = 1.47µm.

When electrical field absolute maximum value reaches this critical value
in an arbitrary point inside structure, the p-n junction will increase its cur-
rent value of several orders of magnitude due to avalanche breakdown. This
electrical field absolute maximum value is always reached on pn junction
and can be calculated by integrating the ionization integral obtaining the
following formula [38]

ECpn =

(
Ndrift

KK

)
(4.2)

Where KK = 2.41e−29cm5/V 8, and ECpn is the critical absolute electrical
field value expressed in V/cm. This electrical field maximum value has been
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calculated for an abrupt unilateral pn junction, this approximation take
into account of a perfect triangular electric field shape along Y-axis. This
approximation is valid if Body diffusion length is smaller enough to ensure
that the triangular rounding shape can be less than electric field maximum
value. Note that Electrical field is drift n-region doping dependent only
and is evaluated for a unilateral pn junction. Once you get the maximum
electric field value, and knowing that this value lies on the pn junction, you
can use this condition as a boundary condition for calculating the voltage
across the pn junction in the n-type region with

d2V (y)
dy2

= − qN(y)
εs

V (0) = ψpn
V̇ (0) = ECpn

(4.3)

where εs is the silicon dielectric constant, q is the absolute value of the
elementary charge, N(y) is the doping concentration into drain region as
function of y direction, ψpn is electrostatic potential at pn junction, and
V(y) is the electrostatic potential. Equation (4.3) is a classical Cauchy
problem where first equation is Poisson equation in a lightly n-doped layer
with assumption that pn junction is placed at y = 0, and the other two
equations are boundary conditions for initial value and first derivative ini-
tial value respectively. The first boundary condition requires the need to
know the potential at the junction, which depends on the potential drop
due to the p region, this potential drop can be neglected if the junction is
unilateral, and therefore consider it equal to 0, otherwise it becomes neces-
sary to solve the same system in the region p. In the case of study, Poisson
equation needs to be solved only in drain side. By integrating two times
formula (4.3) between 0 and W, that is depletion region length, we can
extract the potential variation in drain region and obtain the breakdown
voltage value. This breakdown value can be evaluated even if n-side de-
pletion region exceeds drift region and extends in n+ drain region. Figure
6 show comparison between simulation results and the analytical model,
showing a good accordance even for a wider value of drift region doping and
lengths. As previously described, the breakdown value shows drift region
length dependence until a drift limit value length is reached; after this limit,
the breakdown value will maintain a constant value. This limit value can be
evaluated with formula (4.4) that represents n-side depletion region length
for constant doping value at Ndrift, where WBV p−n is expressed in cm. [39]

WV pn = 2.67e10Ndrift
− 7

8 (4.4)

The solution of equation (4.3) with approximation of ψpn = 0 in terms of
electrical field absolute value in comparison to simulation results are shown
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Figure 4.2: Electrical field distribution along y axis for simulation and physical
model.

in figure 4.2 where solid line is physical model electrical field, and dashed
line is simulated electrical field. As can be noted, the two electrostatic
potential curves are very close, and its maximum value is identical, but in
p-region the simulated one present an electric field contribution that is not
present in the model one that approximate the electrostatic potential inside
p-region. This difference will be present even in potential profile expressed
in figure 4.3 where the electric field in the p-region will cause a variation in
electrostatic potential that increase the potential with a square law since to
reach a value that will cause a potential shift in the n-region.

In order to take into account of this effect, equation 4.3 must be solved
for negative value from −Wp to 0. By approximating doping concentration
as a constant and that

Wp =

√
2εsVBD
qNA

(4.5)

Where VBD is the breakdown voltage that we want to calculate, this for-
mula could not be evaluated if we don’t know breakdown voltage, but it
could be approximated with previous voltage value obtainet with ψpn = 0
approximation. All the parameters presented here has been compared to
simulation results shown on figure 4.4, where different electric field vertical
cross section are presented. It can be noted that the maximum electric field
value ECpn is drift region doping dependent only, instead of the depletion
region in p-region WV pn that depends from drift region doping and from
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Figure 4.3: Electrostatic potential distribution along Y axis for simulation and
physical model. Note that simulation results show a increasing in the
p-region voltage near the pn junction due to a presence of a depletion
region neglected in the model one.

Figure 4.4: Electric field profile from various simulation with different doping con-
centration in drift region and for different drift lenghts at breakdown
condition.
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drift region length too. The depletion region in the p-side Wp is a little
different between simulation one, this approximation will produce a lower
voltage on the p region in the order of one volt, tis reproduces an overesti-
mation in the breakdown voltage negligible with respect to the breakdown
voltage.

Once obtained the depletion region value it’s possible to solve (4.3) in-
tegrating in twice in space region between 0 and Wp obtaining

ψpn =
qNAW

2

2εs
(4.6)

That for reference structure it results ψpn = 4.75V .
The model as described now doesn’t take into account of built-in poten-

tial caused by the doping difference that create a built in potential given by
the formula

Vbi =
kTL
q
ln

(
NAND

ni

)
(4.7)

where TL is the lattice temperature in Kelvin degrees, ni is the intrinsic
concentration, and Vbi is the built in potential.

By adding this potential to the breakdown results we obtain the correct
physical model for breakdown extraction.

4.1.1 Model analysis

In the previous section we obtained the correct model that well approximate
the electrostatic potential and electric field inside a unilateral pn structure,
we can use it to evaluate breakdown voltage for the same simulations made
in section 3.2.1 in order to obtain a good comparison. Has been extracted
the doping concentration Y section for every structure, and has been used
as doping concentration in equation (4.4), by solving it numerically the
breakdown potential has been evaluated by using the resulting potential
and adding the built in potential. The calculation results are shown in
figure 4.5 where simulation results show a good accordance to the model
one.

In order to make a good analysis is a good idea to identify if n-side
depletion region at breakdown condition lies in drift region or extends in
n+ drain region. This condition could be verified by looking at figure 4.6
and find if the device is placed above or below the curve. This condition is
important because in a non-fully depleted, in the event that any altering of
the structure so requires, the depletion region can be increased or decreased
depending necessary to adapt to new conditions, while in the case of region
drift completely emptied the depletion region does not change considerably,
as the effect on the heavily doped region would be less. This is a significant
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Figure 4.5: p-n reference structures breakdown voltage over drift length for simu-
lation and physical method; Analytical model as solid lines.

Figure 4.6: Maximum value for depletion region in n-type region for different dop-
ing value.
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difference in the subsequent analysis in which this structure is modified by
the inclusion of Trench structure.

4.2 Trench breakdown model

When device nature will be changed by adding a trench shape and the
source pads inside p+ region, the structure changes from a pn simplest
one to a trench power MOSFET. This structure modification will affect
electrical field lines that now will be created by two different effects: One
component due to the p-n structure with a y oriented electrical field com-
ponent, and another due to the MOS structure with a particular electric
field. As it is known, a MOS structure in inverse polarization will generate
a depletion region that generate an electric field perpendicular to the MOS
structure. Perhaps around the trench’s shape there’s an additional electri-
cal field component directed as the normal of oxide-semiconductor interface,

Figure 4.7: Electrical Field cross section simulation results for Trench MOSFET
structure, with absolute value as grayscale and arrows as X/Y direction,
pn junction is placed at black line at y = 1.47µm, the Trench MOS
structure is on the top left. The plot is resulting by a zoom near the
trench edge, in particular, starting from Trench’s center to 2µm right,
and from the middle of the channel to a middle area inside the drift
region to Y direction.

this component will be y oriented on bottom of Trench, x-directed on the
two sidewalls , and a a composition of x and y components to the bottom
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Trench edges. [27,40] Figure 4.7 show a Trench device cross section of Bot-
tom right trench’s detail with VD = 50V and zero voltage on source and
gate terminals, the grayscale indicates the electrical field absolute value,
and the arrows show the electrical field vector direction. As can be seen,
the arrows far enought from the trench structure are Y-oriented because of
the p-n electric field influence’s only, even under the bottom trench’s struc-
ture the lines are Y-oriented only, but the electric field is higher because
of the addition of the bottom MOS structure, that’s always Y-oriented.
But near the lateral MOS structure and at the trench’s angles, the elec-
trical field lines are affected by both reverse voltage depletion and MOS
depletion component with an x component different from zero, and at the
semiconductor-oxide interface the electric field lines are perpendicular to
the interface itself showing an X-component only on the vertical interfaces.
This considerations make the problem a two-dimensional one.

(a) (b)

Figure 4.8: (a)Schematic representation of p-n reference structure with cross sec-
tion A. (b)Schematic representation of Trench power MOSFET struc-
ture with cross section B and C. These cross section will be used for
the following analysis and device comparison.

In order to evaluate Trench electrical properties a number of device cut-
line has been defined. In particular, the vertical cross section previously
described for the p-n reference structure will be compared to some Trench
MOSFET vertical cross sections. These cross sections are shown in fig-
ure 4.8, where a single label has been associated to every cutline. The
reference structure cross section will be named as “section A”. This cross
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Figure 4.9: Breakdown voltage for trench and p-n reference structure versus drift
length, with filled symbols as pn structure and empty symbols for
Trench structure.

section is taken over an arbitrary X point inside p-n structure, the X po-
sition is irrelevant to the electrical characteristic since the p-n problem is
one–dimensional. The other two cross sections are Trench structure related,
the first one, so called “Section B” is a vertical cross section taken to touch
one of the two vertical Oxide-Semiconductor Trench’s interfaces, which of
the two interfaces is taken is irrelevant, because of the device symmetry.
The “section C” is taken to a fixed distance from section B, in order to
ensure that we are far enough from Trench’s influence and that the electric
field conditions are p-n component related only.

4.2.1 Electrical consideration

As can be seen from figure 4.9, the breakdown voltage in Trench structure
is lower than pn reference structure with equivalent drift region charac-
teristics, this is caused from the different electric field trend near Trench
structure, analyzed previously in Figure 4.7, which shows that the peak
electric field has moved from the body-drain junction region to the round-
ing trench border. This displacement causes a shift in breakdown position
from p-n junction to trench rounding shape neighborhood, meaning that
breakdown does not follow a spatial line, but is generated on a smallest
spatial region. Because of this shift of breakdown position, the electric field
maximum value on pn drain to bulk junction on trench device will not reach
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Figure 4.10: Vertical electrical field cross section of trench device and p-n reference
structure device for section A, B and C as described previously. Sec-
tion from top to bottom with axis origin at source’s silicon-contact
interface.

the critical value expressed in formula (4.2), so this formula cannot be used
to evaluate electrical field maximum value reached at trench rounding corner
because of higher holes concentration caused by gate electric field influence
that change semiconductor local space charge near trench border.

4.2.2 novel breakdown model

Figure 4.10 shows electrical field vertical cross section value for p-n reference
structure and for trench structure near gate oxide and at simulation border
in breakdown condition. The electrical field cross section in p-n structure
shows a classical electrical field distribution in a p-n structure in inversion
mode with a maximum electrical field value in accordance to formula (4.4)
at the p-n junction. Trench structure vertical cross section B shows instead
trench influence on electrical field maximum value that shift electrical field
maximum value position near trench bottom edge and increase its value
as compared with p-n reference structure. Vertical cross section at 3.5µm
from trench’s center (section C) is not affected by trench influence, so the
electrical field profile shows a similar shape to p-n one. This similarity
is due to electric field horizontal component absence that makes the cross
section C analysis a one-dimensional approach problem. The cross section A
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Figure 4.11: Maximum electrical field value on cross section C over maximum elec-
trical field on p-n reference structure (Emax/EmaxPN ) as function of
trench length for various drift region doping at Ndrift = 3e15cm−3.

shows electrical field cross section in p-n reference structure at breakdown
condition with a maximum electrical field value higher than trench one
on section C. This reduction in electrical field maximum value, that for
simplicity we call electrical field ratio, can be used to correct analytical
p-n model to obtain breakdown voltage for trench structure as shown in
formula 4.8, where Emaxp−n is the maximum electrical field on p-n reference
structure, Emax is the maximum electrical field absolute value on section C,
and rmax is the ratio between the two values.

rmax =
Emax
EmaxPN

(4.8)

In order to evaluate drift and trench length’s rmax dependence a wide
range simulation has been made. The electrical field ratio rmax was calcu-
lated as the ratio between the maximum electric field in the trench structure
and the value of electric field calculated using the formula (4.2). This ratio
value has been extracted for different drift length Ldrift, drift doping Ndrift,
and trench length Ltrench, sequent simulation results are shown for different
Ldrift, and Ltrench values with constant Ndrift value, and the analysis has
been made again for another Ndrift value.

First of all, the analysis with Ndrift = 3e15cm−3 has been made. The
rmax results are shown in figure 4.11. where scatters are simulation results
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and solid lines are analytical line calculated with least mean square method
for every Ldrift value, the analytical lines are calculated to have a minimal
confidence bound of 95%. In the calculation of least squares were excluded
all simulation points where rmax ∼= 1 because as can be noted at such points
the curve deviates sharply from the linear profile. As can be seen, for trench
length smaller than a limit value the electric field ratio is fixed to one and is
not dependent from both drift region and trench length. Increasing trench
length over this limit value will introduce a dependence of electrical field
ratio from trench length, this limit value has been evaluated by calculating
the least mean square line for every drift length with exclusion of simulated
point close to one and calculating the Ldrift value with a rmax value of one.
This limit value, evaluated for every drift region length, could be assumed
as constant for all the lines and will be indicated as TLimit. Since the
electrical field ratio dependence from trench length is linear and Tlimit is
placed on a single point in figure 4.11 for every drift length value, the model
for electrical field ratio calculation can be expressed with a beam lines with
center in the point TLimit and 1 respectively as X and Y coordinates, and
with a variation in line slope. A good approximation of rmax calculation
is expressed in formula (4.9), where m(Ldrift) is the slope of electrical field
ratio at drift length value.

rmax =

{
1 for Ltrench ≤ Tlimit
1 +m (Ldrift) (Ltrench − Tlimit) for Ltrench > Tlimit

(4.9)

Drift region dependence of m(Ldrift) slope has been analyzed in figure
4.12. It can be noted that m slope is a constant value if the depletion region
lies drift region, decreasing drift region length will cause an increase in m
slope value. This slope variation is related to drift region shrinking under
trench formation causing the depletion region reduction. The numerical
model chosen for m slope as a function of Ldrift is given by:

m(Ldrift) = m0 [1−Aexp (−αLdrift)] (4.10)

the model is a exponential decay model, wherem0 is the slope for device with
Ldrift > WBV pn, α is the decay factor inversely proportional to WBV pn, and
A is a multiplication factor. All the parameters has been calculated using
least mean square method with a minimum confidence bound of 95% and
its numerical value for Ndrift = 3X1015cm−3 are: A = 12.5, α = 0.78, and
m0 = 0.075.

Using the model for maximum electric field reduction in trench devices
described by formula (4.8) and replacing the border condition in formula
(4.3) it’s possible to evaluate breakdown voltage comparison between sim-
ulation results and the novel numerical method. Comparison results are
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Figure 4.12: Dependence of the slope parameter m over drift length Ldrift and its
numerical approximation.

shown in figure 9 where symbol points are simulations and solid lines are
numerical model results. At this point we can use the method described
above to obtain the breakdown voltage for a pn junction with the rmax cor-
rection to maximum electric field in order to obtain the same results for
Trench Power MOSFET structures. Calculations were performed for struc-
tures with identical simulation’s characteristics in order to compare simu-
lated results, the results comparison are shown in Figure XXX, where the
points are the simulation results and the lines are the of the implemented
model results. The model is consistent with the simulations, allowing to
validate model.

4.2.3 model synthesis

To assess the variation of breakdown voltage as a function of drift region
doping the following rules was repeated with enough Ndrift values to cover
the most commonly drift region doping value used in power MOS devices.
The procedure was:

• Choose a Ndrift value and make a number of simulations with various
Ldrift, and Ldrain values.

• From these results has extract the maximum electric field Trench
structure value at breakdown condition.
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Figure 4.13: Trench structure breakdown voltage over drift length for different
trench length; solid lines as Trench analytical models, and dashed
line as p-n analytical model.

• Divide this values by reference pn structure electrical field maximum
value evaluated with (4.2) to obtain rmax for each structure.

• For every Ldrift fixed value, evaluate the m and q coefficients for the
line passing through rmax points.

• Calculate the intersection of all lines to get Tlimit.

• Make the fitting of the m slope with equation (4.10) in order to obtain
the values of A, α and m0.

With this procedure it was possible to show the variation of the parameters
of the empirical model as a function of the doping of the drift region, the
results shown in Figure 4.14(a) and (b).

As you can see, all the parameters are drift doping dependent. Tlimit
in particular tends to decrease with increasing doping, this suggests that
increasing doping, the breakdown area tends to remain on the trench edge
and don’t move on junction area. m0 tends to increase with Ndrift, m0 is the
rmax dependence over Ltrench under conditions of drift region not completely
depleted; increasing the drift region doping, the electric field variation along
y axis becomes greater, this cause an increasing in the potential difference
seen from Trench bottom MOS structure producing an higher electric field
on the Trench’s corner and reducing the breakdown voltage. The remaining



70 4. NOVEL BREAKDOWN MODEL

(a) (b)

Figure 4.14: Drift region doping dependence for (a)A and α model parameters.
(b)m0 and TLimit model parameters.

two parameters are somewhat related to m0, as they represent the slope
variation where the depletion region extends in the more doped drain region
also, which is why they tend to increase with Ndrift.
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memory device simulations
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Chapter 5

capacitorless device
description

Several years ago, the classical transistor was redesigned to implement a
dynamic random access memory (DRAM) cell under the name of zero-
capacitor RAM or, most commonly, Z RAM [41–48]. Unlike the classical
1T/1C DRAM cells, the ZRAM memory consisted only of a silicon on in-
sulator (SOI) MOSFET, but did not require an additional capacitor. The
information in Z RAMs is stored in the SOI substrate as excess major-
ity charge created by impact ionization and/or by band to band tunneling
(BTBT) at the bulk drain junction induced by the relative high drain volt-
age. Indeed, the capability of storing charge in the bulk of a MOSFET
and the study of its effects on transistor behavior has been discussed since
the 1980’s [49,50]. The Z-RAM concept is a remarkable example of how an
undesirable phenomenon, the floating body effect of SOI technology [51,52],
can be transformed into a desirable one, the storing capacitance of a DRAM
cell. Nowadays, Z-RAM is drawing a lot of interest from the semiconductor
industry since it offers several potential advantages respect to conventional
DRAM [53,54]:

(i) extremely high density thanks to the elimination of the additional
capacitor;

(ii) low cost of fabrication, since it is implemented on a standard SOI logic
process without exotic process steps;

(iii) excellent delay-power trade-off, due to the use of SOI technology;

(iv) possibility of taking advantage of multi-gate architectures, as demon-
strated in Ref. [46–48].
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In this chapter, we explore the physics of the bipolar operation of double
gate (DG) type II Z RAM cells. These cells are sometimes operated in
transient mode, with time-delay between gate and drain pulses; dc operation
of the cells however is also possible and provides equivalent capabilities. We
will use steady-state cell operation in this scaling study, where the excess
charge is accumulated at the gate interfaces and not in the body of the SOI
substrate. This reformulation simplifies cell operation and allows explicit
comparison of scaling potential of generation II devices with respect to the
scaling limits of type I cell [55–57].

First of all, in section 5.1 we present a summary of Random Access
Memory with its characteristics. In section 5.2, we present the main charac-
teristics of a SOI MOSFET device that will be used as ZRAM structure, and
in the other sections we discuss the physics of the READ/WRITE/HOLD
operation for bipolar mode operation using a SOI MOSFET reference struc-
ture taken as a long device length and describing the main characteristics
of the simulation setup, like physical model and numerical technique.

5.1 Memory device concepts

In modern digital devices, with the name “memory” we indicate some device
or device part that have capabilities to store information as logical level of
“1” or “0”, this digital device part will tke a lot of importance, and with
device scaling it requires to be always more reliable, to have a lower power
consumption, and require a largest bit density over chip area. This memory
is indicated into Computer science as Random Access Memory (RAM). The
RAM digital memories can be divided into several types, that indicate its
characteristics; The RAM memories can be divided into two categories [58]:

1. The dynamic RAM (DRAM) that stores a bit of data using a tran-
sistor and capacitor pair series connected, which together comprise a
memory cell. The capacitor holds a high or low charge (1 or 0, re-
spectively), and the transistor acts as a switch that lets the control
circuitry on the chip read the capacitor’s state of charge or change it.
As this form of memory is less expensive to produce than static RAM,
it is often used as the memory block inside Von Neumann architecture
because of its lower costs per bit.

2. The static RAM (SRAM). In this kind of memory a bit of data is
stored using the state of a flip-flop. This memory is more expensive
than other memories, but is generally faster and usually have less
power consumption, in modern digital devices, because of its speed,
this kind of memory is often used as cache memory between the CPU
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and the memory of von Neumann architecture in order to ensure better
performance for data and instruction code with low memory require-
ments.

Both static and dynamic RAM are volatile memories, it means that their 1
or 0 state will be lost if device is powered off. In order to have a memory
device that could maintain data even without a power supply, the Read-only
memory (ROM), the EEPROM, and the flash memory has been taken. In
particular, the ROM devices does not allow the WRITE operation, because
the data stored on it are fixed, like on a CD, or DVD, instead of flash devices
that could be rewritten like magnetic Hard Disk, or USB flash drive.

5.1.1 Dynamic RAM

DRAM is made by a square array in which every element is composed by a
n-MOSFET device and a capacitor, and the entire structure is composed by
long horizontal lines connecting each row known as word Lines, and other
long vertical lines connecting each column known as bit lines. Figure 5.1
show an example of 2x2 cell DRAM memory with two bit lines, two word
lines and 4 memory block, a single memory block is connected as follows:
the capacitor is connected between ground and source MOSFET contact,
and the MOSFET is connected at Gate contact to bit line and drain contact
at word line. With this kind of structure, the data will e written as a voltage
level inside the capacitor, as an example, if the device is powered with a
voltage between 0 and VDD the logic state “0” could be expressed as a
voltage of 0V, and the logic state “1” with the voltage VDD, so in order to
make a write operation it’s necessary to put the correct voltage on the bit
line and is necessary to put a positive voltage in the corresponding word
line in order to create a contact between the it line containing the data
to be stored and the correct capacitance to charge or discharge. The other
devices on the same bit line are not affected by this modification because the
MOSFET are not enabled, perhaps there is no connection between capacitor
and bit line, but the write operation must be made for every device on the
same word line, because of the activation of all the MOSFETs device on
that row.

In order to read the data stored in a cell the corresponding bit line is
pre-charged to a voltage exactly in-between high and low logic levels (ex.
VDD/2), this operation put the bit line parasitic capacitor at this voltage.
At this point the bit line is putted in floating state, because the bit lines
are relatively long, the parasitic capacitance is larger enough to maintain
its voltage for a small time. In a relatively small time that allow to not
lose the bit line charge, the desired word line is then activated creating a
short contact between the cell capacitor and the bit line. This operation
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Figure 5.1: Dynamic ram schematic representation of 4 data bit on two bit line
and two word line.

ensures that the cell capacitor will charge or discharge the bit line parasitic
capacitance increasing or decreasing the bit voltage depending on whether
voltage is stored on it. After this step, the word line is deactivated and the
word line could be read. All columns are sensed in simultaneously, because
the word line activate all the MOSFETs on the line that connect all the
capacitor to the relative bit line, so the results are stored into a read buffer.
Since the bit capacitor will be discharged by the parasitic capacitor, the
read operation result destructive, perhaps after a read operation, a write
operation of the same data must be made.

The hold operation simply holds off all the word lines taking all the
capacitors disconnected from the bit lines. This operation is not ideal,
perhaps the capacitors are connected to a large value resistor that slowly
discharge the capacitor. This phenomena could lead to loss of information
stored on the cell if this is not read in a fixed time. In order to solve this
problem the system will refresh every row in a cycle activity that ensure
that all the data are refreshed every fixed time of 64ms.

The refresh operation could be made by a simple read operation with
the buffer data storing followed by a write operation of the same buffered
data. Every operation requires a fixed time to be executed, but this values
must be consistent to the technology limit fixed in literature [59], this limit
value and its description is expressed in table 5.1
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Name Value Description

tRC 84ns read or write cycle time from one cycle to another

tRAC 50ns Access time to valid data out

tRB 20ns bit/word line pre-charge time

tHB 15ns bit/word line for hold charge time

tWB 15ns bit/word line for write charge time

tRW 30ns word line pre-charge time

tHW 25ns word line for hold charge time

tWW 25ns word line for write charge time

tHM 64ms maximum hold time for data persistence

Table 5.1: time parameters for dram memory devices operating at 50ns from ITRS
standard.

5.2 SOI MOSFET devices

A Silicon On Insulator wafer (SOI) consist in a silicon wafer with a buried
SiO2 insulator. Hence, the SOI wafer is constituted by three layers: a silicon
substrate at the bottom, a silicon oxide layer, also called BOX; and a silicon
layer at the top. The BOX and silicon layer thickness are in the order of
hundreds of nanometers.

Figure 5.2: Cross section of a SOI MOSFET.

The realization of a MOSFET device on this kind of substrate involves
the construction of a very thin device enclosed between two oxide layers,
and therefore completely electrically isolated. The schematic cross section
of a SOI device is shown on figure 5.2. This kind of isolation allows avoid-
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ing the latch-up between adjacent devices, and allow to store charge in the
silicon body under the gate. A SOI MOSFET device contains two MOS
structures: the first is the classic MOS structure device-related and com-
posed of the gate contact, the gate oxide, and the top layer of silicon. The
second structure is a mirrored MOS down and start with the top layer of
silicon as a semiconductor, the BOX as oxide, and the substrate as metal.
The SOI MOSFET physics is strongly dependent on the thickness and dop-
ing concentration of silicon layer under the field oxide tsi. Evan based on
doping concentration. This dependence is related to semiconductor MOS
depletion region that for a classical MOS structure can be evaluated as

WD =

√
2εsφs
qNA

(5.1)

where φs is the potential at semiconductor-oxide interface. With respect
to tsi it’s possible to define two main types of SOI MOSFETs: Partially
Depleted (PD) or Fully Depleted (FD) SOI devices.

In a PDSOI device, the silicon layer thickness tsi is larger than twice
the value of WD. In this case, there is no interaction between the depletion
regions arising from the front interface and the back interface due to the
buried oxide. The presence of a sufficiently large area of silicon allows
the two regions to remain independent of each other, and therefore do not
perceive any change in power due to the interface adjacent to

In a FDSOI device the silicon layer thickness tsi is smaller than WD. In
this case, the silicon layer is fully depleted at threshold. FDSOI devices in
the upper and lower interfaces do not have enough space in the region of
silicon to keep electrically independent of each other, therefore, any variation
on one of the two interface influences the second interface. A bulk MOSFET,
and a PDSOI MOSFET can be schematized with an equivalent capacitor
network shown in figure 5.3(a). In such a network a variation of the gate
voltage dVG corresponds to a variation of the surface voltage dφS ≤ dVG.

dVG
dφS

= 1 +
CD
COX

(5.2)

This equation show as there is no dependence from bottom voltage in
PDSOI. For a FDSOI device the schematic diagram changes to figure 5.3(b),
and therefore the gate voltage variation dφS can be connected to the voltage
of the bottom gate voltage using the following formula

dφS
dVG2

= − CSiCOX2

COX1 (CSi + COX2)
(5.3)

where

COX1 =
εOX1

tOX1
, COX2 =

εOX2

tOX2
, Csi =

εsi
tsi

(5.4)
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Figure 5.3: Equivalent capacitor networks for a PDSOI top interface MOSFETs
(a) and a FDSOI MOSFETs (b).

In most cases equation (5.3) can be approximated by

dφS
dVG2

= − tOX1

tOX2
(5.5)

That for a SOI device, in which tOX1 < tOX2 will translate in a smaller
effect on ψS of bulk voltage.

5.3 FinFET devices

Another kind of devices that could be used to implement a ZRAM memory
is the FinFET, the classical device’s structure with 3 terminal is shown in
figure 5.4a. The FinFET term was coined by Dams Hisamoto to describe
a double gate transistor made of non-planar SOI substrate based on the
design of transistor DELTA (fully Depleted Leanchannel transistor). The
main feature that distinguishes a FinFET device from a planar device is that
the conduction channel is formed around a silicon “Fin”, which constitutes
the device’s body. The fin’s body is covered by the gate oxide on the two
side walls, while gate oxide is substantially thicker at the top, which allows
to neglect the upper MOS structure. From a perpendicular planar section
to the wafer take at the FinFET’s middle shown at figure 5.4b you can see
that the FinFET structure is actually composed of two parallel gates that
share the bulk region, the two gate oxides also have the same thickness, so
the resulting structure is symmetrical, unlike the SOI MOSFET where the
top gate has a greater effect than the lower one, due to the gate thickness.
As can be seen from figure 5.4a, the two gates are shorted by the polysilicon
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gate that surround the structure, this device characteristic is not desirable
to use it as a ZRAM, perhaps the two gates must be electrically separated,
this operation must be made by a etching on the device’s top polysilicon.

(a) (b)

Figure 5.4: (a) Schematic representation of a FinFET device. (b) Two-dimensional
FinFET device cross section, section perpendicular to Wafer plane
taken at fin’s middle.

5.4 Bipolar mode description

Two different types of Z-RAM configurations have been proposed. In the
first generation of Z-RAMs (type I), the electron-hole pairs are created by
impact ionization and/or BTBT of inversion charges at the drain end of
the transistor. Instead, the stored charge in type II Z-RAM cells consists
of the majority carriers injected from the source into the bulk and subse-
quently collected by the drain field [60–62]. The cell works like a bipolar
transistor, with the source as the emitter, the bulk as the base, and the
drain as the collector; The base charge is maintained by the extra charge
generated by impact ionization at body-drain junction. The gate oxide and
the SOI substrate prevent the leakage of the excess charge stored in the
bulk by applying appropriate potentials at the electrodes. Reports in the
literature suggest that type-II ZRAM have higher READ/WRITE currents,
programming window, and retention time compared to the type I mode [16].
However the physical mechanism of its operation and the ultimate scalabil-
ity of the devices have not been studied in details.

Figure 5.5 show the reference Z-RAM cell used in this work, this kind
of device consists of a Double Gate (DG) SOI MOSFET with the two gate
contacts connected to the word lines and the source and drain electrodes
connected to the bit lines. The device length (L) and device width (W)
are both 100nm, the gate oxide thickness (tox) is 10nm, the buried oxide
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Figure 5.5: Schematic cross section of device under test, consisting of a 2D double
gate SOI n-MOSFET with device length L = 100nm, device width
W = 100nm, gate oxide thickness tox = 10nm, buried oxide thickness
tBOX = 30nm and bulk doping NB = 1017cm−3. Due to the short L
the bulk is deeply depleted at equilibrium (all potential equal to 0) and
the average hole concentration in the bulk is around 106cm−3.

thickness is larger and is tBOX = 30nm, and the bulk doping is 1017cm−3.
This structure has been tested to be a good reference structure in order of
drain read/write operations. Two dimensional device simulations were per-
formed to analyze the operation of the cell and, in addition to the typical
drift diffusion transport model, impact ionization and BTBT models have
been explicitly included. The drift-diffusion model has been replaced by
the Poisson-Schrödinger model when device dimensions gets lower enough
to present quantum confinement problems (length¡15nm). At equilibrium,
the potentials of all the electrodes are set to zero (in the following we will
refer to this condition as INIT phase). The device is fully depleted due
to the short L and the maximum hole concentration in the bulk is around
106 cm-3. Fig. 2 shows the bias configurations applied to bit lines and to
word lines in the four operation modes. Let us emphasize that no particular
transient combination of the electrode potentials is required, since the elec-
trode potentials are simultaneously changed from one operation mode to
another. In the next subsections, we will discuss the physical mechanisms
of WRITE ”1”, WRITE ”0”, READ and HOLD operation modes and the
timing analysis of the Z-RAM cell under investigation.
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5.4.1 Write operation

As illustrated in Figure 5.6a, during the WRITE “1” mode (W1), the two
gates and the source are held at the same bias which is smaller with respect
to the drain bias. The applied bias prevents the creation of inversion charge
at the interfaces. Electrons are injected through the source-bulk energy bar-
rier and are collected by the relatively high potential at the drain contact
in a manner reminiscent of typical bipolar junction transistors. Due to the
high longitudinal electric field at the bulk drain junction, excess electron-
hole pairs are created via impact ionization and BTBT processes. Excess
electrons are pushed out from the bulk towards the drain due to the favor-
able field, while excess holes are pushed towards the source and are trapped
in the bulk if appropriate bias is applied to electrodes.

(a) (b)

Figure 5.6: Bias configuration and charge representation during WRITE “1” (a),
and WRITE “0” (b) operations. During WRITE “1”, impact ioniza-
tion and BTBT at the drain side create a lot of excess positive charge
which is distributed over the entire volume of the bulk. During WRITE
“0” the possibly accumulated holes are pushed out from the interfaces
towards the source and the drain due to the reduced energy barriers.

Figure 5.6b illustrates the bias configuration applied to the structure in
the WRITE “0” mode (W0). Source-bulk and drain-bulk energy barriers are
lowered by applying negative potentials to source and drain with respect to
top and bottom gates. This allows removal of the charges previously stored
in a eventual WRITE “1” operation.
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5.4.2 Hold operation

As illustrated in figure 5.7, during the HOLD mode (H), a negative gate
voltage is applied for both gates with respect to source and drain bias that
is lightly positive. This bias sets a stationary accumulation condition for
the two interfaces. However, if the HOLD operation follows a WRITE “0”
operation, the stationary condition is reached only after a certain delay
because the bulk is deeply depleted and within this delay the cell remains
in the state “0”. As will be discussed in details in section 5.5, the holes
necessary to satisfy the accumulation condition are generated by the slow
thermal generation processes or BTBT between the source/drain to bulk
junctions.

(a) (b)

Figure 5.7: Bias configuration and charge representation during HOLD after write
“1” (a), and HOLD after write “0” (b) operations. The charge ac-
cumulated at the two interfaces during the HOLD operation (a) is the
charge accumulated during write “1” and it tends to slowly escape from
source and drain. HOLD after write “0” (b) suffers from the leakage
generated by thermal generation and/or BTBT which increases the
hole concentration in the bulk. The two hold conditions show the same
voltages.

On the other hand, if the HOLD operation follows a WRITE “1” oper-
ation, holes are already present in the bulk because they have been gener-
ated by impact ionization and/or BTBT so that the stationary condition is
reached very fast. Most of the excess charge generated during the WRITE
“1” phase is lost by leakage through the bulk to source/drain energy barri-
ers, and the rest of the charge is accumulated at the two interfaces so that
the self consistent accumulation condition imposed by the top/bottom gate
to source/drain bias is satisfied. This accumulation charge represents the
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information relative to the state “1”.

A number of observations can be made about the operation modes of
ZRAM-II cells. First, the amount of charge representing the state “1” does
not depend on the actual charge generated during WRITE “1” but only
on the negative top/bottom gate to source/drain bias applied during the
HOLD mode. The only role of WRITE “1” is speeding up the hole gener-
ation rate in the bulk. This means that it is not important to tune exactly
the impact ionization/BTBT models in the device simulator nor it is neces-
sary to determine the exact value of the generated excess charge. A further
advantage of the proposed approach is that, because the value of the accu-
mulated charge is self-consistent with the applied bias, in the HOLD mode
the average hole concentration remains nearly constant for an infinite time.
In other words, the retention associated to the state “1” is infinity. The
retention of the cell information is thus limited by the leakage of state “0”
as will be discussed in the subsection 5.5.

5.4.3 Read operation

(a) (b)

Figure 5.8: Bias configuration and charge representation during READ with a “1”
stored on device (a), and during READ with a “0” stored on device
(b) operations. During READ “1”, the charge stored at the bottom
interface increases the bulk potential at the top interface which in turn
reduces the source-bulk energy barrier allowing a high READ current.
If the READ operation follows a WRITE “0” operation (b) no charge is
present at the bottom interface and the high source-bulk energy barrier
at the top interface causes a lower READ current.

As shown in figure 5.8, to implement the READ operation mode (R),



5.4. BIPOLAR MODE DESCRIPTION 85

the two interfaces are biased asymmetrically and operated in different ways.
The top interface works in a way similar to the WRITE “1” mode except
that the bulk-drain reverse bias is not large enough to produce excess charge
(READ disturb). On the other hand electrons are injected from the source
to the bulk and collected from the drain field. The bottom interface works
as in HOLD mode (i.e. an accumulation condition), since similar potentials
are applied at the source and gate electrodes.

If the cell is in the state “1”, the accumulation charge at the top interface
is lost during READ operation, because of the reduced source-bulk barrier.
The accumulation charge at the bottom interface, however, is maintained
because the bottom interface is in HOLD mode. The excess charge at the
bottom interface increases the potential locally and if the two gates are
close to the other, the potential at the top interface is raised as well (gate
coupling). The higher potential at the top interface reduces the source bulk
energy barrier and more electrons are injected, which in turn increases the
drain current.

Figure 5.9: Drain current after WRITE 0 (I0) and WRITE 1 (I1) after a HOLD
time of 100ms as a function of the top gate voltage respect to the source
potential (VTG − VS). The source, drain and bottom gate voltages are
the same for the READ mode.

It is interesting to compare the READ currents after WRITE “1” (I1)
and after WRITE “0” (I0) between the type I and the type II operation
modes (Figure 5.9). For this purpose, we evaluated I1 and I0 as a function
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Operation VTG VBG VS VD

Write “1” (W1) 0V 0V 0V 2V

Write “0” (W0) 0V 0V 0.5V 0.5V

Hold (H) −2V −2V 1V 1V

Read (R) 1.5V −2V 1V 2V

Table 5.2: Voltage setup for all the operation mode of ZRAM type II SOI MOSFET
devices.

of the top gate voltage with all the other electrodes biased as in the READ
mode. At lower (higher) VTG-VS the Z-RAM cell works in type II (type I)
mode since the device is biased in the sub-threshold (inversion) regime.

It is apparent that by moving from type II towards type I operation
mode, the ratio I1/I0 is reduced with the corresponding loss of the pro-
gramming window. This result reflects the different physical mechanisms
governing the impact of the stored holes on the READ current. In the
inversion regime of the type I cells, the stored holes increase the current
due to the reduction of threshold voltage through the classical body effect.
Instead, in the sub-threshold regime of the type II cells, the stored holes in-
crease the READ current by lowering the source-bulk energy barrier. Since
the current depends exponentially on the bulk potential below threshold
(barrier lowering effect) and sub-linearly above threshold (body effect), a
higher programming window is observed for the type II operation mode.

5.5 transient analysis

All the operation that must be made to make the device a memory cell has
been descried and summarized in table 5.2, it must operate with respect to
the ITRS limit specified in table 5.1. In order to obtain good simulation
results it must be made a good transient setup, describing the time evolution
of signal input and the logical level that we must use.

In order to well approximate the cell behavior, some cell external con-
siderations must be made. As can be seen from section 5.4 the single cell
allow us to use a single device as a memory cell, perhaps we can remove
the capacitor used to store the memory bit and store information inside the
MOSFET directly. But the new voltage requirements lead to an increase
in the number of word line and bit line, this is because of a single cell re-
quire to have voltage variations on two gates instead of one, increasing the
number of word lines from 1 to 2, and the source that is no more connected
to the capacitor, but need to e connected to a new bit line. The new cell
configuration requires to include a parasitic capacitor for each line, one for
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Figure 5.10: DRAM memory cell representation with ZRAM technology. Note that
for a single cell there are two bit lines and two word lines, everyone
with its parasitic capacitance, and everyone with its voltage potential
to be applied.

every contact.

To consider the control electronics used for word and bit lines we must
correctly determine the temporal sequence of the four input signals (D, S,
TG, and BG) to device. Figure 5.11 shows the time course of Drain voltage
input in a normal cycle of use of a memory cell ZRAM. In particular it is
possible to note that in normal conditions, the Drain terminal is maintained
at a voltage of hold, then since the beginning of the write voltage is adjusted
to the desired voltage using a linear ramp of duration tWP . Once you reach
the desired voltage, the device will be able to write for a time tRC required
to accumulate charge in the bulk region of a scripture in the case of state
1, or to empty the residual charges in the case of writing a 0.

Once finished writing, the memory is reported in the state of hold fol-
lowing a further linear ramp lasting tHP . The hold condition is maintained
until it is required to read the data, or if it reaches the maximum residence
time of the data, and must therefore proceed with the refresh operation, the
worst operating conditions in the hold time must be equal to tHM . After
the hold period begins reading operation with the increase of drain voltage
for a period of tRP and maintaining the condition of writing for a tRC time
enabling the parasitic capacitance of the bit line to load the value voltage
on the logic state stored in memory. Once the memory read operation is
shown in the state of hold and the operation is repeated by writing the data.

The same operation description could be performed in the case of source
terminal, while the two gate terminals (BG) and (TG) show the same op-
erative setup with different ramp times determined respectively from the
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Figure 5.11: Time evolution of Drain voltage for a Write, Hold, Read cycle in both
cases of Write 1 and Write 0. On the time flow are presented the main
time constraints, and the rise and fall curves are approximated to an
ideal linear curve.

write, read and hold time on to the word line (tWW , tRW , and tHW ).



Chapter 6

Capacitorless simulations

Once defined the main characteristics of ZRAM type I and type II, in order
to verify device functionalities and to obtain the device scaling a good sim-
ulation setup with an opportune mesh definition and a good physical model
must be made. Once validated our model a simple operative test has been
made. Starting from this test structure has been made the scaling analysis
in order to understand the length scaling limits due to short channel effects
like Drain Induced Barrier Lowering, velocity saturation, and impact ion-
ization [63]. The simulation setup make a comparison to current value in
READ “1” and READ “0” values after a maximum hold time defined by
ITRS [59] to verify data persistence. Within a scaling limits considerations
the main leakage problems has been evaluated in order to better understand
the parameters to modulate to obtain better results. As last characteriza-
tion has been evaluated the functionality window to identify working devices
and find the minimum technological length that limit such technology.

89
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6.1 simulation setup

The first step to be made is to design a good device structure, as described
previously, device structure must be a four terminal FinFET with the two
gate oxide electrically separated, in order to recognize it, the two gates
will be called top gate, and bottom gate. The device’s mesh must be finer
enough to ensure a good analysis of local spatial charge inside bulk area, the
silicon p-type region, and finer enough near the pn junctions. The reference
mesh is shown in figure 6.1, where contacts are shown in gray; in order
to make faster simulations the Gate polysilicon regions has been removed
assuming that gate potentials are applied directly to gate oxide by applying
a potential that take into account of polysilicon built-in potential calculated
as:

ψpoly = −kT
q
ln (fracNpolyni) (6.1)

where Npoly is the polysilicon n-type doping concentration, and ψpoly is the
polysilicon built-in potential that must be add to gate potential.

The mesh inserts several points in the oxide regions to allow a calculation
of better gate leakage current, such as Fowler-Nordheim tunneling, or direct
tunneling. The simulations involve the use of the drift-diffusion for the case
of large structures (Wmin = 25nm) in the case of very small structures,
by reducing device width over the previous limit implies the semiconductor
charge confinement, this phenomena require the use of the self-consistent
Schrödinger-Poisson model to better assess the reduction of the density of
states along the vertical direction.

The first simulated structure complies with the characteristics described
in Table 6.1, the simulation was carried out in the time domain by using
the potential described in the table 5.2.

Name Value Description

tox 10nm Gate Oxide thickness

W 100nm Gate over Source/drain overlap length

L 100nm Gate length

LDD 10nm Gate over Source/drain overlap length

NS/D 1e20cm−3 Source and Drain pad n-type doping concentration

Npoly 1e20cm−3 Gate polysiliocn n-type doping conc.

NB 5e17cm−3 Body p-type doping concentration

ψpoly 0.59V Gate built-in potential

Table 6.1: Geometrical and doping concentration values for starting structure



6.1. SIMULATION SETUP 91

Figure 6.1: Mesh definition in reference ZRAM structure, where the top gate and
bottom gate are respectively on device top and bottom, source is on
the top-left, and drain is on the top-right.

To evaluate the variations of the internal device is necessary to know
the amount of charge stored in the device, which is the number of gaps in
the region of body. gaps must be integrated to calculate the concentration
of holes in both directions. In the simulations discretized the integrals are
approximated by the sum of the concentration values ??for the charge mesh
spacing horizontally and vertically.

holes =

∫ W

0

∫ L

0
p(x, y)dx, dy ∼=

i=1∑
N

j=1∑
M

n(i, j)∆Xi∆Yj (6.2)

This approximation could be made if mesh points are distributed with a
rectangular order, as for figure 6.1. The concentration of charge in the hold
phase, together with the drain current during the Read are the two most
important parameters to consider during the analysis of the device.

6.1.1 Initial simulation

In figure 6.2, we plot as a function of time the hole concentration in the
bulk (a) and the READ drain current (b) for a typical sequence of memory
operations. At time t = 0s the cell is biased in the INIT mode with all
electrode potentials equal to zero, then we pass into the HOLD state, in
this initial phase, the device is completely depleted, and the bulk charge
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Figure 6.2: Timing of the average hole concentration in the bulk (a) and of the
drain current (b) for a typical sequence of memory operations including
read and write operations for both 1 and 0 data.
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concentration is very low (1010 holes). At time t = 10−7s, a WRITE oper-
ation is performed and device behavior is different depending on the data
written.

In the write “1” case, a lot of excess charge is created (around 1019

bulk holes). Also the drain current is very high due to the large number
of excess electrons generated. At time t = 10−6s the WRITE “1” bias is
removed and the HOLD bias is applied. The hole concentration reduces
very fast, most of the generated charge is lost by source/drain leakage,
and the remaining charge is accumulated at the two gate interfaces. Note
that in Figure 6.2a, the average hole charge during the HOLD mode (t >
10−6s) remains constant independent of time because of the self-consistent
accumulation condition at the two interfaces. At time t = 5X10−6s, the
READ bias is applied. The average hole concentration reduces roughly by a
factor two because of the charge lost at the top interface through the reduced
source-bulk energy barrier. The READ drain current is much higher with
respect to the READ drain current after INIT because of the stored charge
at the bottom interface which is maintained during the READ operation.

In the write “0” case, the holes stored at the interfaces rapidly escape
through the reduced source bulk and drain-bulk energy barriers and the
average number of holes in the bulk reduces with respect to the INIT phase.
At time t = 10−6s the HOLD bias is applied. As already stated, the number
of holes increases in the depleted bulk due to thermal generation and BTBT.
Finally, at time t = 5X10−6s, the READ bias is applied. The number
of holes increases (READ disturb) because the bottom interface is in the
HOLD mode and BTBT occurs. In order to reduce READ disturbs after a
WRITE “0”

i) the READ pulse should be as short as possible,

ii) the source-bottom gate bias should not be too high to enhance BTBT
rates.

The READ current in the state “0” is very similar to the READ current after
INIT, but it is much lower with respect to the READ current after WRITE
“1”. This difference in current magnitude allows a high READ sensitivity
and the reading mode that switches from voltage to current suppress the
problem related to the parasitic capacitance word line limiting the device
number on the same line.

In order to understand device reading operation a 1-D cutline has been
made, the better cutline pass through one gate to another and is placed at
gate center in order to visualize the maximum effect of gate charge inside
body region. Figure 6.3 show the 1-D cutline previously described showing
current density versus Y position, The cutline starts its zero coordinate on
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Figure 6.3: Current density cutline from top gate to bottom gate, taken at gate’s
middle for both conditions of 1 data and 0 data after a hold time of
100ms and for two different structures; withouth symbol for L=100nm
and with symbol for L=40nm.

top gate-semiconductor interface and ends on the bottom interface. The
current density is related to parasitic BJT, is higher at device’s center and
equal to zero at bottom gate interface due to gate potential that cause
the charge retention. For a structure with L = 100nm, the read after a
write “1” show a higher density current than the same read after a write
“0”. This current variation is generated by the increasing potential at fin’s
center caused by a higher hole concentration, as showed in figure 6.4. The
behavior noted above is no longer visible if you change the length of the
device bringing it to L = 40nm. In this case, the short channel effects tend
to cancel out the difference between the two cases “1” and “0” and make
the device ineffective.

The results in terms of the difference current and concentration of gaps
between the two states depends strongly on the hold time between the write
and read later. As shown in figure fig:Ztiming the electrical characteristics
are measured after the hold operation after 50ms from the read operation
beginning, the time elapsed since the reading operation start is the hold
time, so we can analyze electrical characteristics as a function of hold time.
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Figure 6.4: Potential cutline from top gate to bottom gate, taken at gate’s middle
for both conditions of 1 data and 0 data after a hold time of 100ms
and for two different structures; without symbol for L=100nm and with
symbol for L=40nm. Inset figure as hole concentration.

6.1.2 first result

In figure 6.6 the READ currents and the average hole concentration in the
bulk after WRITE “0” and WRITE “1” are shown as a function of the
HOLD time. The reduction of current (hole concentration) after WRITE
“1” is due to the source/drain leakage of the residual charge stored in the
bulk while the leakage associated to state “0” is due to hole injection into
the bulk caused by BTBT and thermal generation. As already discussed
in the previous chapter, the retention of the cell is limited by the leakage
associated to the state “0”. This leakage is due to two different processes
occurring during the HOLD mode: the BTBT at the source/drain and
source/bulk junctions and the thermal generation processes in the bulk. In
figure 6.7 device simulations have been performed switching ON and OFF
the model for BTBT and the average hole concentration in the bulk is
shown as function of the retention time for two different oxide thicknesses.
A stronger leakage associated to the state “0” is observed when BTBT
is ON, while the thermal generation is responsible of the leakage in the
case of BTBT OFF. As shown in the figure 6.7 and as we will explain
in the section 5.4.2, the impact of BTBT on the leakage in the state “0”
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Figure 6.5: Timing sequence of the simulation setup for write “1” and write “0”
conditions with particular emphasis on hold time used in sequent anal-
ysis.

increases by scaling the transversal geometries (W and/or tox). In fact in
figure 6.7 it can be observed that the impact of BTBT is higher in the case
tox = 7nm with respect to the case tox = 10nm. BTBT is associated to
the field created by the energy barriers in HOLD mode. A more negative
top/bottom gate to source/drain bias during HOLD mode increases the
BTBT, the leakage of state “0” and the READ current after WRITE “0”.
On the other hand, a more negative top/bottom gate to source/drain bias
during HOLD mode increases the accumulation charge after WRITE “1”
and the READ current after WRITE “1” so that a compromise should be
chosen for electrode potentials in HOLD mode in order to maximize READ
sensitivity and retention time.

6.2 Scaling study of ZRAMcell

With the basic operation of the type II Z RAM cell established, it is im-
portant to explore the scaling potential of such a cell as a function of lon-
gitudinal (L) and transverse (W, tox) geometrical parameters. The key
performance metrics of this study are the average hole concentration in the
bulk and the READ currents corresponding to the two different states.
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Figure 6.6: READ currents (filled symbols) and average hole concentration in the
bulk (empty symbols) after a WRITE “1” and after a WRITE “0” as
a function of the retention time for L = W = 100nm and tox = 10nm.
The retention of state “1” is limited by the slow source/drain to bulk
leakage of the trapped charge, while the retention of state “0” is limited
by BTBT and thermal generation.

6.2.1 Longitudinal scaling

In figure 6.8, we plot as a function of L the average hole concentration
and the READ currents corresponding to the two different states after a
retention time of 100ms. As L is reduced, the hole concentration decreases
for both the states due to the increase in bulk potential induced by enhanced
short channel effects (SCEs). Moreover, since the effect of the bulk potential
on the hole concentration is stronger in the state “1” due to the higher
hole concentration, the difference in the hole concentration between the two
states decreases with L. It is worth noting that at sufficiently small L, this
hole concentration differential disappears since the steady-state condition
at the interfaces does not correspond to the accumulation regime and the
Z-RAM cell is unable to retain the charge at the interfaces. The READ
currents for both states increase as the device length is reduced. This is due
to the higher injection of electrons through the reduced source-bulk barrier
at shorter device lengths. The ratio I1/I0, however, decreases rapidly due
to the reduction of the difference in the hole concentration between the
two states and due to the reduction in gate coupling, i.e. the influence of
the charge at the bottom interface on the potential at the top interface.
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Figure 6.7: Evolution of the hole concentration in the state “0” for two different
oxide thicknesses (7nm and 10nm) and by switching ON and OFF the
BTBT model. A stronger leakage associated to the state “0” is observed
when BTBT is ON, while the thermal generation is responsible of the
leakage in the case of BTBT OFF. Moreover, the impact of BTBT
on the leakage in the state “0” increases by scaling the transversal
geometries (tox and tBOX in this case).

Indeed the solution of the 2D Poisson equation suggests that the increased
curvature of longitudinal energy bands associated with the higher SCE,
produces a lower curvature of energy bands along the transverse direction,
so that a charge at the bottom interface is less effective in changing the
potential at the top interface (low gate coupling). For sufficiently small
L, the differential of the hole concentrations vanishes and the two READ
currents coincide. As we will discuss in the next subsections, this limiting
value for L strongly depends on the transversal geometrical parameters, W
and tox.

6.2.2 Transversal scaling

In figure 6.9 and 6.10, we plot the average hole concentration and the READ
currents corresponding to the two different states after a retention time of
100ms as a function of W and tox, respectively. Reducing W (tox) is equiva-
lent to increasing L, because it reduces SCE with corresponding increase in
the hole concentration for both states. Both currents reduce because of the
lower electron injection from the source into the bulk caused by the higher
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Figure 6.8: Drain current (filled symbols) and average hole concentration in the
bulk (empty symbols) after a HOLD time of 100ms as a function of L
after a WRITE “1” and after a WRITE “0”. As L is reduced, short
channel effects become increasingly pronounced and the source-bulk
barrier is reduced. The higher injection of electrons from the source
increases both currents. The higher bulk potential associated with a
lower L and enhanced SCEs reduces the average hole concentration.

source-bulk energy barrier. Moreover, in the case of W scaling, the current
in state “1” reduces as well because the two gates are closely coupled and
the charge stored at the bottom interface is lost during the READ mode
due to the low source-bulk energy barrier at the top interface. As W (tox)
is reduced, the gate coupling increases and the ratio I1/I0 increases as well.
When W (tox) is sufficiently low, the steady state hole concentration in the
bulk after WRITE “0” is so high that it is indistinguishable from the ac-
cumulation charge stored after WRITE “1” and as a result, the ratio I1/I0
starts to decrease. This high hole concentration is ascribed to the BTBT
contribution. In fact, as W (tox) is reduced, the longitudinal field at the
source/drain to bulk junctions increases thus enhancing the BTBT. Figure
6.7 shows the impact of BTBT on tox scaling (a similar effect has been ob-
served on W). Device simulations were performed switching ON and OFF
the BTBT model for tox = 10nm and for tox = 7nm and the average hole
concentration in the bulk is plotted as function of the retention time. It is
evident that the hole concentration increase due to the BTBT is stronger
at lower tox.
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Figure 6.9: Drain current (filled symbols) and average hole concentration in the
bulk (empty symbols) after a HOLD time of 100ms as a function of W
after a WRITE “1” and after a WRITE “0”. As W is reduced, SCEs
are reduced and the source-bulk barrier increases. The lower injection
of electrons from the source reduces both currents. The lower bulk
potential associated with a lower W and reduced SCEs increases the
average hole concentration.

6.2.3 scaling considerations

We now summarize the scaling properties associated to the DG Z RAM cell
working in bipolar operation mode. Let us assume that a higher I1/I0 ratio
can be used as a metric of higher READ sensitivity (noise margin), larger
programming window, and higher retention time. Transverse scaling of
device width and oxide thickness work in a similar manner in reducing SCEs:
they both reduce the READ currents, but improve their ratio. Nevertheless,
transverse scaling is limited by BTBT due to the high hole concentration
in the state “0” which can become indistinguishable from the accumulation
charge of state “1”. As opposed to transversal scaling, the reduction of
L increases the READ currents (I0 and I1), at the expense of a reduced
I1/I0. To overcome this problem, W and/or tox must be scaled as well.
The choice of the right geometry (L, W, tox) involves a tradeoff between
current amplitudes and READ sensitivity (of the current sense amplifier).
Figure 6.11 shows a summary of the scaling of the DG Z RAM cell in bipolar
operation mode. Once L and tox are fixed, a minimum (empty symbols) and
a maximum (filled symbols) W value are required to have:
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Figure 6.10: Drain current (filled symbols) and average hole concentration in the
bulk (empty symbols) after a HOLD time of 100ms as a function of tox
after a WRITE “1” and after a WRITE “0”. As tox is reduced, SCEs
are reduced and the source-bulk barrier increases. The lower injection
of electrons from the source reduces both currents. The lower bulk
potential associated with a lower tox and reduced SCEs increases the
average hole concentration.

i) A retention time higher than 100 ms;

ii) A ratio I1/I0 > 10 at t = 0s (just after WRITE “1”).

The retention time is defined as the time necessary for I0 (I1) to reach the
average value IM defined as

IM = (I0 + I1)/2 at t = 0s (6.3)

The presence of a minimum and a maximum for W are clearly evident
from the discussion in the subsection 5.4.2 and from figure 6.9. Indeed
as discussed in [55] regarding type I operation mode, the minimum W is
expected to be imposed by the quantum limit to a few nanometers [64]. It is
apparent that, as tox is scaled down, the minimum allowed L is reduced. We
found that for tox = 8nm, a device length of ≈ 15nm may be acceptable.
It is worth noting that the scaling limit of 15nm is lower respect to the
25nm found for type I operation mode [55]. As in the case of type I mode,
the source/drain to bulk barrier lowering due to SCEs and the BTBT are
the principal factors which limit the device scaling. Nevertheless, the higher
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READ sensitivity, programming window and retention time of type II mode
allows better scalability with respect to type I mode.

Figure 6.11: For each tox and L a minimum device width (Wmin) and a maximum
device width (Wmax) are required to have a retention time of 100ms.
The minimum is due to the high hole concentration in the bulk after
WRITE “0”, associated with BTBT, and to the leakage of the bot-
tom gate charge through the reduced source-bulk energy barrier at
the top interface during the READ mode. The maximum is due to
the enhanced SCEs for high W. As tox is scaled down the minimum
allowed L decreases while Wmin is not strongly affected. Let us not
that Wmin is indeed imposed by quantum limit to a few nanometers
setting the minimum gate length to ≈ 15nm.



Appendix A

FinFET simulations

Another simulation result obtained by simulation is the investigation of
geometry dependence of the series resistance and the carrier mobility in
FinFET devices by 3D simulations. The fin width dependence of the se-
ries resistance is investigated and extracted by a numerical method. The
resistivity has been measured for different fin width, large and small.

(a) (b)

Figure A.1: (a) FinFET triple gate device under simulation. (b) Two-dimensional
FinFET device cross section perpendicular to fin structure.

The characteristics of the FinFET structure have been described in chap-
ter 5.3, the proposed structure consists of a device with triple gate FinFET,
where the gate is placed on the lateral surfaces of the Fin and the upper
side, the top edges are rounded, and the gate maintains a constant thickness
along the edge of the fin [65]. The FinFET structure’s description under
simulation is described in Figure A.1.
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The 3D simulations made are using the drift-diffusion model with lattice
heating temperature model, the quasistationary solution of the problem has
been made. Under these conditions a id − vg measurements in order to
calculate threshold voltage has been made. with resulting threshold voltage
as VT = 0.347V . Once determined threshold voltage a simulation with
contacts potential value taken as VB = 0V , VD = 1V , VS = 0V , VG = VT +
1V has been made in order to evaluate the Source/Drain series resistance
in ON conditions.

Figure A.2: VGS−ID curve for FinFET triple fate structure showing a VT = 0.347V

From the figure A.3 can be seen as the current density in the drain region
is not constant in the device, but in the vicinity of the bulk-drain junction
is thickened on the two oxide-semiconductor interfaces then open up and
cover the entire fin. To calculate the resistivity of the device should be
separated into two parts, one that takes into account the effect of widening
the current, and the second consists simply of a block of semiconductor with
resistivity constant [66].

The current is not constant within the source and drain regions, as can
be seen from Figure A.3, at the Drain–Body junction, the current is con-
centrated at the two oxide–semiconductor interfaces occupying a constant
section of the device, this effect will influence the resistivity of the mate-
rial, which is calculated from this region thickness. away from the junction,
the current tends to occupy a layer of silicon directly proportional to dis-
tance from the junction and along an angle phi. When the current occupies
the half fin horizontal space, the device current can be considered constant
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Figure A.3: total current density along a horizontal cutline from the two lateral
fin’s sidewalls. Section taken at Drain–Body junction, at 5nm from
the same interface inside Drain region and at 25nm from the interface
inside Drain region.

and the material show the classical resistivity [67]. The same analysis has
been made on top interface, considering the same behaviour as the lateral
sidewalls. Then the resistivity calculation must be made on a single gate-
oxide two-dimensional interface and the results multiplied for the three gates
width.

Using the method described above for calculating the resistivity has been
possible to calculate the dependence of the resistivity as a function of range
gate voltage and the device width [68, 69]. Analysis shows that increasing
the gate voltage will decrease the angle phi, as results, the spatial region
with current variations along fin axis will increase causing an increase in
series resistance. This behavior can explain the strong dependence of series
resistance from gate voltage.
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Figure A.4: total current density along a parallel plane to wafer at fin’s center.



Appendix B

List of Symbols

Symbol Description Value Unit

Dn Electron diffusivity 36 cm2/s
Dp Hole diffusivity 12 cm2/s
E Energy eV
EC Bottom of conduction band eV
EF Fermi Energy level eV
EV Top of conduction band eV
ξ Electric field V/cm
G Generation factor cm−3

h Planck constant 6.62X10−34 Js
~ Normalized Planck constant 61.05X10−34 Js
I Current A
J Current density A/cm2

Jn Electron current density A/cm2

Jp Hole current density A/cm2

k Boltzmann constant 1.38X10−23 J/K
mn Electron effective mass 4.73X10−31 kg
mp Hole effective mass 1.46X10−31 kg
n Free electron density cm−3

ni Intrinsic carrier density 1.01X1010 cm−3

N Doping concentration cm−3

NA Acceptor doping concentration cm−3

NC Effective DOS in conduction band cm−3

ND Donor doping concentration cm−3

NV Effective DOS in valence band cm−3

q Magnitude of electronic charge 1.6X10−19 C

Continued on next page
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Symbol Description Value Unit

R Recombination factor cm−3

TL Lattice temperature ◦K
V Voltage V
VBD Breakdown voltage V
Vth Thermal voltage 26 mV
W Thickness µm
ε0 Permittivity in vacuum 8.85X10−14 F/cm
εs Silicon permittivity 10.29X10−13 F/cm
µ0 Mobility in vacuum 1.256X10−8 H/cm
µn Electron mobility 1500 cm2/V s
µp Hole mobility 450 cm2/V s
ρ Local space charge density V/cm3

φn Quasi Fermi level for electrons V
φp Quasi Fermi level for holes V



Conclusions

This thesis has dealt with two different problems solved with electronic de-
vice simulations (TCAD). The first relates to the Trench power MOSFET
device characterization, with particular attention to device breakdown volt-
age as a function of the device parameters. The second one is about the
simulation of Zero capacitor DRAM devices.

The trench structure analysis requires the use of a device simulator that
implements the drift-diffusion model with impact ionization model. For a
better analysis results, the Trench structure is compared with the equivalent
pn structure which shows similar trends in breakdown voltage, but slightly
higher, due to the of the trench structure’s absence that introduces an ad-
ditional electric field component anticipating the breakdown. For reference
structure, the breakdown voltage depends only on drift region doping and
length. Turning to Trench structure it can be noted that each Trench’s
shape parameter affects the breakdown voltage, in particular:

• The distance between two structures in the trench does not affect the
calculation of the breakdown voltage.

• The Trench curvature radius and the oxide thickness are directly pro-
portional to the breakdown voltage.

• The Trench width does not affect the breakdown voltage.

• The trench length is the most important trench’s parameter in order
to evaluate a good model.

A one-dimensional analytical model for pn structure has been presented
using a maximum electrical field value prediction as border condition for
Poisson equation. The same model has been used for trench MOS devices
using a correction factor for maximum electrical field calculation based on
trench penetration into drain region and on drain region length. The ana-
lytical model shows good results in comparison with simulation results for
wide range simulations.
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For the Zero capacitor DRAM simulations, so called ZRAM devices, we
have presented a simulation study aimed at understanding the operation
mode, the potential performance in terms of READ sensitivity, program-
ming windows and retention time, and the scalability of a double gate type
II Z RAM cell with respect to the type I cells. We find that the operations
of a type II ZRAM cell can be implemented by changing simultaneously all
electrode potentials and does not necessarily require an appropriate time
sequence of bias voltages. Moreover, in the proposed operation mode, the
excess charge is stored at the gate interfaces and not in the bulk body.
This excess charge is a self consistent charge, created during the WRITE
“1” phase by impaction ionization and BTBT at the drain side and defined
by the accumulation condition imposed by the gate bias during the HOLD
phase. The independence of the stored charge on the particular WRITE
“1” bias configuration allows an excellent determination and tuning of de-
vice performances by experiments and device simulations. Stored data is
read by an asymmetrical bias configuration of the gate interfaces where the
bottom gate interface works in a manner similar to the HOLD mode while
the top gate interface works in a manner similar to the WRITE “1” mode
but with a lower drain bias in order to avoid drain disturbs. The charge
eventually stored at the bottom interface increases the bulk potential at the
top interfaces which in order reduces the source-bulk energy barrier allow-
ing a high READ current. Because of the exponential dependence of the
READ current respect to the bulk potential a higher I1/I0 ratio is found
respect to type I operation mode allowing higher READ sensitivity, pro-
gramming windows and retention times. Data retention is limited by the
leakage associated to the state “0” due to BTBT at the source/drain to bulk
junctions. Except for device geometries with degraded SCEs (L¡¡W and/or
tox) the time retention associated to the state “1” is infinity because the
stored charge is the self consistent accumulation charge dictated by gate
potentials. Extensive scaling analysis is done involving longitudinal and
transversal geometrical parameters. Longitudinal scaling (L) is limited by
SCEs which increase the bulk potential and reduce hole density hence the
retention and the READ sensitivity of state “1”. To compensate this effect
transversal scaling (W, tox) must be used. Moreover, longitudinal scaling
increases the absolute value of READ currents. Transversal scaling reduces
SCEs improving the performances of state “1”, but the associated increase
of BTBT reduces performances of state “0”. Moreover transversal scaling
reduces the absolute value of READ currents. The choice of longitudinal
and transverse dimensions is a trade-off between speed, READ sensitivity,
retention and programming windows. It is found that scaling limit of device
length is around 15 nm which is lower respect to the 25nm found for type I
operation mode.
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