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Chapter 1
Introduction.

The thesis deals with electronic processes induced at solid surfaces by localized, non

adiabatical sources, such as slowly moving monoatomic particles or suddenly switched

on localized states. In particular, ions beams of low impact kinetic energy (of the order

or less than 1 keV) are considered. The main motivation of our study is that slow ions

reflecting from (or within) a solid target provide a unique source for electronic excita-

tions confined just to the surface region, making the related spectroscopies very surface

sensitive tools to study solids. Besides, particles sputtered from surface carry with them

precious information about the bulk structure of target. Several questions of both fun-

damental and practical interest are involved, concerning the ionization/neutralization of

projectiles, the mechanisms of electron and photon emission, and the characteristics of

sputtered particles from the solid.

Two main features are typical of ion-surface processes: (i) the change of charge in the

projectile and (ii) the emission of particles by surface, i.e., electrons, atoms or photons.

Our interest will be concerned with two cumbersome phenomena that have attracted

much theoretical and experimental interest during the last thirty years. One is ion

induced electron emission from metal surfaces and the other is secondary ion formation

during sputtering of metals.
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1.1 Electron emission.

Inelastic ion-surface collisions leading to electron emission are often accompanied by

other processes like backscattering, sputtering and desorption. A widely used case-

study is electron emission from alkali metal targets, following neutralization of slow

projectiles of noble gases. This phenomenon generally involves three main steps, namely,

excitation, transport, and escape of an electron through the surface of the sample. The

first step is classified according to the kind of energy that the projectile provides to the

excited electron. Indeed, a heavy projectile can excite the particle above the vacuum

level either by kinetic or potential energy transfer. Therefore, two ejection mechanisms

are established: one is known as “Kinetic Electron Emission” (KEE) and the other is

called“Potential Electron Emission” (PEE). From the analysis of the spectrum of ejected

electron, one can obtain essential information either on density of states of the target or

on the effect of the projectile motion.

1.1.1 Kinetic electron emission.

KEE [1] was originally thought as a mechanism for electron excitation caused by direct

binary collision with the incident ion, that penetrates the surface of the sample; target

electrons close to the Fermi-level can be thought as free electrons, which are, then,

ejected if the center of mass kinetic energy of the projectile is larger than the surface

work function [2]. Excited electrons can, in turn, generate secondary excited electrons

in a cascade multiplication. However, if the projectile is a low energy ion, most of the

primary excited electrons do not have enough energy to excite other electrons above the

vacuum level. In practice, only those electrons directly excited by ion contribute to the

electron energy spectrum.

Another emission channel, subject to a threshold impact energy, was addressed to elec-

tron promotion in close atomic collisions [3]. The process occurs when the inner shells

of the incoming ion, forming a transient molecule with a target atom, are promoted in

energy. Then, some electrons of the projectile can occupy the outer shells, which are

totally or partly empty and the promoted electrons can be directly excited above the
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vacuum level. The vacancies left in the inner shells are most probably filled via an Auger

transition, i.e., an electron of the outer shells can hop to an inner vacancy and the en-

ergy released can be sufficiently high to eject another electron, whose emission energy is

related to energy difference between the active shells.

A third mechanism, called“surface-assisted Kinetic Electron Emission”(sKEE) has been

recently proposed in experiments of slow ions impact on metal surfaces at normal or

near normal incidence [4]. In this mechanism, for which no threshold impact energy is

required, nonadiabatic excitations are allowed by a kind of localization or confinement

of valence electrons by the surface potential.

1.1.2 Potential electron emission.

PEE [5, 6, 7] basically involves Auger-type processes, where the incoming ion, of suffi-

ciently high ionization energy, is neutralized before hitting the surface of the target [8].

Accordingly, the energy released in the process is converted into electron excitation,

which occurs when the ion is in the neighborhood of the surface. This explains why an

Auger transition is practically unaffected by the scattering at the surface of the target.

Besides, electron emission can occur only if the energy of the excited electron is greater

than a threshold energy that depends either on the work function (φ) of the surface or

on the ionization energy (I) of the impinging particle. Indeed, the ion-surface interac-

tion modifies the energies of the projectile levels. Thus, If I ′ is the corrected ionization

energy for an ion at atomic distances from the sample, PEE requires I ′>2φ.

Auger transition are two-electron processes occurring in several forms, according to the

origin of the electrons: in Auto-Ionization (AI), both participating electrons belong to

the projectile; on the other hand, if one of the two electrons initially occupies a projectile

level, and the other one lies in a valence state the target, the resulting process is called

Auger de-excitation (AD); finally, in Auger neutralization (AN), the two active electrons

originate from the valence band of the target.
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PEE can be also induced by a resonant, one-electron tunneling from an occupied level

of the valence band and an excited level of the incoming ion; in this case the projectile

de-excites via AD [9].

1.1.3 Many body excitations.

Simple metals, as Aluminum or Magnesium, can also convert a part or the whole of the

potential energy, released by projectile neutralization, into many body excitations. One

of these is the excitation of a surface plasmon whose decay mostly occurs by energy

transfer to a single valence electron (plasmon-assisted neutralization). The process re-

quires the neutralization energy to exceed the plasmon energy, thus, slow He+ and Ne+

projectiles can excite the surface plasmon of Al and Mg, while Ar+ ions cannot [10, 11].

Another form of collective response of the metal target is the singular behavior of elec-

trons at the Fermi level, due to the abrupt change of charge of the projectile, which

causes permanent deformations in the conduction band. So called shake-up electrons

originate both from the electronic structure of the conduction band and the Pauli prin-

ciple. Their signature, observed in experiments of Ar+ impact on Al surfaces, is the

exponential tailing of the kinetic energy distributions of ejected electrons [12].

1.2 Resonant charge transfer during sputtering.

When an atomic beam impinges upon a metal surface, the resonant coupling between

some localized levels of the projectile and the continuous spectrum of conduction states,

leads to the possibility of electron transfer between sputtered atom and the surface.

The basic approach to the problem was given by the time dependent Anderson-Newns

(TDAN) Hamiltonian [13], in which a single atomic state interacts with an (infinitely)

broad band of states through one-body hopping potentials.

In the last decades, some theoretical and experimental studies have suggested the ex-

istence of other ionization mechanisms not included in the basic TDAN Hamiltonian.

The main ionization channel, predominating at higher emission energies (& 100 eV) is
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well described by resonant tunneling of the electron between the outgoing atoms and the

metal surfaces [14]. The other, observed at lower emission energies (. 40 eV), is sugges-

tive of some form of surface excitation [16]. It was explained with a model accounting

for the quasi-molecules transiently formed between the secondary emitted atoms and

their nearest-neighbor substrate particles, put in motion by the collision cascade gen-

erated by the primary ion beam [17]. More recent studies have demonstrated that the

resonant charge transfer is significantly affected by the crystal symmetry of the surface.

In particular, the existence of a projected band gap along the surface normal of the

crystal, partially prevents the penetration of electrons normal to the surface, which is

the favored direction in atom-surface charge transfer processes [18, 19].

1.3 Structure of the thesis.

The thesis is structured in three main parts. In the first one, we describe the basic

models for electron emission and charge transfer during ion-surface interaction.

In the second part, we present a formalism which allows to derive a generalized Hamilto-

nian, that includes Auger neutralization and resonant charge transfer processes, as well

as many-body electron excitations.

In the third part, we apply the formalism to calculate: (1) the kinetic energy distribution

of emitted electrons excited by Auger neutralization of Ar+ ions on Al(111) surface;

(2) the negative ionization probability for the negative ions of Silver and Gold ejected

from their elemental surfaces.

Finally, in the last chapter, we discuss future developments and applications of the

approach to different projectile/target combinations, with particular attention to nanos-

tructured targets.
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Chapter 2
Basic theory of Auger and resonant charge

transfer processes.

When a positively charged, monoatomic ion beam slowly approaches a metal surface,

non radiative charge-transfer processes occur that neutralize the incident particles to

their ground state. An initial classification of these processes can be given according to

whether the transferred electrons lose energy or not.
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Figure 2.1: Resonant neutralization of a slow ion at a metal surface
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If they do not, that is, in the case of a single charge exchange transition, if the initial

and final states of the electron are degenerate in energy, the process is known as res-

onant neutralization (RN). Then, for an electron to be resonantly captured by the

projectile, there must be an unoccupied atomic level degenerate with an occupied metal

state (Fig. 2.1). A similar mechanism occurs when an atom of the sample is ejected by

the collision cascade generated by the incident beam. The outgoing, secondary particle

can be, accordingly, ionized positively or negatively.

If the impinging ion has only one active level with a large ionization potential, compared

to the surface work function, resonant transitions are forbidden. In this case, nonradia-

tive, Auger-type processes occur that simultaneously neutralize the ion and excite a

second electron, which may be emitted into vacuum. As we shall see, the kinetic-energy

distribution of these ejected electrons contains spectroscopic information concerning the

electronic structure in the surface region of the solid.

It should be noticed that both resonant and non resonant transitions are fast relative to

the time (about 10−11 s) during which the atom is in contact with the electrons of the

solid before it has collided with the surface.
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Figure 2.2: Auger neutralization of a slow ion at a metal surface
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Auger electron emission can be further classified on the basis of the mechanisms that

convert the potential energy released during ion neutralization into electron excitation.

In Auger neutralization (AN), shown in Fig. 2.2, two electrons, in the filled valence

band of the metal, interact when the incoming ions is just outside the metal surface,

exchanging energy and momentum. One electron, the neutralizing electron, tunnels

through the potential barrier into the potential well, presented by the ion, and drops to

the vacant atomic ground level (transition I, in Fig. 2.2). The energy released in this

transition is taken up by the second interacting electron which now may have sufficient

energy to escape from the metal (transition II, in Fig. 2.2). Both transitions I and II can

take place anywhere within the filled valence band so that the ejected electrons have a

range of energies rather than one specific energy.
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Figure 2.3: Direct and indirect de-excitation following resonant neutralization of a slow ion
at a metal surface

Indirect Auger de-excitation (AD) occurs when the projectile approaches the sur-

face into an excited state. Then, a valence electron from the surface tunnels to the

unoccupied ionic ground state (transition I in Fig. 2.3(A)) and the excited electron of

the projectile is ejected (transition II in Fig. 2.3(A)). Direct Auger de-excitation fol-

lows resonant neutralization of the projectile (transition I in Fig. 2.3(B)) into an excited

state (RN+AD): the ion decays from his excited state emitting an electron (transitions

II and III in Fig. 2.3(B)).
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Auger neutralization and de-excitation processes are in competition: the occurrence of

one mechanism in preference to another depends either on the surface work function

or on the energies of the projectile levels near surface. For example, in experiments

of 100 − 1000 eV-Ar+ ions bombarding Al samples PEE is almost entirely due to AN

processes [12, 19]. In fact although, far from the surface the energies of lowest excited

states of Ar are nearly degenerate with the Fermi energy of Al, the interaction with the

surface yields a positive shift of about 1 − 2 eV, making negligible the probability for

RN+AD processes.

The first part of this chapter is devoted to the theory that explains electron emission

from a solid surface, following Auger neutralization (AN) of an incident ion: there, will

be described a model due to H. D. Hagstrum [8] which allows to identify the broadening

of the kinetic energy distributions of ejected electrons. The second part concerns the

problem of secondary ion formation during sputtering. In particular, we discuss the

problem of resonant charge transfer between the ejected atom and the surface. Follow-

ing the seminal works of Sroubek [15, 16], we introduce the general Anderson-Newns

Hamiltonian as starting point. Then, we obtain an expression for the rate of positive

ionization as a function of the ion velocity.

2.1 Hagstrum Theory of Auger Neutralization.

Before Hagstrum, it was only known that electrons can be ejected from metal surfaces

by slow ions. It was Olifant [20], in the late 20’s, who first observed that when posi-

tive ions of He were incident on a Mo target, the ions were neutralized and electrons

given off. Subsequently, Olifant and Moon [21] used a resonant tunneling mechanism

to explain the effect. During 1930s-1950s, Massey [22], Shekhter [23] and, then, Cobas

and Lamb, suggested a two-stage process, i.e., resonant neutralization followed by Auger

de-excitation.

In his pioneering papers [25], Hagstrum took into account the following aspects never

treated in earlier theories:
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◦ initial-state lifetime and nonadiabatic excitation of electrons from the filled band

into states above the Fermi level from which they can participate to the Auger

process;

◦ dependence of the matrix elements of the electron-electron interaction on the angle

formed by the excited electron’s velocity with the surface normal;

◦ probability that an excited electron can escape from the surface;

◦ variation of the energy level(s) of the impinging ion and of the surface parameters

as the projectile approaches the surface;

◦ final-state lifetime of the target/projectile system;

El. εf ( eV) φ ( eV) El. εf ( eV) φ ( eV)

Cu 7.23 4.4 Ag 5.49 4.3

Na 3.24 2.35 Au 5.53 4.3

Cs 1.59 1.81 Fe 11.1 4.31

W 5.00 5.2 K 2.12 2.22

Al 11.7 4.08 Pb 9.47 4.25

Table 2.1: Theoretical Fermi energies (εf), calculated from a free electron gas model, and
experimental work functions (φ), measured by x-ray photoemission spectroscopy,
for some common metals.

Hagstrum also discussed the role of resonant charge transfer processes, in order to de-

termine the relative strength of the AN and RN+AD mechanisms. Finally, He was

concerned with the competition of another mechanism for electron emission, due kinetic

energy transfer from the impinging ion to the ejected electron. Hagstrum demonstrated

that Auger processes, induced by slow, noble gas ions, occur with higher probability on

the inward trip of the particle toward the surface, at a distance where processes involving

kinetic energy can be neglected. Indeed later studies [12, 19, 11] showed that electrons

ejected via kinetic energy transfer from the incident beam have a sharp spectrum, peaked

at kinetic energies below ∼ 1 eV.
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The Hagstrum’s model is based on the determination of the distribution of emitted

electrons N vs their kinetic energy Ek, following the neutralization of the impinging ion.

A smooth and structureless metal surface is considered, with the properties attributed

to an atomically clean polycrystalline surface, i.e., Fermi Energy εf, measured from the

bottom of the conduction band, work function φ and conduction band width ε0 = εf+φ.

The values used for εf and φ, reported in table 2.1 for most common metals, are either

calculated or derived from experiments [26, 27]

2.1.1 AN Transition rate.

We consider an AN process, as schematized in Figs. 2.2 and 2.4, where εk′ and εk′′ are the

initial energies, relative to the vacuum level, of the emitted and neutralizing electrons

that occupy the valence states |k′〉 and |k′′〉, respectively.
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Figure 2.4: Energies involved in the Hagstrum’s model for AN

The incoming ion, at distance Z, has an empty state |a (Z)〉 with energy εa (Z), measured

from the vacuum level, and ionization energy Ia (Z) = −εa (Z). Neutralization occurs

by tunneling of a valence electron, which releases an energy equal to εk′′ + Ia (Z). By

conversion into Ek − εk′, the energy is provided to another valence electron that can

escape the metal and be detected in the state |k〉, with kinetic energy Ek. Energy
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conservation implies that the initial energy of the system equals its final energy, i.e.,

εk′′ + εk′ = Ek − Ia (Z) , (2.1)

which means that the kinetic energy of the emitted electron in the vacuum is

Ek = εk′ + εk′′ + Ia (Z) . (2.2)

The maximum kinetic energy available to an excited electron requires that both partic-

ipating electrons, in their initial states, lie at the Fermi level:

Emax = −2φ+ Ia (Z) . (2.3)

Thus, for an electron to be excited above the vacuum level Emax needs to be positive,

i.e., Ia (Z) > 2φ.

It follows that the many body Hamiltonian, Han, for ion-induced Auger electron emis-

sion depends parametrically on the ion-surface distance and involves a set of Fermion

operators related to: the ion state (ca(Z), c†a(Z)), the valence states (ck′, ck′′, c†k′, c
†
k′′)

and the continuous states above the vacuum level (Ck, C
†
k). The two-electron, Auger

potential is specified by the matrix elements V kk′

ak′′ (Z) that, in the simplest case, may be

represented by a screened Coulomb potential,

V kk′

ak′′ (Z) = 〈a (Z)| 〈k| exp (−µ |r̂1 − r̂2|)
|r̂1 − r̂2|

|k′〉 |k′′〉 , (2.4)

of inverse screening length µ and in atomic units (that will be used henceforward).

Neglecting the superposition of atomic and metal states, we can write

Han = H0 + Vau (2.5a)

H0 = εa(Z) c†a(Z)ca(Z) +
∑

k′

εk′ c†k′ck′ +
∑

k

Ek c
†
kck (2.5b)

Vau =
∑

k,k′,k′′

V kk′

ak′′ (Z) c†kc
†
a(Z)ck′ck′′. (2.5c)
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The total transition rate for AN of an ion, when its distance (Z) from the surface is

frozen, can be calculated from the (time independent) Fermi’s golden rule as:

1

τ
(Z) ∝

∑

f

|Vfi (Z)|2 δ (Ef (Z) −Ei) . (2.6)

The latter involves an initial state |i〉, with the target in its ground state and the

projectile positively charged, and a group of final states {|f (Z)〉}, with an excited

electron above the Fermi level and the projectile neutralized. In eq. (2.6), Vfi (Z) =

〈f (Z)| Vau |i〉 is the matrix element of the many body electron-electron potential and

the Dirac δ-function ensures energy conservation. Ignoring collective excitations in the

many electron system, we can write

1

τ
(Z) ∝

∑

k

∑

k′k′′

∣

∣

∣
V kk′

ak′′ (Z)
∣

∣

∣

2

δ (Ek − Ia (Z) − εk′ − εk′′) . (2.7)

This relationship is simplified when we express it in the “continuous limit”, that is: we

transform the summations over the electron momenta (k, k′ and k′′) into integrals over

energies (Ek, εk′ and εk′′) and solid angles (Ωk, Ωk′ and Ωk′′),

1

τ
(Z) ∝

∫

d2Ωk

∫

d2Ωk′

∫

d2Ωk′′

∫ ∞

−φ

dEk ρ (Ek)

∫ −φ

−ε0

dεk′ρc (εk′)

×
∫ −φ

−ε0

dεk′′ρc (εk′′)
∣

∣

∣
V kk′

ak′′ (Z)
∣

∣

∣

2

δ (Ek − Ia (Z) − εk′ − εk′′) , (2.8)

via the density of final excited states ρ (Ek) and the densities of initial valence states

ρc (εk′), ρc (εk′′). The integration limits in eq. (2.8) are established from the condition

that thermal interactions can be neglected; therefore, at the absolute zero, the excited

electron has an energy above the Fermi level and that the initial electronic states lie

within the Fermi surface.

A further clarification of the essential features of the process is achieved by averaging

out the angular dependence of the matrix element (2.4) on the initial states. To do so,

we need to evaluate the double angular integral

W k
a (εk′, εk′′;Z) =

∫

d2Ωk′

∫

d2Ωk′′

∣

∣

∣
V kk′

ak′′ (Z)
∣

∣

∣

2

, (2.9)

14



which turns out to be a very hard task to be performed analytically. Hagstrum did not

attempt a first principle calculation of (2.9), but, on experimental bases, he separated

“the magnitude of the matrix element, as a function of the distance of the atomic particle

from the surface, and its dependence upon the angle between the excited electron’s velocity

and the surface normal”. Thus, he proposed the factorization

W k
a (εk′, εk′′ ;Z) = F (εk′, εk′′;Z) pθk

(Ek) , (2.10)

where the unknown dependence of the matrix element on the initial state energies, as

well as on the projectile-surface distance, is contained in F (εk′, εk′′ ;Z). The other factor

in eq. (2.10), namely pθk
(Ek), labels the probability density that an excited electron,

with momentum k and energy Ek, has the solid angle Ωk. Due to the symmetry of the

problem- and to the choice of an ideal flat surface- the matrix element (2.10) does not

depend on the azimuthal angle of the excited electron momentum. This implies that the

quantity

dPθk
(Ek) = 2π pθk

(Ek) sin θk dθk (2.11)

is the probability that the momentum k, at the fixed energy Ek, lies on the lateral surface

of a cone forming an angle in the interval (θk, θk + dθk), with the surface normal.

Now, for every kinetic energy Ek, the probability that the electron momentum lies within

the entire solid angle is 1, then, the total transition rate (2.8) can be rewritten as

1

τ
(Z) ∝

∫ ∞

−φ

dEk ρ (Ek)

∫ −φ

−ε0

dεk′ρc (εk′) (2.12)

×
∫ −φ

−ε0

dεk′′ρc (εk′′) F (εk′, εk′′;Z) δ (Ek − Ia (Z) − εk′ − εk′′) .

We can, thus, introduce the characteristic function

Sa (Ek;Z) =

∫ −φ

−ε0

dεk′ ρc (εk′)

∫ −φ

−ε0

dεk′′ ρc (εk′′) (2.13)

×F (εk′, εk′′;Z) δ (Ek − Ia (Z) − εk′ − εk′′) , (2.14)
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which allows to express eq. (2.12) in the form:

1

τ
(Z) ∝

∫ ∞

−φ

dEk ρ (Ek) Sa (Ek;Z) . (2.15)

The physical interpretation of Sa (Ek;Z) is straightforward: it gives a measure of the

number of electrons excited to a state |k〉 of energy Ek > φ, provided that the inci-

dent ion has not been neutralized before reaching the distance Z. More importantly,

multiplying (2.13) with the density of final excited states, and normalizing the resulting

expression to unity, we get

pex (Ek;Z) =
ρ (Ek) Sa (Ek;Z)

∫∞

−φ
dEk ρ (Ek) Sa (Ek;Z)

, (2.16)

which denotes the probability density, per unit energy, for an AN transition with the ion

state empty at distance Z.

In order to get a closer insight into the effect of (2.13), we define a new set of energy

variables,

ε =
εk′ + εk′′

2
+ ε0, ∆ =

εk′ − εk′′

2
, Ea

k (Z) =
Ek − Ia (Z)

2
, (2.17)

with the physical interpretation shown in Fig. 2.4. The transformation yields

Sa (Ek;Z) =

[

∫ εf

2

0

dε

∫ ε

−ε

d∆ +

∫ εf

εf

2

dε

∫ εf−ε

ε−εf

d∆

]

δ (Ea
k (Z) − ε+ ε0)

× ρc (ε+ ∆ − ε0) ρc (ε− ∆ − ε0) F (ε+ ∆ − ε0, ε− ∆ − ε0;Z) . (2.18)

If we also neglect the variation of the matrix element (2.10), with either εk′ or εk′′, by

approximating

F (εk′, εk′′;Z) ≈ F0 (Z) , (2.19)

we obtain

Sa (Ek;Z) = 2F0 (Z) A (ω)|ω=Ea
k
(Z) (2.20)
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where we are left with the so called Auger Transform:

A (ω) =

∫ ω+ε0

0

d∆ ρc (ω + ∆) ρc (ω − ∆) if 0 < ω + ε0 <
εf
2

, (2.21a)

=

∫ −φ−ω

0

d∆ ρc (ε− ∆) ρc (ε+ ∆) if
εf
2
< ω + ε0 < εf, (2.21b)

which turns out to be the self-convolution of the one electron density of occupied states

of the conduction band. From this relationship, we see that both the total rate

1

τ
(Z) ∝ F0 (Z)

∫ ∞

−φ

dEk ρ (Ek) A (Ea
k (Z)) , (2.22)

and the probability density

pex (Ek, Z) =
ρ (Ek) A (Ea

k (Z)) Θ (Ek + φ)
∫∞

−φ
dEk ρ (Ek) A (Ea

k (Z))
, (2.23)

depend on the product of the self-folded density of populated states, below the Fermi

level, and the density of excited states, above the Fermi level.

We can focuss on (2.23), remarking that

dPex (Ek, Z) = pex (Ek, Z) dE (2.24)

can be, indeed, interpreted as an excitation probability once we are sure that the ion state

|a (Z)〉 is unoccupied. To do so, we need to include in the calculation the probability

dPn (Z, v⊥) = pn (Z, v⊥) dZ (2.25)

that the incoming ion, of constant velocity v⊥, perpendicular to the surface plane, un-

dergoes Auger neutralization in the distance interval (Z,Z + dZ). It follows that the

kinetic energy distribution of electrons excited by AN is

Ni (Ek) = N0

∫ ∞

0

dZ pn (Z, v⊥) pex (Ek, Z) , (2.26)

with N0 a normalization constant.
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In order to determine the distribution of ejected electron, we have to consider that not

all excited electrons are actually emitted from the sample. In fact, every surface has its

own transmission function, i.e., the fraction of excited electrons, with kinetic energy Ek,

that escape the surface barrier. In Hagstrum’s model, such a quantity is evaluated by

T (Ek) = 2πΘ (Ek)

∫ θc

0

dθk sin θk pθk
(Ek) , (2.27)

where θc = θc (Ek) is the maximum value of θk for which an excited electron is ejected.

Since pex (Ek, Z) does not depend on Ωk, by eq. (2.26) and eq. (2.27) the kinetic energy

distribution of emitted electrons is:

N (Ek) = T (Ek) Ni (Ek) (2.28)

Summing up, we have seen that AN is specified by the total rate (2.22) and the distri-

bution of emitted electrons (2.23). These quantities are modeled by: (i) the absolute

square of the matrix elements of the Auger potential (2.10), yielding the characteris-

tic function (2.13), (ii) the ion neutralization probability (2.25) and the transmission

function (2.27).

2.1.2 Ion survival and neutralization probabilities.

Based on experimental evidences [8], Hagstrum observed that (2.22) has the exponential

dependence

1

τ
(Z) = ω0 exp (−γ Z) , (2.29)

where ω0 = exp (γ Z0) /τ 0 contains the AN transition rate

1

τ 0

=
1

τ
(Z0) = F0 (Z0)

∫ ∞

−φ

dEk ρ (Ek) S (Ea
k (Z0)) (2.30)
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for a projectile at the distance of closest approach to surface, Z0, and

γ =
1

Z − Z0
ln

(

τ

τ 0
(Z)

)

(2.31)

depends on the decay of the electronic wave function from the valence band, outside the

surface. Indeed (2.30) can be estimated by fitting with experiments, while the inverse

length (2.31) takes typical values in the range γ = 2 − 5 Å−1.

Let us consider an ion moving perpendicularly to the surface with a constant velocity v⊥

that is small with respect to the Fermi velocity vf =
√

2 εf. We can interpret the quantity

dZ/(τ (Z) v⊥) as the probability that the ion, moving with speed v⊥ through the element

dZ at Z, will undergo an AN transition. Hence, the probability that the incoming ion

will reach the distance Z without being neutralized, from an infinite distance toward the

surface, is:

ps (Z, v⊥) = exp

[

−
∫ ∞

Z

1

τ (Z ′)

dZ ′

v⊥

]

. (2.32)

Here, the subscript s stands for“survival”, thus, that the probability that the ion survives

neutralization, from Z ′ = ∞ to Z ′ = Z, and undergoes an AN transition in the space

dZ, is:

pn (Z, v⊥) dZ = ps (Z, v⊥)
dZ

τ (Z) v⊥

=
1

τ (Z)

dZ

v⊥

exp

[

−
∫ ∞

Z

1

τ (Z ′)

dZ ′

v⊥

]

. (2.33)

If we, now, replace the transition rate with eq. (2.29), in eqs. (2.32) and eq. (2.33), we

obtain

ps (Z, v⊥) = exp

(

−e
−γ (Z−Z0)

γ v⊥ τ 0

)

= exp

(

− ω0

γ v⊥
e−γ Z

)

(2.34)

and

pn (Z, v⊥) =
e−γ (Z−Z0)

v⊥τ 0
exp

(

−e
−γ (Z−Z0)

γ v⊥ τ 0

)

=
ω0 e

−γ Z

v⊥
exp

(

− ω0

γ v⊥
e−γ Z

)

. (2.35)
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Fig. 2.5 shows both probability distributions (2.34) and (2.35), together with the neu-

tralization distance

Zm = Z0 +
1

γ
ln

(

1

γ v⊥ τ 0

)

, (2.36)

where Pn (Z, v⊥) is maximum, which has the same order of the mean distance of neu-

tralization.
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Figure 2.5: Ion survival (2.34) and neutralization (2.35) probability distributions, for different
values of the input parameters γ, τ0.

Assuming that the transition rate (2.29) holds also for distance of closest approach

Z0 = 0, we have

∫ ∞

Z0

pn (Z, v⊥) dZ = 1 − ps (Z0, v⊥) = 1 − exp

(

− 1

αv⊥τ 0

)

. (2.37)

Such an integral is of great interest because it specifies the probability the ion is neu-

tralized during his whole inward trip towards the surface. If we consider slow ions, from

eq. (2.37), we also have:

lim
v⊥→0

∫ ∞

Z0

pn (Z, v⊥) dZ = 1 (2.38)
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This means that the probability that AN occurs for very slow ions, while they are

approaching the surface, is very close to unity.

2.1.3 Escape probability for an excited electron from the target.

In deriving eq. (2.27), we mentioned that of all electrons excited by AN only a part has

enough energy to leave the metal. This is because, the electron momentum of an excited

electron, within the target, is refracted, outside the surface, by the surface barrier. The

latter can be approximated, in the simplest case, to a step potential of height −ε0 along

the surface perpendicular coordinate. Specifically, if k is the electron momentum inside

the metal and k′ is the electron momentum outside the solid, in the refraction process,

the parallel component of the momentum (to the surface) is conserved, i.e., k‖ = k′‖. On

the other hand, for the perpendicular components we have

k⊥ = k cos θk, k′⊥ = k′ cos θk′, (2.39)

where θk is the incidence angle and θk′ the refraction angle, relative to the surface normal.

Refraction at the surface is such that:

k′
2

⊥

2
=
k2
⊥

2
− ε0 (2.40)

If we substitute eq. (2.39) into eq. (2.40) we obtain

k′2

2
cos2 θk′ =

k2

2
cos2 θk − ε0 ⇒ (εk − ε0) cos θk′ = εk cos2 θk − ε0. (2.41)

meaning that an electron is allowed to leave the metal only if θk′ < π
2
, i.e.,

θk < θc = arccos

√

ε0
εk

, (2.42)

θc being the maximum value of the incidence angle for electron emission to occur. The

simplest a priori assumption that one can make about pθ (εk), in eq. (2.10), is that the
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Figure 2.6: Transmission functions in the case of isotropic (2.43) and non isotropic emis-
sion (2.44), (2.45)

angular distribution is isotropic, i.e., pθ (εk) = 1/(4 π). So, we can integrate eq. (2.27),

obtaining:

T (εk) =
1

2

(

1 −
√

ε0
εk

)

Θ (εk − ε0) . (2.43)

This transmission function, shown in Fig. 2.6(A), allows a very small number of emitted

electrons, for different ion-surface combinations. This suggests that the angular distri-

bution function is not spherical. Several hypothesis have been made about the elliptic

nature of Pθ (εk), leading to different expressions for the transmission function. For

example, in

T (εk) =
1

2





1 −
√

ε0

εk

1 − a
√

ε0

εk



Θ (εk − ε0) , (2.44)

the parameter a is such that, for a = 0, eq. (2.44) equals eq. (2.43), while, for 0 < a < 1,

as shown in Fig. 2.6(B), the transmission function allows a larger number of electrons

than eq. (2.43) to be emitted at very low energies. There are transmission function with
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two parameters, like

T (εk) =
1

2

[

1 −
(

ε0

εk

)b
]a

Θ (εk − ε0) , (2.45)

in which b > 0 and 0 < a < 1 (see Fig. 2.6(C)). Nevertheless the parameters in eqs. (2.44)

and (2.45) need to be determined by fitting with the experiments

2.1.4 Kinetic Energy Distributions for a static ion.

As a first step towards a quantitative study of AN, we analyze the form of the kinetic

energy distributions of emitted electrons due to“pure”AN, i.e., the distributions obtained

by neglecting the variation of the ion energy levels near the surface of the target, as well as

the finite lifetime of initial and final states. This distribution function, denoted N0 (εk),

is determined form eq. (2.28) as

N0 (εk) = T (εk) N
0
i

(εk) , (2.46)

in which N0
i

(εk) is the “pure spectrum” of excited electrons. The latter is obtained from

eq. (2.26), under the condition that the ionization energy of the ion is fixed to a distance

Z∗, of the order of Zm (eq. (2.36)). This means that the ion is assumed to stand still

and

N0
i

(εk) = N0 pex (εk, Z∗) lim
v⊥→0

∫ ∞

0

dZ pn (Z, v⊥) = N0 pex (εk, Z∗) . (2.47)

A simple model for the conduction band of a metal target involves either a constant or

a parabolic density of states [8, 25]; in the first case, introducing an energy variable, ε,

measured from the bottom of the conduction band, we have ρc (ε) = β1, corresponding

to the Auger Transform

A1 (ε) = β2
1ε

2, for 0 < ε <
εf
2

, (2.48a)

= β2
1 (εf − ε) for

εf
2
< ε < εf; (2.48b)

23



Valence electron energy ε=εk+ε0 (eV)

0 2 4 6 8 10
0

0.2

0.4

0.6

D
en

si
ty

 o
f 
S
ta

te
s

0.8

1

1.2

1.4

εf

V
a
cu

u
m

 L
ev

el

ρc = 0.94 au

ρc = 0.55 ε

A
u
g
er T

ra
n
sfo

rm

(A) (B)

0

1

2

C
o
n
d
u
ct

io
n
 b

a
n
d
 b

o
tt

o
m

V
a
cu

u
m

 L
ev

el

0.5 

1.5 

2.5 

εf

+ε0
ε=Ek +ε0 (eV)a

0 2 4 6 8 10 12

Ion       W

Figure 2.7: (A) Density of valence states and (B) Auger Transform for a singly charged ion
impinging on a W surface (specified by parameters β1 = 0.94 au and β2 =
0.55 au)

in the second case, from ρc (ε) = β2

√
ε, we get

A2 (ε) =
πβ2

2

4
ε, for 0 < ε <

εf
2

, (2.49a)

=
β2

2

2

[

ε2 sin−1
(εf
ε
− 1
)

+ 2 (εf − ε)
√

ε εf − ε2
f

]

for
εf
2
< ε < εf. (b)

In this way, we have introduced another fitting parameter, β1 or β2, to account for the

effect of the surface on the electronic structure of the target, while, for the density of

final states, we use the free-electron gas law: ρ (εk) =
√
εk. The two assumptions (2.48)

and (2.49) leads to different pure spectra, shown in Fig. 2.8(A), for a positive ion im-

pinging on a Tungsten surface. With the transmission function (2.43), the corresponding

kinetic energy distributions of ejected electrons have the shape reported in Fig. 2.8(B).

The same distributions are calculated and compared with experiments of 130 eV Ar+ impact

on Al polycrystaline surface [12], Fig. (2.9): we immediately notice the absence of tails

in the theoretical distributions. They exhibit an abrupt cut at the value of maximum

energy of the emitted electrons, i.e., Emax = −2φ+ Ia (Z∗) (eq. (2.3)). Moreover, the ex-

perimental distributions show a dependence on the ion impact velocity, which underlies
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a sort of broadening mechanism. In other words, it seems that the experimental spectra

25



can be obtained from the theoretical pure spectrum by convolution with a broadening

function whose width depends on the ion impact velocity.

2.1.5 Effects that broaden the pure spectrum.

For a complete understanding of AN, we need to estimate the source and magnitude

of the energy broadenings inherent in the process. Hagstrum’s based his analysis on

experiments of electron emission from both metal (Ni) and semiconducting (Ge) surfaces

bombarded very slow positive ion beams (4 − 100 eV Ne+).

Figure 2.10: Experimental Kinetic energy distributions for He+ ions incident on atomically
clean Ge(111) and Ni(111). Incident ion impact energies, in electron volts, are
indicated in sequence at three points on the curves. The levelN0(E) = 1.5×10−3

electrons/ion/eV is indicated by the line a− a.

From the observation that the tails of the experimental curves became wider with increas-

ing the impact energy of the projectile (Fig. 2.10), he distinguished velocity dependent

and velocity independent types of broadening, resulting from [8, 25]: (i) initial state

lifetime, (ii) final state lifetime, (iii) shift in atomic energy level(s) near the surface,

(iv) variation of impact parameter at the surface and (v) nonadiabatic excitation of

electrons in the solid induced by the ion motion. The only significant static broadening

was attributed to the final state lifetime.
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In other terms, the distributions of ejected electrons are broadened by those dynamical

features, concerning both the incident ion beam and the surface of the sample, that

are outside the Fermi Golden rule formulation (eq. (2.6)) used to construct the pure

spectrum (eq. (2.47)).

We have already seen that the main contributions to the initial state lifetime is brought

by the ion neutralization probability (eq. (2.35)); thus, a measure of the initial state

lifetime broadening (i), denoted ∆i (v⊥), is given by the Heisenberg uncertainty principle,

which, using eqs. (2.29)-(2.36), is written

∆i (v⊥) ∼ 1

τ (Z0)
= γ v⊥. (2.50)

In Hagstrum’s experiments (Fig. 2.10), ∆i is of the order of 0.1 − 1 eV, for impact

velocities in the range 0.5 − 10 au.

The final state lifetime broadening (ii), denoted ∆f , is due to the holes left in the band

of the solid and increases with increasing their energies towards the Fermi level. It can

be estimated from mean free paths of hot electrons in solids and takes values in the

range ∆f = 0.01 − 0.1 eV for most metals and semiconductors [8].

Level shift broadening (iii) comes about because the energy of the projectile level has

the form:

εa (Z) = −Ia + δεa (Z) , (2.51)

where Ia is the ionization energy of the unperturbed ion, infinitely distant from the

target, and δεa (Z) is the correction due to the ion-surface interaction. Much theoretical

effort has been devoted to the determination of δεa (Z) [8, 28, 29], which, for sufficiently

large Z, can be interpreted as the response of a classical conductor to either electron

or nuclear charges in the projectile. Indeed, δεa (Z) contains two main components:

one, denoted δεima (Z), is due to the Coulombic image force of attraction for the positive

ion, yielding the classical potential −1/(4Z), and the other, δεexa (Z), is caused by the

repulsion resulting from interpenetration of the electron clouds of the projectile, with the

target atoms, and the Pauli principle. Hagstrum approximated δεima (Z) ≈ −1/(4Z) and
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used δεexa (Z) = B0
I exp (−bI (Z − Zc)) to represent the effect of the repulsive electron-

electron interaction between the ion and an atom of the crystal. He further assumed

bI ∼ 5 Å−1, B0
I ∼ 0.05 eV, for all monovalent ions and neutral atoms, and defined

Zc = RI + a/2, sum of the particle’s radius and half lattice constant of the metal, as the

distance at which the atomic particle touches the metal surface [8]. These considerations

lead to the function

δεa(Z) = − 1

4Z
+B0

I exp (−bI (Z − Zc)) (2.52)

shown in Fig. (2.11) for different projectile ions.
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Figure 2.11: Energy shift (2.52), due to the interaction of He+, Ne+, Ar+, Kr+ and Xe+ ions
with a clean Al(111) surface: the contribution of the image potential, −1/(4Z) is
the same for all projectiles, while the repulsive term changes with the projectile
radius.

Another source of broadening (iv) is the variation in the surface parameters, with the

decrease of the projectile target distance. Its magnitude, ∆s, is basically due to the

surface roughness, which means that either the work function φ or the ion energy εa(Z)

are not constant over the surface of the target. Many experiments [8] tell us that ∆s

affects the low kinetic energy region of the spectrum ejected electrons for incoming ions

of impact energy larger than ∼ 100 eV, at nearly normal incidence. At lower impact
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energy, this type of broadening can be treated as a correction to the final state lifetime

broadening, yielding ∆f + ∆s ∼ 0.1 eV.

Finally, the projectile motion in the neighborhood of the target causes deformations

in the surface band structure, which are more significant for metal surfaces where non

adiabatic electron-hole pairs are created at the Fermi energy. A rough estimation of the

effect yields a non adiabatic broadening (v) of the form ∆n (v⊥) ∼ v⊥/d, where d is

the average screening length of target electrons to the potential of the moving ion. In

a metal sample, we can take d ∼ 0.5 Å, yielding ∆n ∼ 0.2 eV for 4 eV He+ ions and

∆n ∼ 3 eV for 1 keV He+ ions. This means that ∆n should be comparable in magnitude

to ∆i.

2.1.6 Kinetic Energy Distributions for a moving ion.

We proceed now to include specifically in the theory those effects which broaden the

energy distribution function (2.47). Substituting eq. (2.23) into eq. (2.26), and using

eq. (2.17), the internal distribution of excited electrons, by a moving ion, is written:

Ni (Ek) = N0 ρ (Ek) Θ (Ek + φ)

∫∞

0
dZ pn (Z, v⊥) A

(

Ek+εa(Z)
2

)

∫∞

−φ
dEk ρ (Ek) A

(

Ek+εa(Z)
2

) , (2.53)

in which the broadening due to atomic level shifting (iii), discussed in the previous

subsection, is already included in εa (Z), via eqs. (2.51) and (2.52). The easiest way

to account for the other sources of broadening is to consider that the elemental Auger

transition, for which εk′, εk′′- in eqs. (2.18) and (2.21)- and Z have specific values,

results in excited electrons whose energies may be taken to be distributed according to

the Lorentzian function

B (δEk, v⊥) =
1

δE2
k + Γ (v⊥)2

, (2.54)

with half width at half maximum (HWHM)

Γ (v⊥) = ∆f + ∆i (v⊥) + ∆s (v⊥) + ∆n (v⊥) ≈ Γ0 + Λ0 v⊥. (2.55)
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Indeed experiments performed with slow ions of impact energy below ≤ 200 eV have

confirmed there is a linear law relating the width of the distribution function and the

ion perpendicular velocity. Therefore, the broadened distribution of excited electrons is

derived from the broadened Auger transform

A′ (Ek, v⊥) =

∫ ∞

−∞

B (δEk, v⊥) A

(

Ek + δEk + εa (Z)

2

)

d (δEk) , (2.56)

as

N ′
i
(Ek) = N0 ρ (Ek) Θ (Ek + φ)

∫∞

0
dZ pn (Z, v⊥) A′ (Ek, v⊥)

∫∞

−φ
dEk ρ (Ek) A′ (Ek, v⊥)

. (2.57)

Finally the broadened distribution of ejected electron is:

N ′ (Ek) = T (Ek) N
′
i
(Ek) . (2.58)

An application this model is shown Fig. 2.12.
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Figure 2.12: Kinetic energy distribution of ejected electrons from a polycrystalline Al surface,
bombarded with 130 eV Ar+ ions. Data are compared with the calculations
obtained from (2.57) with the Auger transforms of eqs. (2.48) and (2.49).

There, we report two types of distributions of emitted electrons from an Al surface,

bombarded by 130 eV Ar+ ions;: one corresponds to the Auger transforms (2.48), where
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a constant density of valence state has been assumed; the other is obtained from (2.49),

where the density of valence state is proportional to
√
ε. In these spectra, we have

used the neutralization probability (2.35), with ω0 = 0.01 eV−1 and γ = Λ0. The

transmission function is assumed to have the spherical form (2.43), while the broadening

function (2.54), has no velocity independent broadening (Γ0 = 0) and Λ0 v⊥ is set to

0.025 eV and 0.01 eV, respectively.

It is worthwhile noticing that Hagstrum worked out some simplifications on eqs. (2.56)

and (2.57), by linearly expanding εa (Z) around Zm (eq. (2.36)) which leads to the

replacement of pn (Z, v⊥) and B (δEk, v⊥) with two Gaussian functions of standard de-

viations σ1 and σ2, respectively [8]. The approximation can be proved to be adequate

only for very slow incoming ions (of impact kinetic energy < 10 eV).

2.1.7 Conclusions on the Hagstrum model.

The model presented so far is suitable for studying the basic properties of electron

emission from clean metal surfaces due to AN of slow, monoatomic and singly charged

ions. Its final goal is the determination of the distribution function (2.58) that, because

of the two-electron nature of the process, results the determination of the following

quantities:

1. Matrix elements V kk′

ak′′ (Z) of the electron-electron repulsion between intimal and

final states (2.4);

2. Density of valence electron states ρc (εk′) and ρc (εk′′), yielding the Auger trans-

form (2.21);

3. Density of excited electron states ρ (εk);

4. Energy of the atomic level εa (Z), including the shift brought by the ion-surface

interaction (2.51);

5. Neutralization probability pn (Z, v⊥), well approximated by the rate equation (2.35);
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6. Transmission function T (Ek), for both isotropic (2.43) and non-isotropic (2.44)-

(2.45) ejection.

7. Broadening function B (δEk, v⊥) for the effects (i)-(v), listed in § 2.1.5.

We conclude this section by observing that the Hagstrum’s model is still considered as

a reference point for more self-consistent treatments of Auger neutralization. The key

quantity of the approach is the selfconvolution of the density of states of the valence

band of the target, which qualitatively reproduces many experimental results.

2.2 Developments of AN Theory.

The crucial assumption leading to the Hagstrum’s construction of the spectrum of ejected

electron is related to the treatment of the matrix element of the electron-electron inter-

action (2.4). Indeed, eq. (2.21) was widely used throughout the 1970s-1980s to analyze

Auger processes from simple metals (see, for example, Ref. [30]). Nevertheless, Hagstrum

himself [25] tried to improve the crude approximation (2.19) by combining eqs. (2.18)

and (2.56) into the convolution of two “transition densities”, denoted U1 andU2, that

contain the either the matrix elements (2.10) or the broadening corrections (2.54):

A′′ (Ek, Z) =

∫ min(−φ,εa(Z)+Ek)

max(ε0−φ,εa(Z)+Ek)

U1 (ω) U2 (εa (Z) + Ek − ω) dω. (2.59)

Such a relations is still used in the determination of the spectrum of ejected electrons

from metal, semiconductors and biological materials (see, for example, Ref. [31] and

Ref. [32]). A similar approach, proposed by Appelbaum and Hamann [33], leads to the

following improvement of eq. (2.13):

S ′
a (Ek;Z) =

∫ −φ

−ε0

dεk′ ρc (εk′)

∫ −φ

−ε0

dεk′′ ρc (εk′′) (2.60)

× γa
k′k′′ (Z) F (εk′, εk′′;Z)

(Ek − Ia (Z) − εk′ − εk′′)2 + γa
k′k′′ (Z)2 , (2.61)
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in which the δ-function is replaced with a Lorentzian that accounts for the broadening

mechanisms of each elemental AN transition; nevertheless in Ref. [33] actual calculations

were carried out under the same approximations of the basic Hastrum’s model.

2.2.1 “Magical”Energy.

More recently, Monreal and coworkers [34, 35, 36] have reconsidered the transition

rate (2.8), by removing the approximation (2.10) and defining a corrected (2.13) in

the form:

S ′′
a (Ek,Ωin;Z) =

∫

d2Ωk′

∫

d2Ωk′′

∫ −φ

−ε0

dεk′ ρc (εk′)

∫ −φ

−ε0

dεk′′ ρc (εk′′) (2.62)

×
∣

∣

∣
V kk′

ak′′ (Z)
∣

∣

∣

2

δ (Ek − Ia (Z) − εk′ − εk′′) , (2.63)

with Ωin the solid angle of the excited electron momentum within the solid. This, let us

correct the excitation probability (2.16),

pex (Ek,Ωin;Z) =
ρ (Ek) S

′′
a (Ek,Ωin;Z)

∫∞

−φ
dEk ρ (Ek) S ′′

a (Ek,Ωin;Z)
, (2.64)

and rewrite the total transition rate (2.8) as

1

τ
(Z) ∝

∫

Ωin

d2Ωin

∫ ∞

Z0

dZ pn (Z, v⊥) pex (Ek,Ωin;Z) , (2.65)

where no hypothesis has been made on the functional dependence of pn (Z, v⊥). Now,

we introduce the number of excited electron in the metal per unit energy and per unit

of solid angle

dNi

d2Ωin

=

∫ ∞

Z0

dZ pn (Z, v⊥) pex (Ek,Ωin;Z) (2.66)

and we include the effect of the surface barrier via a transmission function T (Ek,Ωout)

that depends either on the Kinetic energy of the ejected electron or on the solid angle

Ωout, formed by the electron momentum outside the solid. It follows that the distribution
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of ejected electrons, per unit energy and unit solid angle, reads

dN

d2Ωout
= T (Ek,Ωout)

d2Ωin

d2Ωout

dNi

d2Ωin

. (2.67)

If we integrate eq. (2.67) over the external hemisphere, we obtain the distribution of

emitted electrons, per unit energy

N(Ek) =

∫ 2π

0

dφ
out

∫ π/2

0

dθout sin θout T (Ek,Ωout)
d2Ωin

d2Ωout

dNi

d2Ωin

(2.68)

The broadening function (2.54) applies to the Auger transform (2.62) yielding the con-

volution product

S ′′′ (Ek,Ωin;Z) =
Γ (v⊥)

π

∫ ∞

−∞

S ′′
a (Ek + δEk,Ωin;Z)
(

δE2
k + Γ (v⊥)2) d (δEk) , (2.69)

that, substituted into eq. (2.64) in spite of S ′′
a (Ek,Ωin;Z), produces the broadened

internal distribution of excited electron N ′
i
(Ek), as in (2.57). Using the convolution

theorem, we re-express (2.69) in the time domain

S ′′′ (Ek,Ωin;Z) =

∫ ∞

−∞

S̃ ′′
a (t,Ωin;Z) ei Ek t−Γ(v⊥) |t| dt

2π
, (2.70)

where S̃ ′′
a (t,Ωin;Z) is the Fourier transform of (2.62). Next, we expand (2.70) in Taylor

series for small v⊥, i.e., for small Γ (v⊥), to write

S ′′′ (Ek,Ωin;Z) = S ′′ (Ek,Ωin;Z) − Γ (v⊥) Sd (Ek,Ωin;Z) + o
(

Γ (v⊥)2) , (2.71)

where a new function

Sd (Ek,Ωin;Z) =

∫ ∞

−∞

dt

2π
|t| S̃ ′′

a (t,Ωin;Z) ei Ek t (2.72)

= Pr

[
∫ ∞

−∞

dS ′′ (E ′
k,Ωin;Z)

dE ′
k

dE ′
k

E ′
k − Ek

]

(2.73)

has been introduced. We observe that the Ek-integral of Sd (Ek,Ωin;Z) vanish; then,

Sd (Ek,Ωin;Z) changes its sign at least once, i.e., its value must be 0 somewhere, at a
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certain energy Ek = E∗
k where the broadened spectrum coincide with the pure spectrum,

i.e.,

S ′′′ (E∗
k ,Ωin;Z) ≈ S ′′ (E∗

k ,Ωin;Z) + o
(

Γ (v⊥)2) . (2.74)

The existence of E∗
k , known as “Magic Energy”, is clearly shown in Fig. 2.10 as an

intersection point for all curves.

2.2.2 Open problems

A delicate issue is the accurate determination of the total rate for AN, underlying the

ion neutralization probability pn (Z, v⊥): models have been proposed to define the form

of the Auger potential beyond the constant screening approximation of eq. (2.4). Among

these, we would like to mention refs. [9, 37, 35, 38, 34], where the effect of spin correlations

in He+ projectiles has been studied.

Another fundamental point is related to the many body nature of the electron-electron

interaction in a many electron system. As discussed in § 1.1.3, several evidences, both

theoretical and experimental, have supported the hypothesis that noble gas ion neutral-

ization, at simple metal surfaces, can activate a collective behavior in the conduction

electrons [10, 11, 12]. A theoretical model accounting for these features will be presented

in chapter 3, while in chapter 4, we shal provide a detailed description of ion induced

many-body shake up [12, 19].

2.3 Resonant ionization mechanism in sputtering of

metals.

We have already mentioned that during atom-surface collisions, a variety of events occur

leading to the ejection of secondary electrons, secondary target atoms, and photons. It

is called sputtering the mechanism through which a target emits particles, after ion

bombardment. In order for a sputtering event to take place, part of the kinetic energy
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of the impinging particle must be transferred to target particles, that only subsquently

may leave the target as sputtered particles [39, 40, 41, 42]. One of the most studied

process is resonant charge transfer (RCT) between an atomic particle and the target

surface. Atomic particles of the first surface layers receive an impulse from the“collisional

cascade”, generated by the incident beam, and are, thus, ejected in different charge states

with different probabilities. In contrast, the incident projectile approaches a well defined

surface in a well prepared state, colliding with the target, and it moves outward in a range

of ionized states with different probabilities. What differentiates the two phenomena is

the kinetic energy region over which they occur. Scattered particles move faster than

secondary emetted ones.

In Fig. 2.1, we have shown a process of resonant capture, when the impinging, singly

charged projectile is scattered as a neutral atom. A complementary process is resonant

ionization, occurring when a neutral projectile is positively ionized, during the interac-

tion with the surface. In case of scattering, the resonant tunneling of electrons between

an electronic orbital of the projectile and the conduction band of metal is the dominant

charge exchange mechanism. In case of sputtering, and generally at kinetic energies of

about 1 − 30 eV, we need to include surface excitations as another (indirect) resonant

charge exchange mechanism in competition with the direct one. The clarification of the

physical origin of the ionization of an atom leaving a metal surface has been a topic of

great interest for many years. The matter is that knowledge of the positive and negative

ionization probability is a prerequisite for quantitative interpretation of various surface

experimental methods based on the sputtering processes, as SIMS. Another important

clue is that the energy spectrum of secondary ions is related to the adsorption energy of

the surface.

Resonant charge exchanges can also produce negative ions either in projectiles or in

secondary atoms. At short distances from the surface ionization is no longer possible

because the image interaction pulls the affinity level down. On the other hand, excited

levels are promoted while the ion is approaching the surface. So at distances small enough

from surface, resonant ionization is favored if the excited atomic state is opposite to the

unfilled level of the solid [5, 43]
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In general, when an atom is near a surface, it can interact electronically with the sub-

strate, so that its localized states are not anymore stationary states. This is due to

electron tunneling between the atom and the metal. The “true” eigenfunctions of the

system are indeed linear combinations of the unperturbed eigenfunctions of the free

atom and of the unperturbed metal. Shifts in the atomic levels are caused either by the

electron-electron or by the ion-electron interactions, which makes the formalization of a

self-consistent method unpracticable.

A basic model was developed by Newns [13], who adapted the Anderson theory [13] of

magnetic impurities in metals to describe chemisorption processes on solid surfaces. The

resulting Hamiltonian,

Htdan (t) = εa(t)c
†
a (t) ca (t) +

∑

k

εkc
†
kck +

∑

k

[Vak(t)c
†
ack + h.c.], (2.75)

is known as the time dependent Anderson-Nenws Hamiltonian (TDAN). It allows to

study either positive or negative ionization of an atom, with one active level εa (t),

specified by the fermion operators ca (t), c†a (t), which moves in the neighborhood of

a metal target. The substrate has a wide spectrum of energies {εk}, represented by

the fermion operators {ck},
{

c†k

}

, so that any localized electronic excitation created

by the atomic motion spreads very quickly into the substrate, on a time scale which

is inversely proportional to the bandwidth. It is assumed that resonant tunneling of

electrons between the adatom and the substrate band is the dominant charge exchange

mechanism, thus, the interaction is characterized by the one-electron hopping integrals

Vak(t). A further limitation requires the kinetic energy of the moving particle to be in the

intermediate range (eV to keV), which makes it possible to treat the adatom trajectory

classically, yielding the parametric time-dependence in (2.75). The aim of the model is

to find the deviations from adiabaticity, i.e. the fraction of the minority charge states of

the atom at the end of the interaction process.

The ionization probability of a sputtered atom depends on the dynamics of the atom

leaving the surface and on the electronic structure of the adatom surface system. Sroubek

was among the first scientists who adapted the TDAN model to describe low energy

charge transfer in secondary atomic emission from sputtered metals [15]. To did so,
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he neglected the effect of the collision cascade on the periodic atomic structure of the

surface and treated the hopping interaction, in (2.75), as a small perturbation. Several

improvements were proposed by Brako and Newns [44, 45, 46], and, then, by Norskov

and Lundqvist [14], who kept the full strength of the perturbation and focussed on the

slowly varying time-dependence of Htdan (t) in the time-scale of electronic transitions. It

turned out that the experiments involving moving particles of kinetic energies typically

larger than ∼ 50 eV were correctly reproduced [47, 48, 49]; on contraire, the TDAN

model failed to explain the detailed mechanism of secondary ion formation at energies

below ∼ 30 eV [13, 46, 50, 51, 52]. It was Sroubek again who proposed a substrate-

excitation model to explain the low velocity regime of secondary ion emission [16]: the

theory is based on the assumption that the electrons in the collision cascade region are

excited to the empty states, of energy εk, above the Fermi level of the target, with a

probability e−εk/kbTs , in which Ts is the effective “electronic temperature” on the collision

cascade region. Subsequently, Sroubek and Fine [53], used a promotion mechanism to

explain electron emission from bombarded solids.

Successive efforts on the emission of secondary ions were devoted to include in the

basic Anderson-Newns Hamiltonian the effects of electronic excitations, produced dur-

ing sputtering. A first attempt in solving this problem was proposed by Sroubek and

coworkers [54], who discussed the influence of a locally time dependent perturbation in

the substrate. A more rigorous formulation was proposed in ref. [55], with the aid of

retarded Green’s functions. In Ref. [56, 17, 57], it was presented a theory of positive

resonant charge exchanges between sputtered atoms and metal surfaces. A generalized

Anderson-Newns Hamiltonian was constructed, in which surface excitations occur as

Quasi-Molecular correlations in the diatomic systems, formed transiently in the colli-

sion cascade, between secondary emitted atoms and their nearest neighbours substrate

atoms. This model was extended later to negative ionization [58].

2.3.1 TDAN Hamiltonian for scattering

Resonant charge transfer in low energy ion scattering from a metal target can be de-

scribed by a model theory [44, 51, 52] in which the metal is treated as a non-interacting
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fermi gas of work function φ. The valence atomic state |a (t)〉, of energy εa (t), is

assumed to be non-degenerate during the ion motion. This localized level is broad-

ened by the interaction with the metal state |k〉, of energy εk, through hopping poten-

tial Vak(t) = 〈a (t)| V̂ (t) |k〉, where V̂ (t) is the perturbation due to coupling of the atom

with the metal. Time dependence of the atomic level and hopping potential comes from

the motion of the atom outside the solid surface. With this assumption, the Hamiltonian

of the system is the TDAN Hamiltonian (2.75).

The usual solution of Htdan (t) is based on the equation of motion method [51, 52]. In

the Heisenberg representation, the destruction operators ca(t) and ck(t) evolve as

i
d

dt
ca (t) = εa (t) ca (t) +

∑

k

Vak (t) ck (t) (2.76)

i
d

dt
ck (t) = εkck (t) + Vka (t) ca (t) (2.77)

with the boundary conditions ca (t0) = ca and ck (t0) = ck, where the time t0 refers to

the system before the interaction (t0 → −∞). The expectation value of the number

operator na(t) = c†a (t) ca (t) of the atomic level, in the remote future,

P0 =
〈

c†a (∞) ca (∞)
〉

, (2.78a)

gives the charge in the atomic level after the atom has left the metal surfaces. Hence,

it can be interprted as an occupation probability for the atomic state. Conversely, the

expectation value of the hole number operator n̄a(t) = ca (t) c†a (t) yields

R+ = 1 − 〈na(∞)〉 =
〈

ca (∞) c†a (∞)
〉

, (2.78b)

which can be interpreted as the ionization probability for the level.

Solving eq. (2.77) and substituting into eq. (2.76), we find

i
d

dt
ca (t) = εa (t) ca (t) − i lim

t0→−∞

∑

k

Vak (t)

∫ t

t0

e−iεk(t−t′) Vka (t′) ca (t′) dt′

+ lim
t0→−∞

∑

k

Vak (t) eiεk(t′−t0) ck. (2.79)
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Now, we observe that the hopping term Vka (t′), in the t′-integral of eq. (2.79), is slowly

varying on the time-scale of electronic transitions; in other words, it is nearly constant,

with respect to the fast oscillating term e−iεk(t−t′), for large time scales. On the other

hand, the k-summation yields a quasi delta function of t − t′. This means that we can

neglect the effect of the variation of the hopping interaction within in the time interval

(t′, t), and approximate

Vka (t′) ≈ Vka (t) and ca (t′) ≈ ei
∫ t

t′
dτεa(τ)ca (t) , (2.80)

within the t′-integral. The latter, known as “semiclassical approximation” [50], let us

reduce (2.79) into the integrable form

[

i
d

dt
− εa (t) + i∆a(t)

]

ca (t) = lim
t0→−∞

∑

k

Vak (t) eiεk(t′−t0) ck, (2.81)

where

∆a(t) = π
∑

k |Vak (t)|2 δ(εa (t) − εk) (2.82)

can be interpreted as the lifetime broadening of the atomic level. Eq. (2.81) can be

formally integrated and substituted in (2.78a). In this way, we arrive at the key-

relationships of RCT:

〈na(t)〉 = 〈na〉 e−2
∫ t

−∞
∆a(t′)dt′

+
∑

k

〈nk〉
∣

∣

∣

∣

∫ t

−∞
dt′Vak (t′) e−i

∫ t′

t
dτ [εa(τ)−εk ] e−

∫ t′

t
dτ ∆a(τ)

∣

∣

∣

∣

2

(2.83a)

〈n̄a(t)〉 = 〈n̄a〉 e−2
∫ t

−∞
∆a(t′)dt′

+
∑

k

〈n̄k〉
∣

∣

∣

∣

∫ t

−∞
dt′Vak (t′) e−i

∫ t′

t
dτ [εa(τ)−εk ] e−

∫ t′

t
dτ ∆a(τ)

∣

∣

∣

∣

2

(2.83b)

Eqs. (2.83) can be solved analytically, under hypersimplified models for the time de-

pendence of the matrix elements of (2.75). For example, we can assume a rectilinear

trajectory for the outgoing particle, with velocity v. Then, neglecting the initial occu-
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pancy of the atomic state and taking [52, 51]

Vak(t) = V0 e
−γvt/2, εa (t) = εa0, ∆ (t) = ∆0 e

−γvt, (2.84)

we get:

P0 = Θ (−φ− εa0) +
2

π
exp

[−π |φ+ ε0
a|

γ v

]

sign(−φ− εa0), (2.85a)

and

R+ = Θ (εa0 − φ) − 2

π
exp

[−π |ε0
a − φ|
γ v

]

sign(εa0 − φ). (2.85b)

2.3.2 TDAN Hamiltonian for sputtering

We consider a spinless system where an ejected atom has a valence (affinity) state |a (t)〉,
of instantaneous energy εa(t) and valence (affinity) energy εa∞ = εa(t→ ∞). We assume

the metal substrate, of work function −φ, to be unaffected by the collision cascade

leading to secondary atomic ejection, so that its conduction band is well described by

the unperturbed states {|k〉} and unperturbed energies {εk}.

ε

ε

z(t)

φ εk

f εa(t)

o

εkb

Figure 2.13: Energies of a metal-adatom system used in the derivation or the eqs. (2.92).

We complete the TDAN Hamiltonian (2.75) by modeling the hopping integrals as in

eq. (2.84): Vak(t) = V0 e
−γ v t, obtaining a function independent on substrate states A

first aim of the model is to calculate the projected density of states ρa(t, εk) for the
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ejected atomic orbital. Since sputtering is a rapid process, the projected density of

states follows non-adiabatically the reference Hamiltonian (2.75). The consequence is a

tail extending above the Fermi level. Ignoring thermal interactions, the probability that

an atom is ionized is then

R+ =

∫ ∞

−φ

ρa(t→ ∞, εk) dεk, (2.86)

while, the probability that it remains neutral reads

P0 =

∫ −φ

−∞

ρa(t→ ∞, εk) dεk. (2.87)

As a first step, the coupling terms (??) can be treated as small perturbations, and

the electronic structure of the non interacting secondary atom/metal system can be

reduced to the simplified energy-diagram shown in Fig. 2.13. In particular [15], we

partition the metal states into two subsets, {|k0〉} and {|kb〉}, of spectra {εko
} and {εkb

},
lying respectively above and below the Fermi level; neglecting thermal interactions,

we observe that each state |k0〉 is initially empty (εko
> −φ), while each state |kb〉

is initially occupied (εkb
≤ −φ). We further neglect the parametric time-dependence

of the unperturbed part of (2.75), assuming that the atomic orbital is described by a

stationary state |a〉 = |a (0)〉 of energy εa0 = εa(0). Hence, we focus on a three level

system containing the atomic orbital in interaction either with an empty or with an

occupied metal states. The one-electron, time-dependent Hamiltonian, spanning (2.75),

simplifies to

Hakokb
(t) = |a〉 ε0

a 〈a| + |ko〉 εko
〈ko| + |kb〉 εkb

〈kb| (2.88)

+ [Vako
(t) |a〉 〈ko| + Vakb

(t) |a〉 〈kb| + hc] .

This operator can be diagonalized at each instant of time, using adiabatic perturbation

techniques: we consider the approximations

|εa0 − εko
| ≫ |εa0 − εkb

| , |Vak(t)| ≪ |εa0 − εko
| , ∂Vak(t)

∂t
≪ (εa0 − εko

)2 . (2.89a)
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necessary for the applicability of perturbation method. So we can keep only the linear

terms in

B(t) =
Vak(t)

(εa0 − εko
)

(2.90)

and the linear and quadratic terms in

A(t) =
Vak(t)

εa0 − εkb

(2.91)

to obtain the instantaneous eigenstates:

|ka

0 (t)〉 = |k0〉 +B(t) |a〉 , (2.92a)

|ka

b (t)〉 =

[

1 − 1

2
A2(t)

]

|kb〉 + A(t) |a〉 − A(t)B(t) |k0〉 , (2.92b)

|aa(t)〉 =

[

1 − 1

2
A2(t)

]

|a〉 + A(t) |kb〉 −
[

1 − 1

2
A2(t)

]

B(t) |k0〉 . (2.92c)

Now, in agreement with the adiabatic theorem [59], when we evaluate (2.92), in the

long-time limit (t→ ∞), we find that the system retrieves its ground unperturbed state:

|ka

0 (∞)〉 → |k0〉 , |ka

b (∞)〉 → |kb〉 , |aa(∞)〉 → |a〉 . (2.93)

Then, in order to find a non trivial solution at large times, we follow the leads of non

adiabatic perturbation theory [60], to write

|kn

0 (∞)〉 = |k0〉 + |a〉
∫ ∞

0

dt 〈aa(t)| ∂H
∂t

|ka

0 (t)〉 e
i(εko−εa0)t

εko
− εa0

(2.94)

+ |kb〉
∫ ∞

0

dt 〈aa(t)| ∂H
∂t

|ka

0 (t)〉 e
i(εko−εkb)t

εko
− εkb

. (2.95)

The probability that the atomic state is mixed into a metal state above the Fermi energy,

at t→ ∞, is

Pko
=
∣

∣

〈

a
∣

∣kn

0 (∞)
〉∣

∣

2
=

∣

∣

∣

∣

∫ ∞

0

dt 〈aa(t)| ∂H
∂t

|ka

0 (t)〉 e
i(εko−εa0)t

εko
− εa0

∣

∣

∣

∣

2

(2.96)
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and the projected density comes from the product of this quantity by the density of

empty band states ρ (εko
):

ρa(t→ ∞, εko
) = ρ (εko

) Pko
. (2.97)

Using the hopping matrix elements (??), eq. (2.96) reduces to

Pko
=

[

1 − V 2
0

(εkb
− εa0)

2

]

γ2v2 V 2
0

(εko
− εa0)

4 (2.98)

and, neglecting the effect of the metal states below the Fermi level, we get:

Pko
≈ γ2v2 V 2

0

(εko
− εa0)

4 . (2.99)

Thus, the probability (2.86) becomes:

R+ = γ2v2V 2
0

∫ ∞

−φ

ρ(εko
)

(εko
− εa0)

4dεko
. (2.100)

In the case when the atomic energy is resonant with the filled part of the conduction

band, i.e., εa0 < −φ, we can estimate the effect of all initially occupied band states by

the following considerations:

1. Each |kb〉 is strongly coupled to the atomic state only if its energy is confined

within the range

εa0 − ∆a0 ≤ εkb
≤ εa0 + ∆a0, (2.101)

given by the width

∆a0 = π ρ(εa0)V
2
0 (2.102)

of the projected density of states at t = 0; then, the number of states, below the

Fermi energy, involved in the interaction with the atomic state is ∆N = ρ(εa0) ∆a0.
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2. The dependence on time of the Hamiltonian (2.75) has the characteristic scale

τ = (γv)−1, during which the atomic state is indistinguishable from a group of

δN = δa0 ρ(εa0) states, within the energy interval δa0 = 1/τ = γv.

3. The ratio δN/∆N gives a measure of the charge fraction that occupies the atomic

state via resonant tunneling from the occupied metal states.

Therefore, the ionization probability (2.100) needs to be corrected as

R′
+ =

δN

∆N
R+ =

γ3v3

πρ(εa0)

∫ ∞

−φ

ρ(εko
)

(εko
− εa0)

4dεko
. (2.103)

Finally, approximating ρ(εko
) ≈ ρ(εa0), we get

R′
+ =

~
3γ3v3

3π (−φ− εa0)
3 . (2.104)

We notice that in the eq. (2.100), where we have neglected charge transfer processes via

the occupied metal states, the ionization probability has a quadratic dependence either

on the atomic velocity or on the coupling constant V . In contrast, eq. (2.104) shows a

cubic dependence on the velocity and no dependence on V . This indicates that the final

redistribution of electrons occurs at the time when the width of the projected density of

states is close to the natural width δa0.

As for the validity of the theory, a crucial condition is that the effective atomic level εa0

lies below the Fermi level. However, in many adatom-substrate systems the instanta-

neous energy εa(t) crosses the Fermi energy, during the atomic motion. We can give a

qualitative estimation of the effect of Fermi level crossing on eq. (2.104): in the system

depicted in (2.13), the effective energy of the adatom is time dependent, while the hop-

ping integral is time independent. At the time t = 0 the effective energy is just equal to

the Fermi energy. We assume that the following expression:

εa(t) = (εa0 + φ)
[

1 − e−γvt
]

− φ (2.105)

holds. Working in the sudden approximation [60], we can give an idea of the number

of states that do not follow the variations in (2.75) as the time proceeds. Two states,
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separated in energy by the amount ω, do not change if the variations in the Hamiltonian

occur in a time interval much shorter than τ = ω−1. In the case depicted in (2.13), the

atomic state energy coincides with the Fermi energy, while the state |k0〉 is just below the

Fermi surface. If the energy separation between the two states is an integer multiple n

of the separation ω itself in a time interval smaller than ω−1, then the state |k0〉 remains

unchanged, which implies

nω = (εa0 + φ)
(γv

ω

)

. (2.106)

Hence, the number of unchanged states is

ρ ω =
[

(εa0 + φ)
γv

n

]1/2

ρ (2.107)

and the probability for ion emission:

R′′
+ =

ρ ω

ρ∆a0
=

[

(εa0 + φ)
γv

n∆2
a0

]1/2

. (2.108)

By this qualitative approach we can assert that the ionization probability goes as the

quare root of the emission velocity of sputtered, in the case of Fermi level crossing.

2.3.3 Sroubek’s temperature model.

The considerations of the previous subsection suggest a power law dependence of the

ionization probability on the ion emission velocity. Brako and Newns [44] showed that

the TDAN model can be applied to the study of RCT in secondary atomic emission.

This is because the incoming trajectory of a scattering atom is irrelevant to the final

occpation/ionization probability of its valence state. In this respect, atoms reflected and

ejected from a surface with the same kinetic energy should have the same charge state.

Indeed, Norskov and Lundqvist [14] used a formalism similar to the one leading to

eq. (2.85), showing that probability for positive and negative ionization roughly follow
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exponential laws

R+ = e−(I−φ)/cv and R− = e−(−φ−A)/cv, (2.109)

respectively, where c is a constant, φ is the substrate workfunction, and I and A are the

ionization potential and the affinity energy of the atom. This trend is in contrast with

the power law given by eq. (2.108).

A simple microscopic semi-phenomenological theory of ionization was proposed by in

ref [16, 61]: the leading assumption is that the electrons, in the collision cascade region,

are excited to the empty states, of energy εk, above the Fermi level of the target, with a

probability e−εk/kbTs , in which Ts is the effective “electronic temperature” of the collision

cascade region. Ts is assumed to be an empirical parameter having a value between

1000 and 3000 K for clean metals. Another assumption is that Ts is constant during

the ejection process and the ejected atoms interact with the excited target through the

hopping integrals (??). The latter is taken to be proportional to the overlap of valence

wave functions, then, the parameter γ is the average value of γa and γb, where γa and γb

are defined from the valence wave functions of the ejected atom A and the target atom

B, as

ψa ∝ e−γar, ψb ∝ e−γbr (2.110)

The energy εa of the valence level of the ejected atom is time dependent, because depends

from the distance from surface. Time development of the positive charge n̄a on the

ejected atom satisfies the master equation

dn̄a

dt
= − n̄a − n̄a0

τ
(2.111)

where

n̄a0 = exp

[

εf − εa (t)

kbTs

]

, τ =
e2γvt

2∆
, (2.112)
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and ∆ is the half width of the level εa at the surface. The solution of eq. (2.111) for the

positive ionization probability R+ = n̄a(∞) is approximately given by

R+ = exp

[

εf − εa(t0)

kbTs

]

, t0 =
1

2γ
ln(

∆

γv
). (2.113)

If we further approximate the energy εa(t) with the relations

εa(t0) =











εa(0) + [εa(∞) − εa(0) Γ v t] , t ≤ 1
Γ v

εa(∞) , t > 1
Γ v

(2.114)

then, the ionization probability R+ reads

R+ = exp

[

εf − εa(0)

kbTs

]

exp

{

[εa(0) − εa(∞)] Γ

kbTs

ln(
∆

γv
)

}

, (2.115)

for ∆ e−2γ/Γ < γ v < ∆, and

R+ = exp

[

εf − εa(∞)

kbTs

]

(2.116)

for smaller value of γ v. As shown in (2.115), the theory predicts a power law behavior of

the ionization probability vs the inverse emission velocity, in contrast with the exponen-

tial behavior (2.85b) of the TDAN model. Indeed, some experiments seem to validate

the behavior (2.115) at low emission velocities [47, 49].

2.3.4 Quasi molecular interactions in sputtering.

We have seen that at emission energies of the order of 10 eV, the basic hopping mecha-

nism for positive ionization can be negligible with respect to surface-induced excitations.

A possible way to treat such complicated effects, at a relatively simple level, is to repre-

sent surface excitations in terms of local, time dependent potentials, that induce multiple

scattering processes in the metal band [54, 55]. An improved formulation uses a double

localized level TDAN Hamiltonian, that includes the atomic orbitals of emitted atoms

and their nearest neighbour substrate atoms, forming a QM during the first stages of the
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emission process [56, 17]. With this mechanism, a band hole may be trapped into a tran-

sient molecular orbital (MO), which is promoted to the empty band levels. Then, a new

ionization channel has been introduced, in which charge exchanges between sputtered

atoms and the metal are mediated by a second localized level interacting resonantly with

the continuum. This can be very important at low incident energies, when the QM has

a longer average lifetime. The new Hamiltonian has the form

H (t) = εa (t) c†a (t) ca (t) + εm (t) c†m (t) cm (t) +
∑

k

εkc
†
kck′

+

[

∑

k

Vka (t) c†kca (t) + hc

]

+

[

∑

k

Vkm (t) c†kcm (t) + hc

]

+
∑

k

Vkk′ (t) c†kck′, (2.117)

where εa (t) and εm (t) are the atomic and QM energies; Vka (t) is the usual hopping

interaction and Vkm (t) is the coupling between the QM orbital and a continuous state of

metal. Finally, Vkk′ (t) is an intraband scattering potential. Working in the Heisenberg

scheme, we have to solve the following equations of motion

i
d

dt
ca (t) = εa (t) ca (t) +

∑

k

Vak (t) ck (t) (2.118)

i
d

dt
cm (t) = εm (t) cm (t) +

∑

k

Vmk (t) ck (t) (2.119)

i
d

dt
ck (t) = εkck (t) +

∑

k′

Vkk′ (t) ck′ (t) + Vka (t) ca (t) + Vkm (t) cm (t) (2.120)

The former equations can be combined and iterated to give a formal result in terms

of the unperturbed retarded Green’s functions of the discrete and continuous states.

Using the semiclassical approximation [50], the solution for destruction operator of the

atomic-electron is [17]

ca (t) = lim
t0→−∞

∑

kk′

∫ t

−∞

dt′ exp

[

−i
∫ t

t′
dτ [εa (τ ) + Σa (τ )]

]

Vak (t′) (2.121)

×e−iεkt′

[

δkk′ − i

∫ t′

−∞

dt′′ei(εk−εk′ )t
′′

Tm
kk′ (εk′,t

′′)

]

eiεk′ t0ck′′,
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where Tm
kk′ (ε, t) is a Brako and Newns istantaneous T matrix [44], that contains the

effect of QM potential; the real and immaginary parts of Σa (t) give respectively the

istantaneous shift and broadening of the atomic level in the interaction with the QM.
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Chapter 3
Generalized Hamiltonian

In the previous chapter we considered some models about Auger neutralization and

resonant charge transfer. These processes, involving charge exchanges between an ion

and a solid, can be understood from the basic one-electron, and two-electron, interactions

within the many electron system. In this chapter, we shall present the guidelines leading

to the definition of a“universal”Hamiltonian which accounts for both Auger and resonant

transitions.

The importance of a generalized Hamiltonian consists in having a first principle for-

malism to apply to the main interactions occurring when a many, mutually interacting

electron system is simultaneously probed by a metal surface potential and a moving

atomic potential. In the next chapter we will apply this formalism to Auger neutraliza-

tion and to negative resonant ionization.

3.1 Hamiltonian for one-electron tunneling.

The tunneling of an electron between a moving ion and a homogeneous conductor is

modeled by the first quantized, one-body Hamiltonian

Ĥ1 [R] =
p̂2

2
+ V̂e [R] , (3.1)
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in which p̂ is the momentum operator, and r̂ the position operator, for the particle,

while R denotes the ion position vector relative to the surface plane. All information

concerning the (classical) environment are contained into the effective pseudopotential

function Ve (r, r′,R) = 〈r| V̂e [R] |r′〉. This potential operator has the form

V̂e [R] = V̂s + V̂a [R] + ∆V̂as [R] , (3.2)

where: (i) Vs(r) = 〈r| V̂s |r〉 accounts for the surface barrier of the metal band; (ii) V̂a [R]

denotes the central field operator of the ion at position R; (iii) ∆V̂as [R] describes the

change of the surface potential due the ion charge [29, 82]. Eq. (3.2) can be used to study

resonant exchange processes in ion-surface scattering, when the effect of the motion of

target atoms upon the final charge state of the projectile is neglected. The approximation

works quite well for projectiles of impact energies larger that 50 − 100 eV interacting

with quasi free-electron targets. Fig. 3.1 shows a schematic diagram of the process taken

from ref. [46]

However, at lower energies, say, below ∼ 20 eV, the projectile spends much time, close

to the target, electronically interacting with nearest neighbor substrate atoms. Such an

effect significantly modifies the occupation/ionization probability of the atomic states

of the scattering beam that can receive/cease electrons to the metal. A similar situa-

tion is offered by low energy, secondary atomic emission following the collision cascade

generated by a keV-ion beam: ejected atoms exhibit quasi-molecular interactions with

nearest neighbor substrate atoms, which strongly influences their final charge-states, as

we shall see in the following chapter. In such cases, the easiest way to account for a

moving surface is to consider: (a) the atom whose final charge state we want to inves-

tigate and (b) a substrate atom transiently forming a quasi-molecule with the former

particle. Both particle are allowed to interact with the ideal substrate, therefore, the

pseudo-potential (3.2) becomes:

V̂e [Ra,Rb] = V̂s + V̂qm [Ra,Rb] + ∆V̂qms [Ra,Rb] , (3.3)
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Surface
Region

Projectile

R(t)

Substrate

Figure 3.1: Schematic diagram of the scattering of an 102 eV ion on a smooth metal sur-
face: in the substrate region the projectile is reflected by the strongly repulsive
potential due to the inner orbitals of target atoms. The valence orbital of the
adatom completely loses its identity, and makes part of the conduction band of
the substrate. In the surface region, the ion trajectory is almost straight, and the
interaction between the substrate electronic band and the valence level decreases
quickly (approximately exponentially) as the adatom moves away. Outside the
surface region, the electron exchange between the projectile and the substrate
effectively vanishes, but the energy shift of the atomic level, due to dielectric
screening, may still be large.

where

V̂qm [Ra,Rb] = V̂a [Ra] + V̂a [Rb] (3.4)

is the potential of the diatomic system, made of (a) and (b) atoms, while

∆Vqm [Ra,Rb] = ∆V̂a [Ra] + ∆V̂a [Rb] (3.5)

accounts for the change in the surface potential, due to the effective action of all electrons

and protons in the quasi molecule. It follows that the corrected one-body Hamiltonian

reads

Ĥ ′
1 [Ra,Rb] =

p̂2

2
+ V̂e [Ra,Rb] . (3.6)
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3.1.1 The surface potential

The knowledge of the interaction of an electron with a metal surface plays an essential

role in the quantitave description of many phenomena other that surface-barrier tun-

neling, such as low-energy electron diffraction, field emission, photoemission and inverse

photoemission. For this reason, the variation of Vs (r) near the metal-vacuum interface

has been central to discussions of the electron-surface interaction for many years. It is

well known, from classical electrostatics, that an electron at distance z from an ideal

metal surface is attracted to its image, with a potential function of the form −1/(4 z),

with the substrate in the halfspace z ≤ 0. This solution is clearly unsatisfactory near

the surface, where the electron image potential tends to infinity. The first quantum-

mechanical attempt to go beyond this idealized picture was given by Bardeen [?], who

examined the potential barrier for the “jellium”model of a simple metal, where the ionic

charges are represented by a uniform positive background. Neglecting the dependence

of the surface potential on the surface plane coordinates, Vs (r) = Vs (z), he showed that

the electron-surface interaction, far outside the surface (z → ∞), is described by the

image term −1/(4 z), but there are large deviations as the electron approaches the sur-

face. Within a few atomic units of the surface, the corrections can be comparable to the

image term itself, and the potential goes over smoothly to a constant value inside the

metal. More detailed calculations on the same model have been performed by Lang and

Kohn [?], who used selfconsistent density-functional, with a local density description

of exchange and correlation, to determine charge densities and effective potentials for

an electron in the surface region. When considering the response of the surface to an

external electric field, they found that the potential far from the surface had the classical

image form, but with the reference plane shifted outwards from the edge of the jellium

background:

Vs (z)
z≫1 au

= − 1

4 (z − zim)
. (3.7)

The position of this “image plane” zim, lying 1 − 3 au beyond the jellium edge, was

identified with the center of mass of the induced surface charge. Subsequently, other

authors [?] found values of zim closer to the jellium edge than that obtained by Lang and
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Kohn. Based on these considerations, a basic form for the the surface potential is given

by the combination of the conduction-band potential, inside the bulk, and the electron

self-image potential far outside the surface:

V 0
s
(z) = −ε0Θ(z0

im
− z) − 1

4z
Θ(z − z0

im
). (3.8)

Here, the image plane is fixed at z0
im

= 1/ (4 ε0), by the condition that V 0
s
(r) is continuous

at z = zim [28, 82]. The former case of the step potential plus the electronic self-image

potential should be a crude approximation to any ab initio surface potential derived from

a more sophisticated density functional approach. To study these differences, Jennings,

Jones, and Weinert [62] used a full-potential linearized augmented-plane-wave method

and computed the effective electronic surface potentials for various metals, such as W,

Ni, Cu, and Ag. They averaged the ab initio potential over the surface plane and fitted

analytic functions in order to obtain the closed-form expression:

Vs(z) = − ε0

Ae−B (z−zim) + 1
Θ(zim − z) − 1 − e−λ(z−zim)

4 (z − zim)
Θ(z − zim), (3.9)

where A = −1 + 4ε0/λ and B = 2 ε0/A constrain continuity and differentiability at the

image plane. Eq. (3.9) depends on the parameters λ and zim, reported in table 3.1; it

smoothly interpolates the two asymptotic behaviors of the basic pontential (??), with a

smearing out governed by λ.

Crystal plane zim λ ε0

W(001) −2.90 0.90 0.500

W(110) −3.10 0.90 0.525

Ni(001) −2.30 0.90 0.525

Ni(110) −2.4 0.9 0.425

Cu(001) −2.35 1.05 0.425

Cu(ll0) −2.4 0.9 0.425

Cu(111) −2.60 1.10 0.45

Table 3.1: Empirical values of the parameters zim, λ, and ε0, determined in ref.[jennings], by
fitting LEED fine-structure, photoemission, and inverse-photoemission data (au).
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An improved version of the Jennings’ potential has been derived by Chulkov, Silkin

and Echenique [63], who used pseudopotential local density calculations to include the

periodic oscilations of the bulk component of (3.9), in the z-direction. Specifically, they

introduced a lattice parameter, as, to acount for the separation between two crystal

planes, along the surface normal, and corrected (3.9), within the metal, as

Vs(z) = A10 + A1 cos

(

2π z

as

)

, z < 0, (3.10a)

in which A10 = −ε0 is the energy of the bottom of the conduction band, in the bulk, and

A1 reproduces the width of the “projected band gap” of the metal. In the solid-vacuum

interface region, 0 ≤ z < zim, they used the oscilating function

Vs(z) = A20 + A2 cos(β z), 0 ≤ z < z1, (3.10b)

where A20 is the energy of the bottom of the conduction band, at the surface, A2, β

determine the energies of surface and image states, respectively, and z1 = 5π/(4β) is an

intermediate point which converts the potential function into a smooth exponential

Vs(z) = A3 e
−α (z−z1), z1 ≤ z < zim, (3.10c)

that interpolates the bulk component (3.10) with the Jennings’ potential in the Vacuum:

Vs(z) =
e−λ(z−zim) − 1

4(z − zim)
, z ≥ zim. (3.10d)

The Chulkov’s potential, defined by eqs. (3.10a-d) and shown in Fig. ??, depends on

ten parameters which are completely determined by fixing A10, A1, A2, β and constrain-

ing continuity and differentiability everywhere in the space. The main features of this

potential are that it accounts for a portion of the energy spectrum, i.e., the projected

band gap, in the range (ε1, ε2), where bulk states are absent. Furthermore, due to the

symmetry breaking at the surface of the solid, it generates localized electronics states

that can be clasified as intrinsic surface states and image potential states. The intrinsic

surface states appear as a consequence of the termination of the surface and are mainly

located at the top-most atomic layer. On the other hand, electrons with energies close
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to the vacuum level and within a range forbiden by an energy gap may be trapped in a

Rydberg-like series due to the atractive Coulomb-like potential created by the polariza-

tion charge induced at the surface region.
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Figure 3.2: Self consistent surface potential (3.10) for Au(100) and Ag(100) surfaces. The
shaded area represents the projected bulk bands, with the projected band gap
lying in the range ε1 − ε2. Image and surface states are indicated by discrete
lines. In the left panel, we also show the basic step-image potential (3.10)

3.1.2 Metal States

The bulk states of the Chulkov’s potential (3.10) are denoted by {|k〉} and calculated

from the diagonalizaton of the surface Hamiltonian

Ĥs =
p̂2

2
+ V̂s, (3.11)

i.e., from the Shrödinger equation Ĥs |k〉 = εk |k〉, with {εk} the band spectrum. Due to

the cylindric symmetry of Vs (z), the metal wave function {〈r|k〉} are plane waves along
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the surface plane. Thus, each 〈r|k〉 can be factored as

〈r|k〉 =
eir‖k‖

L
ψk⊥

(z) , (3.12)

where L is the thickness of the solid, k =
(

k‖, k⊥
)

the electron wavevector and ψk⊥
(z)

obeys to the eigenvalue equation

[

−∂
2
z

2
+ Vs (z)

]

ψk⊥
(z) =

(

εk −
k2
‖

2

)

ψk⊥
(z) . (3.13)

Applying the Born-von Karman periodic boundary conditions, the wavevector becomes

quantized, meaning that we can write: k =2π n/L, with n ∈ N
3. Therefore, to each

choice of L there corresponds a different discretization of the band spectrum {εk} and,

then, a different number of metal states, solution of (3.13).

In the step-barrier approximation, i.e., when Vs (z) is replaced with the bulk compo-

nent of (3.8), each eigenfunction of (3.13), denoted ψ0
k⊥

(z), results from the superpo-

sition of an incident bulk term, proportional to eik⊥z, a reflected bulk term, propor-

tional to e−ik⊥z, and a reflected vacuum term, proportional to e−λ⊥ z, with a decay rate

λ⊥ =
√

−k2
⊥ + 2ε0. The self-consistent Chulkov’s potential requires to numerically solve

eq. (3.13) with the boundary conditions ψk⊥
(±L) = ψ0

k⊥
(±L). We consider the ideal flat

surfaces of Aluminum, Copper, Silver and Gold. In particular, we examine the Al(111),

Cu(100), Ag(100), and Au(100) cases, with the parameters reported in table 3.2

Surf. A10 (eV) A1 (eV) A2 (eV) β (au) ε1 (eV) ε2 (eV) zim (au) φ (eV)∗

Al(111) −15.70 0.30 1.95 5.73 −8.89 −8.64 3.49 4.24

Au(100) −10.810 4.20 6.0690 3.3626 −3.87 0.33 2.06 5.47

Ag(100) −9.300 5.04 3.8808 2.4222 −2.83 2.21 1.62 4.43

Table 3.2: Key parameters of the Chulkov’s potential (3.10) for Al(111), Au(100) and
Ag(100). Energies are measured from to the vacuum level, while zim is measured
from the surface plane. The work function is taken from the experiments of ref.

To construct the band states for Al(111) we fix L to ∼ 103 Å so that the maximum

energy spacing between two band states, at k‖ = 0, is smaller than ∼ 0.05 eV. Thus, we
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consider ∼ 500 perpendicular wavevectors to reproduce the continuum spectrum up to

εk = 10 eV. Fig. 3.3(A) shows the spatial probability density pkf
(z) =

∣

∣ψkf
(z)
∣

∣

2
for an
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Figure 3.3: (A) Spatial probability densities pkf
(z) and p′kf

(z), spanned by the poten-
tials (3.10) and (3.9), respectively, for an Al (111) state at the Fermi energy
with k‖ = 0; (B) spatial probability densities pk⊥ (z) and p0

k⊥ (z) for an Al(111)
state of the continuous spectrum above the vacuum level (k‖ = 0, εk = 5 eV).
The probability density for a free electron is also shown. (C) normalized wave-
functions ψ

k⊥
(z), for an electron at the Fermi energy of Cu(100), Ag(100) and

Ag(111) with k⊥ = kf and k‖ = 0.

electron of Al(111) at the Fermi level with parallel momentum k‖ = 0; Fig. 3.3(B) shows

pk⊥
(z) =

∣

∣

∣
ψ

k⊥
(z)
∣

∣

∣

2

for an electronic state of the continuum spectrum of Al(111), above

the vacuum level (with k‖ = 0 and εk = 5 eV). For comparison, we report to the cor-

responding quantities, p′kf
(z) and p′k⊥

(z), calculated from the Jennings’ potential (3.9).

The two bases are significantly different at atomic distances from surface, which reflects

in the calculation of the local density of states. Nevertheless, the use of eigenfunctions of

the Jennings’ potential to reproduce the conduction band and the continuous spectrum

of Al(111) is still a reasonable aproximation, because of the narrow projected band gap

in the conduction band, well below the Fermi surface.

On the other hand, Cu(100), Ag(100) and Ag(111) have a large band gap around the

Fermi energy, which extends above the vacuum level (Fig. ??). In this case L is chosen

in order to have a maximum energy spacing between two band states, at k‖ = 0, smaller
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than ∼ 0.025 eV. In this way, about ∼ 250 perpendicular wave-vectors are used to

reproduce the continuum spectrum below ε1. Fig. 3.3(C) shows the normalized wave-

functions ψ
k⊥

(z), for an electron at the Fermi energy of Cu(100), Ag(100) and Ag(111)

with k⊥ = kf and k‖ = 0.

3.1.3 Atomic Potential

As we discussed in chapter 2, we shall focus on ion-metal systems where the atomic

particle (adatom) has one active level capable or echanging electrons with the substrate.

Accordingly, the modelling of the atomic potential depends on wether we are considering

positive or negative ionization/neutralization processes. In the first case, the atomic level

is specified by a valence orbital and an instantaneous ionization energy. In the latter

case, we have an affinity orbital and an instantaneous affinity energy.

In the case of positive ionization, which applies, for example, to AN and RN processes,

we consider an adatom, of atomic number Z, in which the outer electron (valence state)

is attracted by the effective central field of all other (Z − 1) electrons. The correspending

state-dependent potrential is written in the local form

Va (r) = 〈r| V̂a [R = 0] |r〉 = −(Z − 1)σ (r) + 1

r
, (3.14)

where σ (r) is a screening function accounting for the average effect of all the inactive

atomic electrons. Therefore, the effective ion charge is Qeff (r) = (Z − 1)σ (r) + 1.

Such an approximation works quite well for single-valenced adatoms, such us Li, Na,

or Cs, while it is a crude approximation for noble gas ions, such as Ar+. Sveral types

of screening functions can be found in literature [?], starting from the constant value

σ (r) = σ0 that reduces the atomic particle to a Hydrogenoid atom. An exponential

screening function, of the form σ (r) = σ0 e
−µ0 r, is suitable for alkali atoms. A more

self-consistent type of screening was obtained by Green, Sellin and Zachor [64] who,

using Hartree-Fock calculations, proposed the three-parameter interpolating function

σ (r) =
1

α d (Z − 1)ν (e
r
d − 1

)

+ 1
, (3.15)
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and showed that, for most elements of the periodic table, the parameters ν and α can be

fixed to ν = 0.4 and α = 1.05, so that (3.14) depends basically on the screening length d.

We notice that when the electron is close to the nucleus, at r → 0, eq. (3.15) tends to 1

and the pseudopotential (3.14) becomes the bare Coulomb potential −Z/r. On the other

hand, when the electron is far from the nucleus, at r → ∞, the pseudopotential (3.14)

tends to −1/r, i.e., the electron sees the atomic nucleus plus the remaining Z−1 electrons

as an effective proton charge

Z Symb. d (au) I ′a (eV) Ia (eV) Z Symb. d (au) Ith (eV) Iexp (eV)

3 Li 0.563 5.0775 5.3917 11 Na 0.561 4.94629 5.1391

18 Ar 0.862 15.3062 15.7596 55 Cs 1.022 3.5002 3.8939

Table 3.3: Values of d entering eq. (3.15) taken from ref. [Green] for some alkali atoms and for
Ar. I ′a denotes the theoretical ionization energy, calculated from the self-consistent
potential (3.14), while Ia is taken from the NIST website [www.nist.gov]

The study of negative ions requires the determination of the bound states of electrons

in the dipolar potential of neutral atomic particles. A simple way to establish this

interaction is to use a separable, non local potential [65, 66]

V̂a [R = 0] = η |φ〉 〈φ| , (3.16)

spanned by the normalized state |φ〉 which is related to the affinity state of the atomic

system. The advantage with this approach is that the calculated wave function is accu-

rately described also in the inner region of the atom. The separable potential has been

very successful for the description of negative ion states with zero angular momentum,

such as H− and Li− [?]
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3.1.4 Atomic States

The localized orbital of the adatom, at position R, is generated by the atomic Hamilto-

nian

Ĥa [R] =
p2

2
+ V̂a [R] , (3.17)

via the Shrödinger equation Ĥa [R] |a (R)〉 = ε0a |a (R)〉. The state |a (R)〉 follows the

motion of the adatom, yielding the localized wavefunction

〈r|a (R)〉 = 〈r −R|a〉 , (3.18)

where |a〉 is the atomic state calculated from the ion’s reference frame (R = 0). This

means that we can calculate |a〉 from V̂a [R = 0] and then set back the reference frame

to the topmost surface layer. In positive ionization/neutralization, we use the potential

function (3.15) so that the atomic energy ε0a coincides with the ionization energy −Ia.
In negative ionization/neutralization, we consider the separable potential (3.16) and ε0a

denotes the affinity energy −Aa.

Positive ion states

We begin with the valence state of a positive ion, observing that the function (3.15)

is spherically symmetric. Then, the ionization orbital is specified by definite angular

momentum quantum numbers, say la and ma. Hence, we use the factorization

〈r|a〉 = Ra (r)Y ma

la
(Ω) , (3.19)

where Ra is the unkown radial wavefunction, solution of the radial Schrodinger equation

[

−1

2

d2

dr2
− 1

r

d

dr
+
la (la + 1)

2 r2
+ Va (r)

]

Ra (r) = −Ia Ra (r) (3.20)

and Y ma

la
(Ω) = 〈Ω|lama〉 is the spherical harmonic for the quentum numbers (la, ma).

Fig. 3.4(A) shows the numerical probability densities pa (r) = 4πr2|Ra(r)|2, for the
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valence states of Li, Na and Cs, calculated form (3.20) with the paramters reported in

table 3.3. In order to improve the validity of the pseudopotential method, we assume a

radial wave function of the shape

Ra (r) =
fa (r) e−λa r

r
√

〈lama|lama〉
, (3.21)

where the decreasing exponential has a decay rate related to the ionization energy as

λa =
√

2 Ia. Eq. (3.20) becomes

{

d2

dr2
− 2 λa

d

dr
−
[

la (la + 1)

r2
+ 2 Va (r)

]}

Ra (r) = 0. (3.22)

Unlike ref. [64], we impose that the experimental value −Ia is the eigenvalue for the

potential (3.14). Therefore, we solve (3.22) numerically optimizing the parameters H =

α d (Z − 1)ν and d in order to obtain a normalizable radial function Ra (r) on a very

large interval on the atomic scale. Then, we analytically continue (3.21) by interpolating

its behavior with the exponential function e−λa r.

For example, in the case of Argon, the valence state we are looking for lies the 3p-shell,

which contains six electrons. The experimental ionization energy is Ia = 15.76 eV, while

the theoretical value is I ′a = 15.30 eV. So, the screening function takes into account the

asymmetry of charge due to the existence of other electrons in the remaining subshells.

The initial condition is given by the analytical wavefunction R0
3p (r) of the bare Coulomb

potential −18/r, with eigenenrgy −Ia. Parameter otpimization yields

H = 2.62296 ± 0.00001, d = 0.74001 ± 0.00001, (3.23)

which prevents R3p (r) to explode in the range 0 ≤ r ≤ 50 Å. For r > 50 Å, we

interpolate the behavior of R3p with the exponential e−0.761 r. Fig. 3.4(B) shows the

numerical probability densities p3p(r) = 4πr2|R3p(r)|2 caclulated either from eq. (3.22),

with the parameters (3.23), or form eq. (3.20) with the parameters reported in table 3.3.

For comparison, we also show the Hydrogenoid probability density ph

3p(r), generated by

the Coulomb potential −3.22874/r, and corresponding to an analytical bound state with

eigenenergy −Ia. We observe that sligth differences are detected in the two numerical
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solutions whose peak position and asymptotic behavior is agreement with self-consistent

Hartree-Fock calculations on Argon [?].
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Figure 3.4: (A) Radial probability density pa (r) for the valence states of Li (i), Na (ii)
and Cs (iii) Atoms. Eq. (3.20) has been used, with the parameters reported in
table 3.3. (B) Radial probability density for the 3p state of Ar, with the numerical
methods explained in the text: curve (i) corresponds to the numerical solution of
eq. (3.22), with the parameters (3.23); curve (ii) is obatined from eq. (3.20) with
the parameters of table 3.3; curve (iii) corresponds to the analytical hydrogenoid
orbital

Negative ion states

For a correct description of the physical properties of negative ions, it is important that

the calculated electron wave functions have the right asymptotic behavior

〈r|a〉 →
√

2λaBa
e−λa r

r
Y ma

la
(Ω) , (3.24)
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where the affinity energy of the state is Aa = λ2
a/2 and the asymptotic parameter Ba

has been calculated tabulated for different negative ions [66]. The asymptotic tail of the

wave function determines many of its physical properties such as the polarizability, cross

sections for electron attachment and detachment. In addition it plays a crucial role in

the determination of the probabilities for charge transfer in collisions between negative

ions and atoms. The state |φ〉, in the potential operator (3.16), can be obtained from

the affinity state of the negative-ion through

|φ〉 =
1

η 〈φ|a〉

(

p̂2

2
− λ2

a

2

)

|a〉 (3.25)

and the coupling constant η is calculated through

η =
〈φ|
(

p̂2 − λ2
a

)

|a〉
2 〈φ|a〉 . (3.26)

An accurate analytical form for negative ions of s-simmetry, like Ag− and Au−, is

〈r|a〉 = Ba

√
2α

e−λar − e−µar

r
Y 0

0 (Ω) , (3.27)

where µa > λa. The coefficient Ba is obtained from the asymptotic form of the exact

wave function. Normalization of the wave function uniquely determines µa

µa =
λaB

2
a + λa

2

B2
a − 1

+

√

√

√

√

(

λaB2
a + λa

2

)2

(B2
a − 1)2 − B2

aλ
2
a

B2
a − 1

(3.28)

The normalized “inner function” 〈r|φ〉, spanning the affinity orbital (3.27), has the form

〈r|φ〉 =

√

µa

2π

e−µar

r
, (3.29)

yielding, by eq. (3.26), the coupling constant

η = −1

2
(λa + µa)

2 . (3.30)
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Ion Ba (au) λa (au) µa (au) Aa (eV )

H− 1.67 0.236 0.752 0.7577

Li− 1.90 0.212 0.556 0.6114

Cu− 2.93 0.301 0.526 1.2327

Ag− 3.79 0.309 0.469 1.2991

Au− 3.94 0.412 0.613 2.3095

Thus, the potential operator for a negative ion at position R reads

V̂a [R] = −(λa + µa)
2

2
|φ [R]〉 〈φ [R]| , (3.31)

with 〈r|φ [R]〉 = 〈r − R|φ〉. The parameters NA, λa and µa for some negative ions are

reported in ??.

3.1.5 Image potential

The third term in (3.2) describes the effect of the variation of the electron density, in

the surface region, due to the ion-surface interaction. To describe ∆V̂as [R], we express

the ion position vector as

R = R‖ + Z uz, (3.32)

where, in a reference frame centered at the surface of the solid, R‖ denotes the component

of R parallel to the surface plane, Z is the ion-surface distance, and uz is the versor of

the perpendicular direction to the surface. Fig. (3.5) shows the ion-surface coordinate

system.

In the region where the overlap between the atom and the surface electrons is small (Z &

10 au), ∆V̂as [R] is proportional to the classical potential due to the image charges of all

inactive electrons and all protons within the atom, i.e., ∆V̂as [R] ≈ −V̂a [R′ (zim)], where

R′ (zim) = R‖ − (Z − 2 zim)uz (3.33)
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Figure 3.5: Coordinate system for an ion, of charge Z, approaching a metal surface.

denotes the position of the image charge. More specifically, for positive ions the screening

function (3.15) induces an effective image charge

−Qeff (r,R, zim) = (Z − 1)σ (|r − R′ (zim)|) + 1, (3.34)

due to the nuclear charge and to other electrons not participating to the process. Then,

the ∆V̂as [R] terms yields the potential function

∆Vas (r,R) = 〈r|∆V̂as [R] |r〉 Z&10 au
=

Qeff (r,R, zim)

|r − R′ (zim)| . (3.35)

For negative ionization, ∆V̂as [R] has the form of a van der Waals interaction, which can

be obtained from the state |φ〉 as

∆V̂as [R]
Z&10 au

= −(λa + µa)
2

2
|φ [R′ (zim)]〉 〈φ [R′ (zim)]| . (3.36)

It turns out that the effect of image charges is stronger in positive ionization. When the

ion is at short atomic distances from the surface, between the surface ∆V̂as [R] tends to
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an approximate constant value and the it switches off inside the metal [12, 19, 29]. To

model such a behavior, we interpolate the expressions for ∆Vas (r,R), in eq. (3.35), and

〈r|φ [R′ (zim)]〉, in eq. (3.36), at large atom-surface distances with the smooth decreasing

function Az exp [−B(z − zim)2]. Finally we constrain ∆V̂as [R] = 0̂, for Z < 0. Fig. (3.6)

shows the surface potential function (3.10), corrected by the effect of ∆V̂as [R], in the

case of 100 eV Ar+ ion impinging on Al(111).
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Figure 3.6: Surface potential plus nuclear image potential Vs (z) + ∆Vas (z,R) for a 100 eV
Ar+ ion impinging on Al(111). A rectilinear trajectory is used for the impinging
particle, with incidence angle of 100. The instant t = 0, corresponds to an atom-
surface distance of 4.5 Å.

3.1.6 Field Operator: selection of a truncated basis

In order to express the Hamiltonians (3.1), or (3.6), in a second quantized form, we need

introduce the field operator Ψ(r;R), or Ψ(r;Ra,Rb), for the many electron system which

depends parametrically on the positions of the moving particles. In the coordinate space

representation, either Ψ(r;R) or Ψ(r;Ra,Rb) obey to the the ordinary anticommutation
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rules of fermion operators

[

Ψ (r) ,Ψ† (r′)
]

+
= Ψ (r)Ψ† (r′) + Ψ† (r′) Ψ (r) = δ (r − r′) (3.37a)

[Ψ (r) ,Ψ (r′)]+ =
[

Ψ† (r) ,Ψ† (r′)
]

+
= 0. (3.37b)

For notational convenience, we introduce a generalized field operator |Ψ [R]〉, or |Ψ [Ra,Rb]〉,
defined by the property that its projection on a generical single particle bra 〈α| gives

the annihilation operator of an electron in the state |α〉, i.e.,

〈α|Ψ〉 = cα, 〈Ψ†|α〉 = c†α, 〈r|Ψ〉 = Ψ(r), 〈Ψ†|r〉 = Ψ†(r). (3.38)

The algebraic rules (3.37) are easily extended to any set of fermion operators {cα},
{

c†α
}

as

[

cα, c
†
α′

]

+
= δαα′, [cα, cα′ ]+ =

[

c†α, c
†
α′

]

+
= 0. (3.39)

It follows that the second quantized version of the Hamiltonians (3.1) and (3.6) are,

respectively,

H1 [R] = 〈Ψ†[R]|Ĥ1[R]|Ψ[R]〉 = −1

2

∫

d3rΨ† (r;R)∇2Ψ (r;R) (3.40a)

+

∫

d3r

∫

d3r′Ψ† (r;R) 〈r| V̂e [R] |r′〉Ψ (r′;R)

and

H′
1 [Ra,Rb] =

〈

Ψ† [Ra,Rb]
∣

∣ Ĥ ′
1 [Ra,Rb] |Ψ [Ra,Rb]〉 (3.40b)

= −1

2

∫

d3rΨ† (r,Ra,Rb)∇2Ψ (r,Ra,Rb)

+

∫

d3rΨ† (r,Ra,Rb) 〈r| V̂e [Ra,Rb] |r′〉Ψ (r,Ra,Rb) .

A more detailed specification of the one-electron processes occurring when one, or two,

moving atomic particles interact with a metal surface, requires the definition of a com-

plete orthonormal set. In general, the electron field operator of a many particle system
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can be expanded into a one-particle basis {|α〉} as

|Ψ〉 =
∑

α

|α〉 〈α|Ψ〉 =
∑

α

|α〉 cα, (3.41)

then a one-electron Hamiltonian Ĥ1 is converted into the second quantized operator

H1 =
∑

αα′

〈α| Ĥ1 |α′〉 c†αcα′ . (3.42)

In our application, the diagonalization of the surface Hamiltonian (3.11) provides a

basis of one-electron states (Bs = {|k〉}), which includes both the band states and

the projected states above the vacuum level. In practice, however, the calculation of

each wavefunction 〈r|k〉 come from the numerical solution of eq. (3.13). Thus, we can

calculate only a subset B′
s
, of the basis Bs. On the other hand, we have at our disposal

the atomic Hamiltonian (3.17), which provides one or two additional staes, i.e., |a (R)〉,
or |a (Ra)〉 and |a (Rb)〉. It follows that, we can represent the many electron system into

an approximated basis, made of:

(i) the truncated, orthonormal set B′
s

and the orthonormalized atomic state

|α (R)〉 =
|a (R)〉 −

∑

k∈B′
s

|k〉 〈k|a (R)〉
√

Nα (R)
, (3.43)

where Nα (R) is a real normalization constant;

(ii) The truncated,orthonormal set B′
s
, the orthonormalized atomic state

|α (Ra)〉 =
|a (Ra)〉 −

∑

k∈B′
s

|k〉 〈k|a (Ra)〉
√

Nα (Ra)
, (3.44a)

and the orthonormalized quasi-molecular state

|β (Ra,Rb)〉 =
|a (Rb)〉 − |α (Ra)〉 〈α (Ra) |a (Rb)〉 −

∑

k∈B′
s

|k〉 〈k|a (Rb)〉
√

Nβ (Ra,Rb)
,

(3.44b)

where Nα (Ra), Nβ (Ra,Rb) are real normalization constants.
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It can be easily verified that both B′
s
∪ {|α (R)〉}, which describes one moving atomic

particle and the metal surface, and B′
s
∪{|α (Ra)〉 , |β (Ra,Rb)〉}, dealing with two mov-

ing atoms, are orthonormal, since they have been obtained via the Graam-Shmidth

orthonormalization procedure. These two sets allow to expand the generalized electron

field as

|Ψ [R]〉 =
∑

k

|k〉 ck + |α [R]〉 cα (R) , (3.45a)

and

|Ψ [Ra,Rb]〉 =
∑

k

|k〉 ck + |a [Ra]〉 cα (Ra) + |β (Ra,Rb)〉 cβ (Ra) , (3.45b)

where the k-summation runs over the truncated set B′
s
.

3.1.7 Second quantized Hamiltonian for resonant electron transfer

Substituting the expansion of eq. (3.45b) in the Hamiltonian (3.40a), we obtain the one

body operator

H1 [R] = 〈α (R)| Ĥ1 [R] |α (R)〉 c†α (R) cα (R) +
∑

k,k′

〈k| Ĥ1 [R] |k′〉 c†kck′

+
∑

k

[

〈α (R)| Ĥ1 [R] |k〉 c†α (R) ck + hc

]

(3.46)

We let

εα (R) ≡ 〈α (R)| Ĥ1 [R] |α (R)〉 (3.47a)

be the energy of the ion level and

εk (R) ≡ 〈k| Ĥ1 [R] |k〉 (3.47b)
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the energy of a metal state |k〉, when the ion is at position R. Next, we and introduce

the coupling matrix elements

Vαk (R) ≡ 〈α (R)| Ĥ1 [R] |k〉 = V ∗
kα (R) , and Vkk′ (R) ≡ 〈k| Ĥ1 [R] |k′〉 (3.47c)

that describe, respectively, the hopping of an electron between the orthonormalized

atomic level and the selected band states, and the intrabad scattering of a metal electron

induced by the atomic particle. The Hamiltonian (3.46) is written

H1 [R] = εα (R) c†α (R) cα (R) +
∑

k

εk (R) c†kck + (3.48)

+
∑

k

[

Vak (R) c†a (R) ck + hc
]

+
∑

k 6=k′

Vkk′ (R) c†kck′. (3.49)

Neglecting the effect of distortion of the ion motion on the metal wavefunction, i.e.,

approximating εk (R) ≈ εk and Vkk′ (R) ≪ Vak (R), the latter reduces to the TDAN

Hamiltonian (2.75)

H1 [R] = H0 [R] + Vh [R] , (3.50)

where

H0 [R] = εα (R) c†α (R) cα (R) +
∑

k

εkc
†
kck (3.51a)

describes the unperturbed many-electron system and

Vh [R] =
∑

k

[

Vak (R) c†a (R) ck + hc
]

(3.51b)

denotes the hopping potential.

In order to obtain the generalized hamiltonian for the double-ion metal system (3.40b),

we use the field expansion eq. (3.45b). Then, we extend the definitions (3.47) and

introduce: (i) the adiabatic energy of the atomic

εα (Ra,Rb) ≡ 〈α (Ra)| Ĥ ′
1 [Ra,Rb] |α (Ra)〉 , (3.52a)
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and orthonormalized quasi-molecular state

εβ (Ra,Rb) ≡ 〈β (Ra,Rb)| Ĥ ′
1 [Ra,Rb] |β (Ra,Rb)〉 ; (3.53a)

(ii) the hopping matrix element between the localized levels and a metal band level

Vkα (Ra,Rb) ≡ 〈k| Ĥ ′
1 [Ra,Rb] |α (Ra)〉 = V ∗

αk (Ra,Rb) , (3.53b)

Vkβ (Ra,Rb) ≡ 〈k| Ĥ ′
1 [Ra,Rb] |β (Ra,Rb)〉 = V ∗

βk (Ra,Rb) ; (3.53c)

(iii) the hopping matrix element between the two localized states

Vαβ (Ra,Rb) ≡ 〈α (Ra)| Ĥ ′
1 [Ra,Rb] |β (Ra,Rb)〉 = V ∗

βα (Ra,Rb) ; (3.53d)

(iv) the intraband scattering term

Vkk′ (Ra,Rb) ≡ 〈k| Ĥ ′
1 [Ra,Rb] |k′〉 . (3.53e)

Finally, we neglect the effect of the ion on the energy of the metal states to obtain

H′
1 [Ra,Rb] = H′

0 [Ra,Rb] + Vh [Ra,Rb] +
∑

k,k′

Vkk′ (Ra,Rb) c
†
kck′, (3.54a)

in which the unperturbed system is now described by the Hamiltonian

H′
0 [Ra,Rb] = εα (Ra) c

†
α (Ra) cα (Ra) +

∑

k

εkc
†
kck (3.54b)

+εβ (Ra,Rb) c
†
β (Ra,Rb) cβ (Ra,Rb) (3.54c)

and the hopping potential becomes

Vh [Ra,Rb] =
∑

k

[

Vαk (Ra) c
†
α (Ra) ck + hc

]

(3.54d)

+
∑

k

[

Vβk (Ra,Rb) c
†
β (Ra,Rb) ck + hc

]

(3.54e)

+
[

Vαβ (Ra,Rb) c
†
α (Ra) cβ (Ra,Rb) + hc

]

. (3.54f)
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If we neglect the coupling of the atomic and quasimolecular states, the Hamiltonian (3.54a)

reduces to the Hamiltonian (2.117).

3.2 Hamiltonian for one and two-electron processes.

One-electron processes leading to positive ionization of a moving particle in front of

a metal surface have been described by a local Hamiltonian Ĥ1 (R) with coordinate

representation

〈r| Ĥ1 (R) |r′〉 = δ (r − r′)H1(∇, r;R), H1(∇, r;R) =
−∇2

2
+ Ve (r;R) (3.55)

where the potential function (3.2) is involved. In dealing with two-electron processes,

we need to consider the conjugate operators, namely (r̂, p̂) and (r̂′, p̂′), for the electrons.

Thus, the unperturbed, two-electron Hamiltonian is defined by the operator Ĥ11 [R] with

coordinate representation

H11 (∇, r,∇′, r′;R) = H1(∇, r;R) +H1(∇
′, r′;R), (3.56)

while the total Hamiltonian reads

Ĥ2 [R] = Ĥ11 [R] + V̂sc(|r − r′|).

Here, the electron-electron potential operator V̂sc(|̂r − r̂′|) takes into account the screen-

ing of the other electrons in the medium.

3.2.1 Electron screening.

There are several shapes for screened potential. Indeed, in an interacting system the

Coulombic interaction introduces correlations between the electrons that cannot be easily

treated. To get around this difficulty, one considers a fictitious system of independent

particles moving in an average potential, such as (3.2). We will study the response of

all the other electrons of the system to the perturbing potential Vsc(|r − r′|), generated
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by the interaction of two electrons. Following the treatment of [9, 38], we can define the

unperturbed charge density

δn0 (r,t) =

∫

d3r′χ0 (r, r′, t)Vsc(r
′, t), (3.57)

where χ0 (r, r′, t) is the indipendent particle response. In the random phase approxima-

tion we can write Vsc(r, t) as the sum of two terms, the first is the response of the system

and the second one is the pure Coulomb potential

Vsc(r, t) = Vsy(r, t) + Vel(r, t), (3.58)

where Vel(r, t) satisfies the Poisson’s equation

−∇2Vel(r, t) = −4πδn0 (r,t) (3.59)

and Vsy(r, t) satisfies

δn (r,t) =

∫

d3r′χ (r, r′, t)Vsy(r
′, t), (3.60)

in which δn (r,t) is the induced charge density. Thus,

Vsc(r, t) = Vsy(r, t) −
∫

d3r′
δn0 (r,t)

|r − r′| . (3.61)

Approximating the induced density of the interacting system with δn0 (r,t) and using

Eqs. (3.60), (3.57) and (3.61), we obtain the response function

χ (r, r′, t) = χ0 (r, r′, t) +

∫

d3r′
∫

d3r′′χ0 (r, r′, t)
χ (r′′, r′, t)

|r′−r′′| , (3.62)

which accounts selfconsistently for the screening of the many electron system [67]. A

simpler treatment is provided by the Yukawa potential function

Vsc(|r − r′|) =
e−µ|r−r′|

|r− r′| (3.63)
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where the effect of the screening is contained in the phenomenological parameter µ that

can be interprted as the inverse screening length of the electron gas [68]. In what follows

a specific model for the electron-electron interaction is not required, however, in chapter

4, we shall limit our study to projectile/target combinations where the screened potential

can be approximated to the form (3.63)

3.2.2 Second quantized two-electron potential: collective

excitations

Now we can calculate the second quantized Hamiltonian H2, which describes two body

Coulomb interactions. It is obtained, in the second quantization formalism, considering

as starting point the tensor product

|Ψ [R]〉 |Ψ [R]〉 =

[

∑

k

|k〉 ck + |α (R)〉 cα (R)

]

⊗
[

∑

k′

|k′〉 ck′ + |α (R)〉 cα (R)

]

=(3.64)

=
∑

k

[|k〉 |α (R)〉 − |α (R)〉 |k〉] ckcα (R) +
∑

k,k′

|k〉 |k′〉 ckck′. (3.65)

The general expression for the two-body Hamiltonian is [67],

H2 (R) =
1

2

〈

Ψ† [R]
∣

∣

〈

Ψ† [R]
∣

∣ V̂sc (|r − r′|) |Ψ [R]〉 |Ψ [R]〉 (3.66)

=
1

2

∫

d3r

∫

d3r′Ψ† (r,R) Ψ† (r′,R) V̂sc (|r − r′|)Ψ (r′,R)Ψ (r,R)(3.67)

From the former two equations, we obtain

H2 (R) = Vau (R) + Vie (R) + Vfe (R) , (3.68)

where each potential correspond to a different phisical process. Specifically,

Vau (R) =
∑

k,k′,k′′

[

V αk′′

kk′ (R) c†α (R) c†kck′ck′′ + hc

]

(3.69a)

denotes the usual Auger potential of matrix element

V αk′′

kk′ (R) =
〈

k|
〈

α(R)|V̂sc(|r − r′|)|k”
〉

|k′
〉

. (3.69b)
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It contains three fermion operators which refer to electrons of the valence band and a

fermion operator related to the atomic state. Two electrons are destroyed in the states

|k′〉 and |k′′〉, while two electrons are created; one of these is the neutralizing electron, in

the atomic state |α(R)〉, and the other is the excited electron, in a state |k〉. The usual

electron-electron interaction in the metal [67] is contained in

Vie (R) =
1

2

∑

k,k′,k′′,k′′′

V kk′′′

k′k′′ (R) c†kc
†
k′ck′′ck′′′ (3.69c)

where

V k′k′′

kk′′′ (R) =
〈

k|
〈

k′|V̂sc(|r − r′|)|k′′
〉

|k′′′
〉

. (3.69d)

This potential, containing fermion operators acting on the valence band states, may

be responsible collective excitations, such as surface or bulk plasmons. The last term

in (3.68),

Vfe (R) =
∑

k,k′

V α
kk′ (R) c†kck′c†α (R) ca (R) (3.69e)

is a new interaction, of matrix element

V α
kk′ (R) = 〈k| 〈α(R)|vsc(|r− r′|)|α(R)〉 |k′〉 , (3.69f)

that derives naturally from the representation of the Hamiltonian into the basis {ck, cα (R)}.
It describes the sudden change of charge due to neutralization of the incident ion and

injection of a band hole. It is a collective excitation of the metal target, known as Fermi

Edge singularity, due to the singular behavior of electrons at the Fermi level. It has

the same structure of the MND potential, where c†αcα is the number operator of the

core hole [78, 79]. The Fock space is, therefore, partitioned into two subspaces: on the

one hand, many electron states with the ion state empty are still constructed by anti-

symmetrizing the unperturbed set {〈r|k〉}; on the other hand, many electron states with

the ion state occupied need to be calculated from the set {〈r|kα (R)〉}, in which each
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〈r|kα (R)〉 diagonalizes the unperturbed metal Hamiltonian 3.11 plus the edge potential

∫

d3r′Vsc(|r − r′|) |〈α (R) |r′〉|2 . (3.70)

It turns out that the final states of Auger neutralization are not orthogonal with the

initial states. The sudden change of charge of the projectile, as a consequence of Auger

neutralization, leads to a rearrangement (many body shake-up) of the ground state

of conduction electrons on a long time scale, causing a permanent deformation in the

conduction band; this final state effect parallels the creation of a core-hole absorption of

a soft x-ray photon and reflects in the broadening of the distributions of ejected electrons

with kinetic energy E, for a given incident ion velocity. Indeed some experiments [12]

on the Ar+/Al system have shown that the behavior of the kinetic energy distribution

of ejected electrons is characterized by exponential tails. This means that the spectra

do not follow a strict Lorentzian broadening trend, as discussed in § 2.1.5.

3.2.3 Total Hamiltonian

From eqs. (3.51a) and (3.68), we can introduce a universal Hamiltonian that describes

either resonant or non resonant charge transfer processes, in the ion-surgace interaction,

and accounts for many-body electron excitations:

H (R) = H1 (R) + H2 (R) (3.71)

= H0 (R) + Vh (R) + Vau (R) + Vie (R) + Vfe (R) . (3.72)

This operators generalizes previous formulations [69] and will be used in the applications

proposed in the following chapter.

3.3 Parametric time-dependence

So far, we have seen that the Hamiltonian operators depend parametrically on the posi-

tions of the moving atomic particles interacting with the surface. In the case of a single
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atom scattering from a metal surface, a description of the trajectory followed by the

projectile is a crucial point for a quantitative analysis of the electron transfer processes.

The simplest possibility is to assume that the impinging particle reflectes elastically from

the sample; then the position vector R, in (3.71), takes the parametric time dependence

R = v‖ t+ (Zt − v⊥ |t|)uz, (3.73)

in which v‖ is the parallel component, and v⊥ the perpendicular component, of the

impact projectile velocity, and Zt is an ideal distance where the ion is reflected. Indeed,

Molecular Dynamics (MD) simulations seem to confirm such an assumption, at least

for incident ion energies larger than ∼ 50 eV.. For example, MD was used by Sroubek

in some works, where he treated Na+ ions scattered from a Cu(100) surface [?]. From

Fig. ?? we can see that trajectories are well approximated by a linear law.

Figure 3.7: 50 eV Na+ scattering from Cu(100), with θι = 30◦ and θf = 35◦, with respect
to the surface normal. The final kinetic energy of Na along the surface normal is
Ekf = 15 eV [?].
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In secondary atomic emission, the problem of finding reasonable analytical trajectories

for emitted atoms is rather cumbersome. It can be shown [70, 57, 12] that, under some

crude assumptions on the collision dynamics, the motion of sputtered atoms outside the

surface region is nearly rectilinear. In particular, for a diatomic system, such as the one

described by the Hamiltonian (3.54a), the following approximation can be made: (i) The

two atoms are initially placed outside the collision cascade area; (ii) Their interaction is

given by a Morse potential; (iii) All interactions with other surface atoms are neglected.

The resulting classical problems gives an analytical time dependece for Ra and Rb, being

such that Ra follows the law of a uniform rectilinear motion at distances from the surface

larger that ∼ 5 au..

To confirm such qualitative predictions, we have tested different type of numerical tra-

jectories calculated from MD simulations on two-dimensional clusters of Silver and Gold

atoms, containing about 250 particles. We thus considered two-(100) surfaces covering

the region (−60 to 60) au, along the surface plane, and (−60, 0) au along the surface

perpendicular direction. We used both 1 − 15 keV Ar and 1 − 15 keV Cs projectiles,

at 0◦ incident angles from the surface normal. The interaction potential between two

target particles is given the form of the many body tight binding potential of ref. [71],

while the projectile target interaction is modelled by a Moliere function [72]. Indeed,

sputtering simulations typically employ composite potentials. These consist of a repul-

sive short-range screened Coulomb potential which is splined to an attractive potential

at internuclear separations somewhat below the first neighbor distance.

The tight-binding potentials, used to describe the interaction of two target atoms, is

based on an effective pair potential Vij(rij) acting between two atoms i and j. In

ref. [71], this potential has the form

Vij(rij) = 2Uij(rij) −
φ (rij)

G
+

[φ (rij)]
2

4G3
, r < r0 (3.74)

= 0, r > r0 (3.75)
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where: (i) Uij(rij) is the repulsive pair potential

Uij(rij) = A exp

[

−p
(

−1 +
r

R0

)]

, (3.76)

depending on the equilibrium distance R0; (ii) φ (rij) represents the cohesive band energy

term:

φ (rij) = B2 exp

[

−2q

(

−1 +
r

R0

)]

.

Other parameters, i.e., G, A, B, p, q and r0, are also tabulated in ref. [71] for a variety of

crystal planes. The Moliere potential [72], is obtained from the pair potential function

Wi(r), acting between a target atom i and the projectile, at distance r:

Wi(r) =
A

r

[

0.35e−
0.3r
B + 0.55e−

1.2r
B + 0.1e−

6r
B

]

, r < ra (3.77)

= C0 + C1r + C2r
2 + C3r

3, ra ≤ r < rb

= D
[

e−2β(r−rc) − 2e−β(r−rc)
]

, rb ≤ r < rc

= 0, r > rc.

All the parameters in this equation can be found in ref. [72] for some projectile target

combinations.

Fig. 3.8 shows a simulation on the Cs/Au(100) system, computed with the Verlet al-

gorithm [73] and implemented on Mathematica5.2 [74], using a time step of ∼ 1 au.

Particles emitted from Au(100) clusters, bombarded with 2 keV Cs projectiles, mainly

come out as monomers and dimers outside the collision cascade area. In either cases,

when the ejected atoms are at distances of about 5 − 10 au from the surface, their in-

teractions with other surface atoms are negligible. Furthermore, the binding energy in

a dimer is small compared to its center of mass kinetic energy, at interatomic distances

larger than ∼ 6−7 au. Indeed the kinematic model predicted nearly straight trajectories

for a-atoms. These considerations let us assume that a and b atoms still possess strong

electronic interactions when their binding forces tend to 0, moving with approximately

constant velocities from the instant t = 0, when both particles are outside the image

plane (3.8b).
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Figure 3.8: (a)-(c): MD simulation of 2 k eV Cs projectiles incident at 30◦ from the perpen-
dicular direction of a two-dimensional FCC Au(100) cluster. The trajectories of
some of these atoms are drawn in the plot. (d): time laws, Za (t) and Zb (t) of
two possible candidates for a and b atoms.
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Chapter 4
Applications and results.

In the first part of this chapter we are going to obtain the kinetic energy distribution of

emitted electrons due to Auger neutralization of Ar+ ions on an Al (111) surface, and

we will parallel it with previous results and with the experimental spectrum. In the

second part of the chapter we are going to calculate the ionization probability for the

orthonormalized affinity states in the resonant charge transfer induced by sputtering.

We will use two techniques for achieve our goal: the spectral method and the wave

packet method.

4.1 Fermi’s golden rule formulation.

We can write the Auger Hamiltonian of Eq. (3.26) in a more compact form:

H(R) = Heg (R) + Vh (R) + Vau (R) + Vfe (R) (4.1)

The unperturbed exactly solvable part of the Hamiltonian is Hr (R) = Heg (R) +

Vfe (R) , which contains the electron gas and the Fermi Edge. It follows that shake-
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up electrons are approximately generated by the contact perturbation

V̄ a
kk′ (t) =











V a
kf

(t) , if |εk − εk′ | 6 ε0 (v⊥)

0, otherwise

, (4.2)

where ε0 (v⊥) is a cut-off parameter, that depends on the projectile perpendicular ve-

locity [12], and V a
kf

(t) denotes the average coupling of two metal states at the Fermi

surface

V a
kf

(t) =

∫

d2Ωk

4π

∫

d2Ωk′

4π
〈kfΩk| va

fe
(r,t) |kfΩk′〉 . (4.3)

We have seen that this introduces a partition of the Fock space in two subspaces. In fact

many electron states with the ion state empty are still constructed by antisimmetrizing

the unperturbed set {〈r|k〉} . On the other hand many electron states with the ion state

occupied need to be calculated from the eigenfunctions {〈r|ka (R)〉} of the final state

Hamiltonian ĥ′
m
(z) = ĥm(z) + v̂fe (r,R) , with the same spectrum of the unperturbed

operator ĥm(z). The local potential activated by neutralization reads

vfe (r,R) = 〈a [Z (t)]| v̂sc (|r − r′|) |a [Z (t)]〉 (4.4)

and we have seen that this is the matter why the final states of Auger Neutralization are

not orthogonal because the sudden switching modifies significantly the final state of the

metal band. Vfe (R) effect is dominant at the edge of AN, when both electrons of the

initial state that participate to the process lie close to the Fermi energy. We wrote in the

previous chapter that the trajectory followed by projectile is handled classically, thus

the dynamic of the system is parametrically time dependent. In the simplest case, the

ion can be assumed to reflect elastically from a plane at distance zim from surface of the

target, moving along a straight line R = R (t) of incident velocity v =
(

v‖, v⊥

)

, parallel

component R‖ (t) = v‖t and perpendicular component Z (t) = v⊥ |t| + Z0. Since com-

plete knowledge of the eigenfunctions of both ĥm(z) and ĥ′
m
(z) is available, we work in

the interaction picture spanned by H′
r
[R (t)] and treat the Auger potential Vau (R) as a

small perturbation, as in Eq. (3.10). The key quantity in our study is the transition rate
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1

τ
(εk,v) , from the unperturbed ground state of the conduction band |0〉N , composed of

N band electrons with the ion state empty, to all possible excited states |f [εk,R (t)]〉N ,
with N − 2 electrons below the Fermi energy, the ion state occupied and an excited

electron with energy εk > εf. The initial state is the ground state of Heg [R (t)], with

eigenenergy E0 =
∑

k εkΘ (εk − εf); each final state diagonalizes Hr [R (t)] with eigenen-

ergy Ef [R (t)] . By Fermi’s golden rule we have

1

τ
(εk,v) = 2π

∫ ∞

−∞

dt
∑

f

ei
∫ t

0 dt′{Ef [R(t′)]−E0} |Vf0 (t)|2 , (4.5)

where Vf0 (t) is the element matrix Vf0 (t) =N 〈f [εk,R (t)]| Vau [R (t)] |0〉N . Golden rule

is a result of time depending perturbation theory at first order in the interaction po-

tential. The potential Vfe modifies significantly the many electron states of the metal

when the atomic state is occupied, while it acts as a weak perturbation on single-particle

states, due to the operator ĉ†a (R) ĉa (R) contained in it. The Fermi edge singularity is

very important to explain the trend of tails in experimental electron energy distribution

above the magic energy. It is convenient evaluating the Fermi edge singularity at the edge

of AN, where both the electrons participating to the process lie next to Fermi energy.

The matter is that in this case both the atomic and the excited electron are negligibly

perturbed by the one-electron potential of Eq. (4.4), because their energy relative to the

Fermi energy are large on the eV scale. So we can approximate the final state as

|f [εk,R (t)]〉N ≈ c†kc
†
a [R (t)] |f [R (t)]〉N−2 , (4.6)

where |f [R (t)]〉N−2 is an exact state of the metal, with time-indipendent energy Ef ,

that involves the N − 2 band electron that do not participate to AN. If we replace

Eq. (4.6) in Eq. (4.5), and approximating the energy of the band holes created by AN

to εf we have

1

τa
(εk,v) = 2 × 2πρ (εk)

∫

d2Ωk

∑

k′,k′′

∫ ∞

−∞

dt
∣

∣

∣
V ak′′

kk′ [R (t)]
∣

∣

∣

2

Fa (t,v) ei
∫ t

0
dt′[εk+εa[R(t′)]−ε

k′′−ε
k′ ],

(4.7)
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where the factor 2 takes into account spin multiplicity; ρ (εk) is the density of the final

states available to excited electrons; d2Ωk is the element of solid angle in the direction

of the excited electron; Fa (t,v) =N−2 〈0| ca [R (0)]U (v;0, t) c†a [R (t)] |0〉N−2 is the inner

product between the initial and final states of the N − 2 metal electrons that do not

participate to AN and it is responsible of nonorthogonality between their initial and

final states, and of broadening of tails above the magic energy; U (v;0, t) is the time-

development operator for the singular potential Vfe in the interaction picture spanned

by the free electron gas Hamiltonian. Transition rate in Eq. (4.7) is proportional to the

distribution of electrons excited at energy εk above the Fermi level by the incident ion.

We express Eq. (4.7) in the reference frame moving with the constant parallel velocity

of the projectile

1

τa

(εk,v) = 2 × 2πρ (εk)

∫

d2Ωk

∑

k′,k′′

∫ ∞

−∞

dt
∣

∣

∣
V ak′′

kk′ (t)
∣

∣

∣

2

Fa (t, v⊥) ei
∫ t

0
dt′[εk+εa(t′)−ε

k′′−ε
k′−q·v‖],

(4.8)

where q = k − k′ − k′′ labels the momentum exchanged in a single excitation process

and the factor e−iq·v‖accounts for the shift of the Fermi surface in the moving frame. In

the exponential of Eq. (4.8) is also included the energy shift of the atomic level. We have

to consider now broadening not included in the golden rule’s formulation, first of all the

finite lifetime of initial and final states. Then we have to consider broadening due to the

electron-phonon interaction at room temperature. We introduce the probability that the

ion ground state survives neutralization due to both Auger and resonant transitions

Pa (t, v⊥) = e
−

∫ t

−∞

dt′{[wa(t′)+2∆a(t′)]}

, (4.9)

where

wa (t) = 4π
∑

k,k′,k′′

∣

∣

∣
V ak′′

kk′ (t)
∣

∣

∣

2

δ (εa (t) + εk − εk′ − εk′′) (4.10)
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is the total AN transition rate [8, 34, 35] and

∆a (t) =
∑

k

|Vak (t)|2 δ [εk − εa (t)] (4.11)

is the virtual width of the atomic state due to Hopping (tunnelling) processes [13, ?].

We take an exponential law, e−Γ0|t|, with average lifetime Γ0 for the probability that the

band holes created by AN survive recombination [8]. It does not depend nor by holes

states or by ion trajectory. We model the electron-phonon interaction by a Gaussian

function, e−σ2
pht2/2, of width σph [81]. With these prescriptions we can write

Ni (k,v) = N0ρ (εk)
∑

k′,k′′

∫ ∞

−∞

dt
∣

∣

∣
V ak′′

kk′ (t)
∣

∣

∣

2

(4.12)

×Fa (t, v⊥)Pa (t, v⊥) e−Γ0te−
σ2

ph

2
t2

×ei
∫ t

0
dt′[εk+εa(t′)−ε

k′−ε
k′′−q·v‖],

where N0 is the normalization factor. Thanks to Eq. (4.12), we can write the internal

spectrum as the convolution integral

Ni (k,v) =

∫ ∞

−∞

dεN0
i

(εk − ε,k,v)B (ε, v⊥) (4.13)

of a pure spectrum, N0
i

(ε,k,v) , and a broadening function, B (ε, v⊥) . The pure spec-

trum is the number of excited electrons, per unit of time, by a projectile with constant

ionization energy ε0
a = εa (Z0) in the Fermi golden rule approximation:

N0
i

(ε,k,v) = N0ρ (εk)
∑

k′,k′′

∫ ∞

−∞

dt
∣

∣

∣
V ak′′

kk′ (t)
∣

∣

∣

2

ei(εk+ε0
a−ε

k′−ε
k′′−q·v‖). (4.14)

Indeed, in the simplest approximation the time dependence of the matrix element V ak′′

kk′ (t)

is modelled by an exponential function independent on electron momenta, that is V ak′′

kk′ (t) =

V ak′′

kk′ (0) e−
λav⊥|t|

2 and the effect of the parallel projectile is neglected. This gives rise just

to Hagstrum’s self-convolution model [8] where N0
i

(ε,k,v) results from the convolution

of a pure spectrum with a Lorentzian of broadening λav⊥ scaling linearly with the ion

perpendicular velocity.
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The broadening function

B (εk, v⊥) =

∫ ∞

−∞

dteiεktPa (t, v⊥) ei
∫ t

0
dt′[εa[Z(t′)]−ε0

a]e−Γ0|t|e
−

σ2
ph

t2

2 Fa (t, v⊥) (4.15)

mainly describes those many body effects that are outside the golden rule identified

by Hagstrum [8, ?], plus the effect of many body shake-up. The broadening function

is shifted by the variation of the ion energy, with the change of the projectile-target

distance. Fa (t, v⊥) is given the form of the Mahan-Nozieres-De Dominicis function:

Fa (t, v⊥) = [1 + iε0 (v⊥) t]−α(v⊥) . (4.16)

Its Fourier transform defines the distribution of shake-up electrons

F̃a (ε, v⊥) =
Θ (ε)

Γ [α (v⊥)]

1

ε

(

ε

ε0 (v⊥)

)α(v⊥)

e
− ε

ε0(v⊥) , (4.17)

with Θ (ε) the step function and Γ [α (v⊥)] the Euler Gamma function. Eqs. (4.16) and

(4.17) depend on two parameters: ε0 (v⊥) is the width of the distribution, corresponding

to the energy range where the sudden perturbation, activated by projectile neutral-

ization, is non vanishing; α (v⊥) is a singularity index that, in the MND formulation,

depends on the phase-shifts of the (static) core-hole potential, activated by the X-ray

field, at the Fermi surface of the target [78, 79]. We deal with a time-dependent shake-up

potential in this work, so we need the Fourier transform of the instantaneous phase shift

Φ (v⊥, ε) of the average coefficient V a
kf

(t) [46]. Eqs. (4.14) and (4.15) turn the calcula-

tion of Ni into a formidable problem that depends either on the choice of a basis for

the ion/metal system or on the model used to simulate the screened electron-electron

interaction. We want to calculate N (E,v), the distribution of electrons ejected from

the target with a kinetic energy E, following Auger Neutralization of the projectile with

impact velocity
(

v‖, v‖
)

. To do this we need, a part the internal distribution, the trans-

mission function P (E,Ωk) too. It represents the probability that an excited electron

with kinetic energy E and wavevector k, of solid angle Ωk, escapes the metal barrier. In
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this approach we refer to the quantum-mechanical derivation of [36], yielding to

P (E,Ωk) =
pz

kz
|T (kz, pz)|2 . (4.18)

P (E,Ωk) depends on the surface perpendicular wavevectors of the electron far inside the

metal, k =
√

2 (E + ξ), and far outside the metal, p =
√

2E; moreover it depends on the

transmission coefficient of the metal wavefunctions 〈r|k〉 at the image plane, T (kz, pz) .

It is calculated numerically. The kinetic energy distribution of ejected electrons is

N (E,v) =

∫

d2ΩkP (E,Ωk)Ni (k,v) . (4.19)

In previous works [12], the angular dependence of the electron escape probability was ne-

glected, so the internal distribution was first resolved in angle, N̄i (E,v) =
∫

d2ΩkNi (E,Ωk,v) ,

and then multiplied by the transmission function, to obtain the distribution of electrons

excited to a state of kinetic energy E

N̄ (E,v) = T (E) N̄i (E,v) , (4.20)

where T (E) =
E

E + ξ
is the well known spherical surface transmission function.

4.2 Experimental distribution.

Experimental distributions we have analyzed in the study of Auger Neutralization refer

to electrons emitted by a polycristalline target of Al (111) , bombarded by Ar+ ions. The

ions were produced in an electron bombardment source operated at low electron energies

(30 eV) to prevent significant contamination of the ion beam with doubly charged ions.

The incident beam energy ranges from 130 to 430 eV. The high purity polycrystalline

Al surfaces were sputter cleaned by 4 keV Ar+ ions at 12◦ glancing incidence. The

experiment was conducted in UHV atmosphere. The surface of the samples were normal

to the axis of the spectrometer and at 12◦ with respect to the ion beam direction. The
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spectrometer was operated at a constant pass energy of 50 eV and with a resolution

of 0.2 eV. The spectra were acquired with the sample biased at −2.5 eV to separate

the contribution of electrons emitted directly from the sample (and accordingly shifted

to higher energies) from a spurious peak of low energy electrons, mainly arising from

the grounded entrance grid of the analyzer, that tails exponentially and can be easily

subtracted.

In Fig. (4.1), we show experimental spectra of electrons ejected from Al by 130−430 eV

Ar+ ions. We can see the characteristic features of AN spectra [5, 8, 4]: constant areas,

total electron emission yields and a magic energy. At emission energies larger than the

5.3 eV magic value, each spectrum follows an exponential trend. This behavior cannot be

ascribed to electrons ejected by kinetic energy transfer from the projectile, since previous

measurements, of 1 keV Ar+ impact on Al surfaces at varying incident angle [76], have

shown that their contribution does not affect significantly the high energy broadening of

the electron spectra. Furthermore the exponential tailing can be explained just in terms

of Fermi edge singularity.

4.3 Results compared with experimental spectra and

with other models.

In the previous chapter we were arrived at the calculation of the Auger matrix elements.

The next step consists in the calculation of the pure spectrum N0
i

(ε,k,v) through a

Monte-Carlo integration over k′ and k′′. Using Eqs. (4.19) and (4.14) we obtained the

final spectrum N (E,v) , using a FFT (Fast Fourie Transformation) algorithm. Then we

introduce the distribution of electrons excited to a state |k〉 of energy εk, in the Fermi

golden rule approximation, neglecting the momentum dependence of the static matrix

element of Auger potential V ak′′

kk′ (0) = V a
0 . This distribution is obtained according to

previous works, and it is already integrated in the solid angle

N̄0
i

(εk,v) =

∫

d2ΩkN
0
i

(εk,k,v) . (4.21)
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Figure 4.1: a) Kinetic energy distributions of electrons ejected from Al by 130−430 eV Ar+

ions. b) logarithmic scale for the same distribution.

This quantity we allows to visualize the broadening due to the long-time exponential

decay of V ak′′

kk′ (t) by comparison with the pure spectrum, analytically derived from
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Hagstrum’s self-convolution model. We report in Fig. (??) the two curves calculated

from Eqs. (4.19) (labelled with I in the picture) and (4.21) (labelled with III), where we

display the curve N̄0
i

(εk,v) obtained for Jellium too (labelled with II) [12].

Figure 4.2: a) Energy distribution of electrons excited from Al (111) by 130 eVAr+ ions at an
incidence angle of 78◦. The spectrum calculated from Eq. (4.19) is compared with
the Jellium calculation of Ref. [] and the pure spectrum of Ref. []; b) broadening
function of Eq. () for the models I and II of panel a). Two perpendicular velocities,
v⊥ = 0.2 × 10−2 au and v⊥ = 1.1 × 10−2 au, are used.
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First of all we obtain the differences between the pseudopotential calculations used in

this thesis (I) and the Jellium prescription (II [12]) of Al. The distribution II has a

larger broadening to higher energy than the distribution I, because of the different de-

caying rates of corresponding metal wavefunctions within the surface regions, in the

corresponding models. This reflects in the calculation of the energy shift and the ion

survival probability, which affect the shape of the broadening function of Eq. (4.15), as

reported in Fig. (4.2,b)). You can note an important difference in the trend of tails

for the three curves in Fig. (4.2,a)). In Fig. (??) we show the theoretical distributions
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N (E,v) in comparison with the distributions acquired from Al by (130 − 430) eV Ar+

ions [12].

Figure 4.3: Fig. 3. Kinetic energy distributions of electrons ejected from Al by 130 and
430 eV Ar+ ions, with an incident angle of 78◦ relative to the surface normal.
Comparison is made with the theoretical distributions obtained from Eqs. (4.19),
Jellium of Ref. [] and calculations of Ref. [].

(a) (b)

10-1

10-2

10-3

N

ε0(eV) α ε0(eV) α
I

II

III

I

II

III

0.95   0.12

0.90   0.09

1.11   0.22

1.50    0.16

1.25    0.15

1.43    0.25

78 0

430 eV
130 eV 
780

2 4 6 8
0

0.1

0.2

0 0
E (eV)

2 4 6 8 2 4 6 8

I

II

III

Eq. (4.19)

Jellium

Hagstrum

Ar Al
+

(c) (d)N

2 4 6 8

130 eV 
780

78 0

430 eV
I

II

III

In models I and II, the parameters of the broadening function of shake-up electrons,

Eq. (4.16) were adjusted to experiments. All other parameters were fixed, since for σph

we used the same value of X-ray studies on Al at room temperature, σph ∼ 0.1 eV [81];

Γ0 is set to 0.01 eV, [8, 12]. As for the model III of self-convolution, we obtain the
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average rate of electron decay outside the solid, fitting to experiments: λa = 1 au.It

is interesting to note the excellent agreement of curves with experimental data. Even

for model III there is a good experimental agreement, but in this case the number of

parameters fitted has been increased with respect to models I and II.Furthermore, the

projectile parallel velocities take values in the range v‖ = 0.01−0.02 au, while the Fermi

velocity of Al (111) is vf = 0.91 au. This means that the shift of the Fermi surface with

v‖ is small. In either model, the optimized values for α and ε0 increase with increasing

the projectile perpendicular velocity, which clearly manifests the non negligible effect of

shake-up electrons in AN. As a further evidence, we report in Fig. (4.4) the theoretical

distributions calculated for an incidence energy of 1 keV, and incidence angles in the

range 00−700, in comparison with the experiments of [11]. The latter show a low energy

peak due to kinetic electron emission, that is empirically fitted out with a Gaussian

function. The effect of the parallel component of the impact velocity is still of second-

order, since v‖ takes values in the range 0 − 0.03 au. Even if the results are more

qualitative, owing to the absence of a reliable model to reproduce the raising front of

the signals, we continue to observe an increase of the parameters of Fa (t, v⊥). More

importantly, the tail of the distributions clearly show a non Lorenzian behavior with a

superimposed Gaussian trend due to the decreased resolution of the analyzer.

The behavior of the best fitted values of α and ε0 vs v⊥ is reported in Fig. 5, for all the

experimental distributions of [11, 12]. The singularity index takes values in the range

∼ 0.1− 0.3, typical of x-ray studies on metal samples [81], and increases with increasing

v⊥. In fact, owing to the small perturbation, the instantaneous phase-shift of the contact

potential can be approximated to V a
kf

(t), which decreases exponentially, in the long time

limit, with a rate proportional to v⊥. It follows that Φ(v⊥, ε) depends on ε with a

nearly Lorenzian structure. Its broadening increases with increasing v⊥, together with

Φ(v⊥, εf). The other parameter, ε0 (v⊥), enters the exponential part of F̃a(v⊥, ε). Its

increase, with increasing v⊥, is clearly observed in the increase of the exponential tailing

of the experimental kinetic energy distributions. We believe that this is a consequence

of the increase of the efficiency of the singular response of the metal band to the sudden

neutralization, as attested by the increase of the neutralization rates.
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Figure 4.4: Kinetic energy distributions of electrons ejected from Al by 1 keV Ar+-ions, with
an incident angle of 700, 500, 200 and 00, relative to the surface normal. Com-
parison is made with the theoretical distributions obtained from Eqs. (4.13) and
(4.19). The low energy peak, due to KEE, is empirically fitted with a Gaussian
function.
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4.4 Resonant charge transfer: spectral method.

Now we are going to speak about applications and results for negative resonant charge

transfer. In the previous chapter we have introduced the atomic energies εa (t) and εb (t)
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with their shifts, Eqs. (3.86) and (3.87); the Hopping potentials V̂ak (t) and V̂bk (t) ,

Eqs. (3.89) and (3.90). Know we introduce interatomic charge exchanges allowed by

V̂ab (t) = −Iσab (t) + 〈a (t)| v̂i
s
(r̂,Ra (t) ,Rb (t)) |b (t)〉 + 〈a (t)| v̂a(|̂r − Ra (t)|) |b (t)〉 .

(4.22)

A measure of the energy exchanges brought by V̂ak (t) and V̂bk (t) , at any band energy

εk = ε, is given by the instantaneous broadenings ∆a(b) (ε, t)

∆a(b) (ε, t) = π
∑

k

∣

∣

∣
V̂a(b)k (t)

∣

∣

∣

2

δ (ε− εk) (4.23)

of the state |a (b) (t)〉 .

The renormalized energy of the orthogonalized state |β (t)〉 reads

εβ (t) = ε0β (t) + εm (t) . (4.24)

ε0
β (t) is the molecular energy

Kβ(t)2ε0
β (t) = εβ (t) − 2σab (t) V̂ab (t) + σab (t)2 εa (t) , (4.25)

and εm (t) encloses the effect of metal states

Kβ(t)2εm (t) =
∑

k

{

|σkb (t)|2 εk + 2 Re
[

σba (t) V̂ak (t) σkb (t) − V̂bk (t) σkb (t)
]}

.

(4.26)

ε0
β (t) takes values outside the Fermi surface, at short times, t . 30 fs, and it tends

quite rapidly to εb (t) , as the interatomic distance increases. εm (t) has an oscillating

behavior after ejection and it damps to zero in the time scale of the motion of the

substrate atom. As a result, εβ (t) is initially promoted to positive values, above the

vacuum level. At 10 . t . 30 fs, it crosses εf, facing the occupied band states. At

t & 30 fs, it crosses εa (t) and goes below the bottom of the conduction band, reaching
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asymptotically the unperturbed value −I, as fast as εb (t) . Even at short times, at

t ≈ 20 fs, the ionization channel |a (t)〉 → |β (t)〉 → |k〉 is at least competitive with the

direct Hopping |a (t)〉 → |k〉 .

With these ingredients, and keeping in mind chapter 2, we calculate the negative ioniza-

tion probability, R−(t), of a-atoms, i.e., the probability that affinity state |a(t)〉, initially

empty at t = t0, is occupied when the secondary ion lies at large distances from the

surface- Za(t) ≫ zim- and its charge state is detected. The instant t = 0, corresponds to

the time when both particles are outside the image plane and move with approximately

constant velocity. Then, the problem is analytically continued to negative times, through

Gellmann and Low’s adiabatic theorem Ref. [59], assuming ĥeff(t < 0) = ĥeff(0),

|a(b)(t < 0)〉 = |a(b)(0)〉. Previous derivations [56, 17, 57, 58, 46, 50] have shown

that R−(t) may be written as the weighted sum

R−(t) =
∑

k

|G+
ak(t, t0)|2 n(εk, t0) (4.27)

of the probability amplitudes, G+
ak(t, t0) = −i 〈a(t)| û(t, t0) |k〉, that an electron, in the

state |k〉, will eventually be captured by the emitted atom, by the Fermi-Dirac occupa-

tion numbers n(εk, t0) = Θ(εf − εk), at the time t, when Za (t) ≫ zim. By definition,

G+
ak(t, t0) is a retarded Green’s function and û(t, t0) the time-development operator for

the evolution spanned by ĥ(t). Complementarily, G+
βk(t, t0) denotes the probability am-

plitude for electron transfer to the orthonormalized molecular state. We introduce the

retarded Green’s functions







G+
αk(t, t0)

G+
βk(t, t0)






= −i







〈α(t)|

〈β(t)|






û(t, t0)|k〉θ(t− t0), (4.28)

and

G+
k′k(t, t0) = −i 〈k′| û(t, t0) |k〉 θ(t− t0), (4.29)
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where the initial condition û(t, t0) = 1 impliesG+
αk(t0, t0) = G+

βk(t0, t0) = 0 andG+
k′k(t0, t0) =

−i δk′k. The Schrödinger equation for the time development operator, and the expansion

of û(t, t0)|k〉 into {|α(t)〉, |β(t)〉, |k′〉}ε
k′≤0, yields

[i ∂t −Hqm(t)]







Gαk(t, t0)

Gβk(t, t0)






=
∑

k′







Vαk′(t)

Vβk′(t)






Gk′k(t, t0), (4.30)

and

[i ∂t − εk′ ]Gk′k(t, t0) = Vk′α(t)Gαk(t, t0) + Vk′β(t)Gβk(t, t0), (4.31)

where

Hqm(t) =







εα(t) Vαβ(t)

Vβα(t) εβ(t)






(4.32)

is the QM Hamiltonian and the adiabatic derivatives 〈α(t)|∂t|β(t)〉 are neglected, to-

gether with the coupling between different band states. Hqm has the (real) matrix

elements of ĥ (t) into the states |α(t)〉 and |β(t)〉. Its diagonal components, εα (t) and

εβ (t), are the instantaneous energies of the orthonormalized affinity states. Eq. (4.31)

is eliminated using the semiclassical approximation [Shao], that, in the present context,

can be formulated as

∑

k′

∫ t

t0

dt′







Vαk′(t)

Vβk′(t)






e−iε

k′ (t−t′)Vk′α(β)(t
′)Gα(β)k(t′, t0) (4.33)

≈
∑

k′

∫ t

t0

dt′







Vαk′(t)

Vβk′(t)






ei
∫ t

t′ dτ [εα(β)(τ)−ε
k′ ]Vk′α(β)(t

′)Gα(β)k(t, t0),
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so that

[

i∂t −H ′
qm

(t)
]







Gαk(t, t0)

Gβk(t, t0)






= −ie−iεk(t−t0)







Vαk(t)

Vβk(t)






(4.34)

Here, the time evolution is governed by the (non Hermitian) dissipative Hamiltonian

H ′
qm

(t) = Hqm(t) + Σqm(t), in which

Σqm(t) = −i
∑

k

∫ t

t0

dt′







Vαk(t)

Vβk(t)






⊗







ei
∫ t

t′ dτ [εα(τ)−εk]Vαk(t
′)

ei
∫ t

t′
dτ [εβ(τ)−εk]Vβk(t

′)






(4.35)

behaves as a damping potential, ⊗ denoting the tensor product of two column vectors.

This dissipative term is the complex self-energy matrix. Vα(β)k (t) = 〈α (β) (t)|ĥ(t)|k〉 are

the coupling integrals of discrete and continuous states. It should be noted that the inter-

action with a state |k〉 has the form of an external perturbation. Thus, the calculation of

Gαk(t, t0), tending asymptotically to Gak(t, t0), and Gβk(t, t0) reduces to the solution of a

(dissipative) 2-level system [56, 17, 57, 58]. The matrix elements appearing in Eq. (4.34)

evolve over two different time scales, related to the different motions of a and b atoms.

This is shown, for example, in the study of the renormalized energies of the orthonormal-

ized affinity states, reported in Figs. (4.6)a and b for Ag−/Ag(100) and Au−/Au(100),

respectively. Indeed, ε′α(t) = Re[H ′
qm

(t)]αα and ε′β(t) = Re[H ′
qm

(t)]ββ, the effective ener-

gies, are corrected by the effect real part of the self energy matrix (4.35) inducing short

time oscillations, which are more clearly observed in Fig. (4.6)b, where QM interaction

are stronger. ∆α(β)(t) = −Im[Σqm(t)]αα(ββ) are the broadenings of the orthonormal-

ized QM states, coupled by the off-diagonal terms V ′
αβ(βα)(t) = Vαβ(t) + [Σqm(t)]αβ(βα).

In general, ε′α(t) changes faster than ε′β(t), although both terms are slow on the fem-

tosecond scale of the electronic transitions, which justifies the use of the semiclassical

approximation. At short times after the instant of ejection, ε′α(t) is shifted negatively,

with respect to its unperturbed value, due to the dominant effect of the electron-surface

interaction (v̂s), while ε′β(t) is promoted above the vacuum level, since the substrate

atom is initially closer to the image plane where the leading effect is due to the image

99



1

1.4

1.8

2.2

0 5 10 15 20 25 30

0.1

0.2

0.3

(x 10
-3 au)

ε
0
(e

V
)

α

Figure 4.6: Instantaneous energies (ε±) and broadenings (∆±) of the bonding and anti-
bonding orbitals of the QM, made of a- and b-atoms, with the parameters of
Ag−/Ag(100) and Au−/Au(100). In panel (a), (b), the renormalized affinity en-
ergies (ε′α and ε′β) are reported for comparison. In panel (b), the unrenormalized
atomic energy εα is also shown to visualize the effect of the shift induced by the
self-energy matrix (4.35).

potential (∆v̂qm). At larger times, ε′α(t) tends to the unperturbed affinity energy as fast

as 1/Za(t), while ε′β(t) behave as 1/Zb(t). ε
′
β(t) crosses ε′α(t) and reaches a minimum,

because of the competing action of the repulsive (∆v̂qm(t)) and attractive (v̂s(t)+ v̂qm(t))

components of v̂eff(t). ∆α(t) and ∆β(t) drop off to zero, with an oscillating exponential

behavior, at t & 10 fs and t & 100 fs, respectively; the monotonic behavior of ε′α(t)

reflects in the maximum of |∆α(t)|, occurring at t ≤ 0, when the a-atom is closer to

the surface, while |∆β(t)| is maximum at the time when ε′β(t) is minimum and closer

to the Fermi surface. V ′
αβ(t) and Vβα(t), have similar trends, taking absolute values of

the order of ∼ 1 eV at t . 50 fs that tend to zero exponentially, at larger times with

an intermediate time-scale between the motions of a and b atoms. Level crossing allows

resonant charge transfer processes between |α (t)〉 and |β (t)〉, coupled by the off diagonal

terms [H ′
qm

(t)]αβ and [H ′
qm

(t)]βα.

A closer insight into quasi-molecular correlations is gained by considering the instanta-

neous spectrum of H ′
qm

(t), yielding the eigenvalues ε± (t) − i∆± (t). The corresponding

eigenstates, namely | + (t)〉 and | − (t)〉, are the antibonding and bonding states of the

QM, obtained from linear combinations of |α(t)〉 and |β(t)〉. Their energies, ε± (t), and

their virtual broadenings, ∆± (t), are shown in Fig. (4.6): we see that ε+ (t) tends to

ε′α (t), while ε− (t) tends to ε′β (t), in the long time limit (Figs. (4.6)a and b); thus, an
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electron captured in the antibonding state will be detected in a-atom. In addition, the

bonding orbital is further shifted towards εf, compared to ε′α (t) and ε′β (t), which en-

hances the probability for electron capture to the QM. From this perspective, Eq. (4.34)

establishes electron transfer dynamics based on two mechanisms: one is direct tunnelling

from each band state to the ejected atom and the other an indirect, two-step process,

with an intermediate transition through the molecular level ε− (t).

Another crucial aspect concerns the evolution of the broadenings of the QM orbitals,

shown in Figs. (4.6)c and d; both ∆+ (t) and ∆− (t) drop off to zero with an oscil-

lating exponential behavior, which is not surprising since the adiabatic energies of the

orthonormalized affinity states take values in the projected band gap during the whole

process. It follows that their adiabatic broadenings are virtually zero so that the phase

factors exp
{

i
∫ t

t′
dτ [εα(β)(τ ) − εk]

}

, within the t′-integral in Eq. (4.35), induce oscilla-

tions in Σqm(t). On the other hand, the exponential decrease is related to the hop-

ping terms Vαk (t) and Vβk (t). The sign of ∆± (t) modulates electron transfer pro-

cesses to the state | ± (t)〉, whose occupation probability contains the exponential factor

exp
[

−
∫ t
dτ∆± (τ )

]

.

A numerical solution for Eq. (4.34), at positive times, requires a model to estimate the

electronic distribution of the metal band at the instant of ejection (t = 0). Recalling that

the final charge fraction of the localized levels is independent on their initial occupancy

in the remote past [46], we continue the problem analytically to negative times with

Gellmann and Low’s adiabatic prescriptions [59]:

ĥ(t ≤ 0) = p̂2/2 + v̂(0)e0
+t. (4.36)

In this case, both Gαk(0, t0) and Gβk(0, t0) can be calculated exactly, because their

evolution from the remote past is stationary. In addition, the one-electron potential

is switched off at t = t0, implying G+
αk(t0, t0) = G+

βk(t0, t0) = 0. Then, the analytical
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solution of Eq. (4.34) at t ≤ 0 reads







Gαk(0, t0)

Gβk(0, t0)






= −ieit0εk

T ′
k

|T ′
k|







Vαk(0)

Vβk(0)






, (4.37)

in which

T ′
k =







εk − ε′β(0) V ′
αβ(0)

V ′
αβ(0) εk − ε′α(0)






(4.38)

is a transfer Hamiltonian from the state |k〉 to the affinity states. Finally, Eq. (4.37) can

be used as initial condition to solve numerically Eq. (4.34), for each k and t > 0, yielding

Gαk(t, t0) and Gβk(t, t0). This allows to calculated the negative ionization probability

of the state |α (t)〉, via Eq. (4.27). Complementary, we also calculated the negative

ionization probability of the state |β (t)〉, denoted R
′

− (t), by replacement of Gαk(t, t0)

with Gβk(t, t0) in Eq. (4.27).

Fig. (4.7) shows the negative ionization probabilities, R−(t) and R′
− (t), for the or-

thonormalized affinity states. We observe there exists a time tf such that both R− (t)

and R′
− (t) are independent on time, for t > tf, whereas they depend on the kinetic

energies of a- and b-atoms. tf increases with decreasing Ea, taking typical values in

the range 10 − 200 fs at Ea = 10 − 300 eV. A signature of charge exchanges between

|α (t)〉 and |β (t)〉 is given by the oscillating behavior of R− (t) and R′
− (t), occurring for

typical times of the order of 102 fs, for kinetic energies Ea . 15 eV and Eb . 1 eV. The

transition |k〉 → |β(t)〉 is more efficient than |k〉 → |a(t)〉, implying that the indirect

hopping mechanism |k〉 → |β(t)〉 → |α(t)〉 plays a significant role in the dynamics of the

system for large time intervals, of the order ∼ 102 fs.

This conclusion is in agreement with the calculations of Fig. (4.8) where particles with

emission energies below 30 eV have average lifetimes larger than ∼ 100 fs. In this

figure we report the probability 〈R− (t)〉, obtained as the average ionization probability

of a-atoms for a Gaussian distribution of b-atoms, with mean energy Eb and standard

deviation σb. Plots of 〈R− (tf)〉 vs ya, the inverse velocity of the emitted atom, are
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Figure 4.7: Ionization probabilities R− (t) and R′
− (t) for the orthonormalized affinity states,

with the parameters of Ag−/Ag(100) and Au−/Au(100) systems (Fig. 3).
〈R− (t)〉 is obtained by averaging R− (t) over a gaussian distribution of b-particles
with mean energy Eb and standard deviation σb.

compared with the experimentally derived distributions of Ag− and Au− ions sputtered

from their elemental surfaces [49]. Eb is adjusted to the data, taking values in the range

1 − 7 eV, in both Ag−/Ag(100) and Au−/Au(100) systems. Fig. (4.8) shows a good

agreement with data, correctly reproducing the increase in the negative ion population

with increasing ya, above ∼ 10−6 s/cm. This is explained, in the present context, with the

enhancement of the probability for indirect transfers with decreasing Ea, corresponding

to a longer duration of quasi molecular interactions. Conversely, the direct resonant

mechanism decreases almost exponentially with increasing ya [13, 46, 50].

4.5 Resonant charge transfer: wave packet propagation

method.

In this section we present an alternative method to calculate the quantity G+
αk(t, t0):

we have used a split operator approximation [?] for the time-development operator

and a Crank–Nicholson wave-packet propagation (WPP) scheme [?] to determine the

evolution- backwards in time- of the affinity orbital of the negative ion. The latter is
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Figure 4.8: Theoretical ionization probability of negative ions for the Ag−/Ag(100) and
Au−/Au(100) systems, obtained as in Fig. (4.6). Experiments are taken from
Ref. [?]

isolated at distances of the order of ∼ 50 − 100 au from the surface, so that the initial

wavefunction, is set to 〈r|α (t)〉 at a large time t on the time-scale of the motion of the

a-atom. From the spectral method [18] we have seen there exists an instant of time tf

such that the negative ionization probability is constant, Fig. (4.7). We introduce now

the density probability Pa(εk, t)

Pa(εk, t) = ρ (εk)

∫

d2Ωk|G+
αk(t,−∞)|2 (4.39)

that an electron in a metal state of energy εk will occupy the affinity state of the a-

atom at the time t, being such that R− (t) =
∫ εf dεkPa(εk, t). In Eq. (4.39), ρ (εk) is

the unperturbed density of conduction states with Fermi energy εf. In Fig. (??) we

show Pa(εk, t) calculated with the spectral method of [18], using the parameters of

Au−/Au(100).

The initial distribution Pa(εk, 0), at the time of ejection, is derived from the analytical

evolution of a stationary problem from the remote past. We verified that at times larger

than tf ∼ 700 fs, corresponding to an atom-surface separation of 50 au, Pa(εk, t) remains

approximately constant, with R− (tf) = 0.159 in agreement with the experiments of ??.
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This demonstrates that the ejected atom is unperturbed at t ≥ tf, when |a(t)〉, is nearly

a stationary state for the system. Then,

|ψa (t, tf)〉 = û(t, tf)|a (tf)〉 (4.40)

(b)
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determines the nonstationary evolution of the atomic state, from the (final) instant tf to a

time t < tf through the time evolution operator û(t, tf) ; its representation, in the basis of

coordinates, yields the atomic electron wavefunction, ψa (r; t, tf) = 〈r|ψa (t, tf)〉, whose

superposition with a metal wavefunctions, 〈r|k〉, coincides with the retarded Green’s

function

G+
ak(t, tf) = −i

∫

d3r ψ∗
a (r; t, tf) 〈r|k〉 , (4.41)

or the probability amplitude that a band electron, in the state |k〉 at the time t, will be

transferred to the a-atom. It follows that the negative ionization probability approxi-

mates to

R−(t) ≈
∑

k

n(εk, 0) |G+
ak(0, tf)|2, (4.42)

where

n(εk, 0) =
∑

k′

|G+
kk′(0, t0)|2 n(εk′ , t0) (4.43)

denotes the occupation number of a band level at the instant of ejection. It is obtained

from the analytical solution of Eq. (4.34)

G+
kk′(0, t0) = −ieit0εk

{

δkk′ +
Tkk′ (0)

εk − εk′ + i 0+

}

(4.44)

and

Tkk′ (0) =

(

Vαk(0) Vβk(0)

)

H ′
k′

|H ′
k′|







Vαk′(0)

Vβk′(0)






(4.45)

represents the T -matrix for electron-hole excitations produced by the hopping potentials.
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Following the approach of [43], the function

fa (r, t) = xψa (x, z; t, tf) , (4.46)

with x =
√
r‖, is obtained on a grid, in cylindric coordinates,

(

r‖, φ, z
)

, which includes

50 atomic layers of bulk and extends to z = 100 on the vacuum side. This represents

well the important surface and bulk properties along the z direction. The grid extends

from x = 0 to x = 10 in the parallel direction to surface. Grid spacings ∆z = 0.2 and

∆x = 0.02 were found to be adequate. It should be noted that Eq. (4.46) is independent

on the azimuthal angle because the initial wavefunction has the s-symmetry and the

one-electron potential v̂s is invariant under spatial rotations over the z−axis.

tf is chosen in order to have Za (tf) ≈ 50 au, yielding tf ≈ 150 − 1000 fs for Ea ≈
10−100 eV. The time interval [0, tf] is discretized into time steps δt = 2 au, corresponding

to instants tn = tf−n δt. The usual composition rule û(tn, tf) =
∏n

m=1 û(tm, tm−1) allows

to apply the split propagation algorithm [84]

û(tm, tm−1) ≈ e
− i

2

∫ tm
tm−1

dτ v′
eff

(̂r,τ)
e−i δt T̂xe−i δtT̂ze

− i
2

∫ tm
tm−1

dτ v′
eff

(̂r,τ)
(4.47)

Here, v′
eff

includes the local part of Eq. (3.67), regularized in the atomic components,

plus an imaginary optical potential, centered at the instantaneous position of the a-atom,

that quenches all possible reflections at the grid boundaries; the kinetic energy operator

is written in cylindrical coordinates with parallel component

〈r| T̂x = − 1

2
√
r‖

∂

∂r‖

(

r‖
∂

∂r‖

)

1
√
r‖

〈r| , (4.48)

since the initial wavefunction has the symmetry of s-orbitals and orthogonal component

〈r| T̂z = −∂2/ (∂z)2 〈r| . (4.49)
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Both T̂x and T̂z are discretized over the grid

xp = p∆x, zm = m∆z, (4.50)

with 1 ≤ p ≤ 500, and −700 ≤ z ≤ 700 au, using a three-point differentiation formula,

and the Crank–Nicholson algorithm is applied via diagonalization of a tridiagonal matrix

in order to obtain fa (r, t), at every time step [43]. We have calculated the spatial

probability density

pa

(

r‖, z, t
)

=

∫

dφ
∣

∣〈r‖, φ, z|ψa (t, tf)〉
∣

∣

2
(4.51)

for the ejected atomic electron in the case of Au−/Au (100) and Ag−/Ag (100) systems.

In Figs. (4.10) and (4.11) we show spatial probability densities obtained for Au and Ag.
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Figure 4.10: Spatial probability density (4.51) for Au−/Au (100). The contour lines are cal-
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From the knowledge of fa (r, t), the retarded Green’s function (4.41) can be determined

at every time step by the following relation, numerically calculated

G+
ak(t, tf) = −2πi

∫

dz 〈z|k⊥〉
∫ ∞

0

dr‖ f
∗
a (r, t) J0(k‖r‖), (4.52)

in which J0 labels the Bessel function and k⊥ (k‖) the parallel/perpendicular components

of the electron wave-vector relative to the surface. This quantity allows to compare

the WPP and the spectral decomposition methods via the probability density P 0
a (εk)

that a band electron occupying the unperturbed solid at the instant of ejection will be
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transferred to the state |a (t = tf)〉

P 0
a (εk) = ρ (εk)

∫

d2Ωk|G+
αk(0, tf)|2. (4.53)

In Fig. (4.12) we show that both approaches yield a similar trend for P 0
a (εk), at least

in the case Au−/Au (100) and Ag−/Ag (100). Thus, they can be used independently or

comparatively in future applications to other double ion-surface systems.
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Figure 4.12: The tunnelling probability density (4.53) is calculated for Ag−/Ag (100) and
Au−/Au(100) either with the WPP or with the spectral method.
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Chapter 5
Conclusions.

The thesis has covered the problem of electronic processes induced by slow ion-surface

interaction. There are several motivations which induced us to develop the topic of non

adiabatic excitations induced in a many electronic system, perturbed by a semiclassical

probe. First of all, ion spectroscopy is a unique tool to probe the electronic structure of

the first layers of the target. We can obtain information on ionization/neutralization of

projectiles, the mechanisms of electron and photon emission, and the characteristics of

sputtered particles from the solid. Besides, the developing of ion spectroscopy is attrac-

tive from a practical point of view. In general, the interaction of an ion impinging on

a target material presents a highly dynamic many-body problem that should take into

account the trajectory followed by the projectile, the geometric structure of the target

material, the (multi-)electron exchange between target and projectile as well as the ac-

companying excitation of both collision partners. At present, most models handle the

trajectories followed by the projectile classically while they combine both classical and

quantum mechanical concepts in the treatment of the electronic ion-target system. The

classical treatments of ion trajectories make extensive use of Molecular Dynamics codes.

The electronic ion-target system is mostly treated in terms of a model Hamiltonian for-

malizing the interaction between the discrete electronic projectile levels and the valence

bands of the material. Electron transfer occurs usually either by one electron processes,

such as in resonant electron tunneling, or by two electron Auger-type processes, such as

Auger neutralization or Resonant neutralization followed by Auger De-excitations.
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In this work, particular attention was paid to Auger neutralization of the projectile and

the kinetic energy distributions of emitted electrons due to ion neutralization. Moreover,

resonant charge neutralization due to sputtering was treated.

For Auger Neutralization the starting point is the Hagstrum model. His goal consisted

in obtaining the kinetic distribution of emitted electrons, rather than obtaining the

transition rate from calculations of matrix elements. The kinetic energy distribution

of emitted electrons, in this model, is given by the convolution of three functions: the

inner spectrum of excited electrons, the probability that the ion is neutralized at a

given distance from surface and the function probability that an electron can leave

surface. This scheme is still valid now, in new models; just the shapes of these functions

vary. A typical experimental characteristic of Auger spectra is the asymmetric shape

of kinetic energy distribution of emitted electrons: there is a broadening of tails at

high energies. Broadening is evident for all the possible ion-surface combinations, and

becomes more and more important at higher energies. In the theory this effect is taken

into account through a convolution of the pure spectrum with a broadening function

characterized principally by a lorentzian trend. Considering as starting point Hagstrum

model’s, Monreal and Apel were able to explain an important feature of experimental

spectra: the existence of a magic energy, i.e. there exists an energy for which the spectra

of a given ion/surface system intersect in spite of variation of kinetic energy of projectile.

However the effect of broadening in tails, could not be explained considering the classical

broadening causes, such as the finite lifetime of the initial and final states, the electron-

phonon interaction at room temperature, etc. The exponential trend of spectra after

the magic point can be explained just if we consider many body shake-up.

In this thesis we obtained the kinetic distribution of emitted electrons starting from the

Fermi’s golden rule, proportional to the transition rate. We have proposed a general-

ized time dependent Anderson-Newns Hamiltonian. The total Hamiltonian is written in

second quantization, and we calculated numerically matrix elements through algorithm

implemented by the software Mathemetica [74]. From this calculation, naturally derives

the new interaction term of many body shake-up. It is a form of collective response of

the metal target due to the abrupt change of charge of the projectile during neutral-

ization. It causes permanent deformations in the conduction band, because the final
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states of electrons which do not participate to Auger neutralization are not orthogonal

to the initial states. This final-state effect is similar to the sudden creation of a core

hole, by absorption of a soft X-ray photon. Many body shake-up was first observed

in experiments of Ar+ impact on A/l surfaces, in the exponential tailing of the kinetic

energy distributions of ejected electrons. We have applied the formalism developed in

the thesis to the Ar+/Al(111) system at varying projectile kinetic energies and incident

angles. We used a semiempirical one electron potential to describe both the plane metal

surface, of defined symmetry, and the impinging ion, together with its image charge,

while in other works Jellium model was used for surface. In addition, we assume the

electron–electron interaction to be of the Yukawa form. We discussed the variation of

the broadening parameters with the projectile perpendicular velocity and show excellent

agreement between theory and experiments.

We are developing models to improve the understanding of sub-threshold, kinetic electron

emission processes from bombarded metal surfaces. We also intend to extend modeling

of many body shake up in Auger processes to other projectile target combinations.

Our future research activity will be more devoted to the study of ion induced electron

excitations in nanostructured materials. In particular, we intend to study many body

effects in Auger core-valence-valence processes. The idea is to combine our Knowledge in

Auger electron emission from solids with some peculiarities of the response of the band

structure of nanostructured materials to a sudden perturbation.

Electron transfer and excitations phenomena in secondary atomic emission from ion-

bombarded solids are subjects of continuous interest and debate. The lack of information

on the physical and chemical environment within the surface region of target materials

reflects in the unclear understanding of the underlying mechanisms responsible for sec-

ondary ion formation and escape. Among them, there is the problem of positive and

negative ionization of secondary atoms sputtered from solid surfaces. In recent years,

considerable progress has been achieved in the theoretical description of resonant electron

exchanges between an atomic particle and a crystal surface, for which non-perturbation

methods have been developed and applied. Some experimental and theoretical stud-

ies have tried to identify the main ionization/neutralization mechanisms active during

ejection. One of these, predominating at higher emission energies (& 100 eV) is well
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explained by resonant electron tunneling between the ejected particle and the target.

Another one was observed at lower emission energies (. 40 eV) and described with a

model accounting for quasi molecular correlations between the secondary emitted and

their nearest-neighbor substrate atoms, put in motion by the collision cascade, during

ejection. In the thesis we considered resonant ionization of negatively charged, single-

valence ions sputtered off (100)-metal surfaces. We treated the problem through two

methods: the spectral method and the wave packet propagation one. In the first case

we used the formalism of the generalized time dependent Anderson-Newns Hamiltonian,

already applied to AN of Ar+ on Al surface. We have provided an application to the

Ag−/Ag(100) and Au−/Au(100)-systems. Surface effects were considered in the form of

transient QM correlations in the diatomic systems formed between secondary emitted

atoms and their nearest-neighbor substrate atoms both ejected in the collision cascade.

We have formulated the electron problem in terms of two, spatially-correlated discrete

states interacting with a continuous of metal states, reducing the calculation of the ion-

ization probability to the numerical solution of a matrix equation. We used a pseudo-

potential to describe surface, the same used for AN, which takes into account the effect

of a projected band gap in the metal band structure. Besides, we modeled the motion of

ejected atoms with simple analytical trajectories. We developed a theory depending on

some free parameters, related to the trajectories of the di-atomic system, whose numer-

ical solution produced excellent agreement with a series of experiments. Results suggest

that the final ionization probability is weakly influenced either by the band structure of

the material or by many body correlations in sputtered atomic species, while it depends

on the width of the projected band gap. Another significant question relates to the

analytical continuation to negative times used as a mathematical tool to determine the

initial distribution of metal electrons. Different models for such a distribution change

the calculation of the Hamiltonian at short times when the emitted atom is close to the

surface. Thus, a more realistic model is certainly needed to better estimate the initial

shifts and the broadenings of the two level system. Recently, particular attention has

been devoted to the space-time evolution of the atomic wave-function of the secondary

emitted particles. It has been presented a WPP study of the evolution of the affinity

orbital of a secondary ion, ejected from a sputtered metal surface in presence of another

114



surface ion. The great advantage in using WPP consists in explicitly time-dependent

Hamiltonians and emission of particles in the continuum. We have focussed on the in-

fluence of quasi molecular correlations on the spatial probability density of the ejected

atomic electron. We have observed that a sort of transient covalent bonding is formed

during ejection, between the two atomic particles. The latter has a long duration- on the

femtosecond scale, even at relatively high emission energies, of the order of 100 eV. We

have compared the WPP approach with the spectral decomposition method, specifically

examining the Au−/Au(100) and Ag−/Ag(100) systems. It is the first time that the

WPP was applied to these systems. From a preliminary analysis, we have found a good

agreements between the two methods, although, further investigations will be devoted to

this last topic. We intend to include molecular dynamics calculations for the trajectories

of both projectiles and sputtered atomic species into the generalized Anderson-Newns

Hamiltonian. Particular attention will be devoted to recent experiments of low energy

Na bombardment of clean Cu surfaces, that have shown different charge transfer rates

for different projectile trajectories.
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