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Introduction

As a consequence of the large diffusion of the telecommunication systems,
great interest is devoted to develop an intelligent instrument able to charac-
terize the signal quality whichever digital modulation is used.

Such instrument has important role in electronic surveillance systems, in
military communications, in emitters intercepting, in signal quality assess-
ment, and in interference identification.

In that direction, the first step to be performed is the set-up of an auto-
matic modulation classifier that identifies the modulation type of the received
signal, without the preventive knowledge of some parameters.

The information furnisched by the modulation classifier concern both the
modulation schemes and the level number among:

• the amplitude modulated signals:
– M-ary Quadrature Amplitude Modulation (M-QAM),
– M-ary Amplitude Shift Keying (M-ASK),

• the angle modulated signals:
– M-ary Phase Shift Keying (M-PSK),
– M-ary Frequency Shift Keying (M-FSK).

After the identification of the modulation type, the successive step is to
estimate all the parameters characterizing the modulation. Indeed, these pa-
rameters are used for signal demodulation, signal decoding and signal quality
assessment.

The methods presented in literature for measurement all parameters of the
digital modulated signal are not able to work by using only the information
arising from the classifier. Moreover, each of these methods are able to work
on one modulation scheme at time, only.

In this scenario the measurement method able to operate with only the in-
formation furnished by the modulation classifier on all the modulation schemes
is of fundamental importance.
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Therefore, the idea of the unified approach for measurement on modu-
lated signals with reduced starting information is both very attractive and
promising way to address the research.

On the basis of this consideration, the research activities given in this
thesis are devoted to pointed out a method based on unified approach able to
operate on the modulation schemes:

• M-QAM,
• M-ASK,
• M-PSK,
• M-FSK.

By looking at the implementation of this measurement method on mea-
surement instrument, the following aspect are taken into account, also:

1. the needs to operate on signal affected by noise and distortion beyond the
limits of International Recommendations,

2. the design characteristic of the hardware structure.

The investigation about the first aspect addresses the interest towards the
new demodulator based on Artificial Neural Network in order to overcome the
working limits of that conventional.

The analysis of the trend of the practical realization of the hardware for
application in the field of telecommunication systems directs the interest to-
wards the architecture of the Software Radio (SR).

As a consequence, the content of the thesis is organised in three parts.
The first part, after the overview on the measurement on digital modula-

tion signal, is devoted to illustrate the unified approach for measurement on
digital modulated signals. The limits of the methods reported in literature are
made in evidence and the method based on the unified approach is described
in dept.

The unified approach permits to design specific methods to be integrated
in the modular structure of the automatic classifier presented in [1] in order
to performe the measurement of:

• the carrier frequency,
• the carrier phase offset,
• the phase noise,
• the amplitude noise,
• the symbol timing,

for a number of single carrier digital modulations.
In particular, the carrier frequency parameter evaluation uses the mean

value of the instantaneous frequencies as an incorrect evaluation of the car-
rier frequency. In order to determine the error of the estimation two different
procedures are pointed out. The former is used in the case of the M-FSK mod-
ulation, the latter in the case of M-ASK, M-PSK and M-QAM modulations,
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according to their different characteristic properties. For M-FSK modulation,
in the histogram the M central frequencies are selected. For M-ASK, M-PSK
and M-QAM the corrective factor is evaluated by the trend of the straight line
obtained with an elaboration of the base-band signal. The result of numerical
and experimental tests confirm the robustness of the method.

For the phase offset parameter estimation the grid G is created on the basis
of the theoretical constellation to be examined. The grid is rotated and the
number of the points included into the grid is evaluated. The rotation angle,
corresponding to the maximum number of the points in the grid proximity, is
the phase offset.

The amplitude and phase noise parameter estimation method, is based on
the creation of the Virtual Symbol (VS) from the knowledge of the theoretical
modulation scheme of the input signal. The amplitude and the phase noise are
estimated with the excursion of the module and the phase of the VS respect
to the theoretical point, respectively.

The last parameter estimated is the symbol time. To perform this measure
the input signal is demodulated using a very short symbol timing that is the
measurement unit. After this operation, the consecutive repetition length is
determined and the histogram of this length is computed. The maximum value
of the occurrences permits to select the length of the symbol time respect to
the measurement unit taken into account.

The second part of the thesis is devoted to the design and test of an
innovative demodulator for digital modulated signal. In fact, for the param-
eters measurement on telecommunication signal, the demodulation process is
important step. If the input signal is affected by high level of noise and distor-
tion, it’s possible that the traditional demodulators don’t recognize the real
information transmitted. This error decreases the accuracy of the measure.

To overcome this problem is introduced the use of the Artificial Neu-
ral Networks (ANN) . They can be used to efficiently process the input sig-
nals affected by high level of both noise and distortion that characterize the
telecommunication networks. In particular, the analysis and the developing
of a demodulator for UMTS signal based on ANNs is the topic of the sixth
chapter.

In the third part of the thesis the analysis of the hardware structure able
to implement the proposed method is given. Particular interest is devoted
to the SR hardware architecture. The benefits of this approach consist in
using single general-purpose platform to perform different functions by simply
running different programs. This permits to obtain an architecture with both
flexibility and adaptability characteristics that can efficiently implement the
method pointed out for the characterization of digital modulated signals.

In the SR architecture the acquisition component plays a fundamental role.
Different structure can be used, with different performances. In the thesis is
shown as the Σ∆ converter is the Analogue to Digital Converter that permit
to have a light hardware structure with the best performances of the method.
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1

Different characteristics of the digital
modulated signals for telecommunication

Communication systems are designed to transmit information [2] and they
may be described by the block diagram shown in Fig. 1.1. Three main sub-
systems can be highlighted: the transmitter, the channel and the receiver. A
digital information source produce a finite set of possible messages, there are
a finite number of characters that can be emitted by this source. The message
could be an audio, a video signal, or an image signal acquired. Into a digital
communication system the message produced by the source is converted into
a binary value. The bits number in the binary representation is chosen to
reduce the redundancies, and the process that convert the message into the
binary sequence is the source coder.

The channel coder introduce redundancies in the binary sequence. In fact,
it is possible that noise and impulsive interferences can modify the transmitted
signal, and errors are present in the received signal. The redundancies permit
at the receiver to detect and to correct the error in the signal acquired.

Fig. 1.1. Transmission and reception system
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The sequence binary characters is transmitted by the channel, that can
be a wireless channel or a wired channel. So it is necessary to convert this
sequence into a waveform that the channel is capable to transmit. The device
that implement this operation is the digital modulator. A simple digital mod-
ulator links to a 0 binary value a waveform s1(t) , and to a 1 binary value the
waveform s2(t), so every bit of the sequence can be transmitted.

For the receiver, the digital demodulator processes the received waveform,
with the deteriorations of the channel, and estimate the coded symbol in every
waveform. For example, if a binary modulation is used, the demodulator have
to process the waveform received and choose if the bit transmitted is 0 or 1.

The channel decoder, process the demodulated sequence, and determine if
the received code is correct. This block try to detect and to correct the errors
in the demodulation operator.

The source decoder delete the redundancy introduced by the source coder.

1.1 Digital modulations

The move to digital modulation provides more information capacity, compati-
bility with digital data services, higher data security, better quality communi-
cation, and quicker system availability. Developers of communications systems
face these constraints:

• available bandwidth
• permissible power
• inherent system noise level

Over the past few years a major transition has occurred from simple analog
Amplitude Modulation (AM) and Frequency/Phase Modulation (FM/PM) to
new digital modulation techniques. Examples of digital modulation include:

• Phase Shift Keying (PSK);
• Amplitude Shift Keying (ASK);
• Frequency Shift Keying (FSK);
• Minimum Shift Keying (MSK);
• Quadrature Amplitude Modulation (QAM);

Fundamental layer is constituted by the multiplexing. Two principal types
of multiplexing (or ”multiple access”) are Time Division Multiple Access
(TDMA) and Code Division Multiple Access (CDMA). These are two dif-
ferent ways to separate a signal from one another.

An ideal channel permits to the receiver to obtain the same signal trans-
mitted [3]. The transmission channel can be modelled with a system that
introduce, on the signal, three kinds of distortion: attenuation, delay, noise.

The attenuation is a energy loss into the signal propagation from the source
to the destination. The value of energy loss is a function of the frequency.
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The delay distortion in a waveform consisting of two or more wave com-
ponents at different frequencies, distortion caused by the difference in arrival
times of the frequency components at the output of a transmission system.
When a bit component arrives in different time is increased the probability of
a bit wrong detection.

The noise is energy not provided by the transmitter, that is superimposed
to the signal transmitted.

1.1.1 Polar display

A simple way to view amplitude and phase of a signal is with the polar
diagram. The carrier becomes a frequency and phase reference and the signal
is interpreted relative to the carrier. The signal can be expressed in polar form
as a magnitude and a phase, like is shown in Fig.1.2. The phase is relative
to a reference signal. The magnitude is either an absolute or relative value.
Both are used in digital communication systems. Polar diagrams are the basis
of many displays used in digital communications, although it is common to
describe the signal vector by its rectangular coordinates of In-phase (I) and
Quadrature (Q).

Fig.1.3 shows different forms of modulation in polar form. Magnitude is
represented as the distance from the center and phase is represented as the
angle.

Fig. 1.2. Polar Display - Magnitude and Phase represented together

1.1.2 I/Q format

In digital communications, modulation is often expressed in terms of I and Q.
This is a rectangular representation of the polar diagram. On a polar diagram,
the I axis lies on the zero degree phase reference, and the Q axis is rotated by
90 degrees. The signal vector’s projection onto the I axis is its ”I” component
and the projection onto the Q axis is its ”Q” component, like is shown in
Fig.1.4.



4 1 Different characteristics of the digital modulated signals for telecommunication

Fig. 1.3. Polar Display - Signal changes or modifications

Fig. 1.4. IQ format

Digital modulation is easy to accomplish with I/Q modulators. Most digi-
tal modulation maps the data to a number of discrete points on the I/Q plane.
These are known as constellation points. As the signal moves from one point to
another, simultaneous amplitude and phase modulation usually results. To ac-
complish this with an amplitude modulator and a phase modulator is difficult
and complex. It is also impossible with a conventional phase modulator. The
signal may, in principle, circle the origin in one direction forever, necessitating
infinite phase shifting capability. Alternatively, simultaneous Amplitude and
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Phase Modulation is easy with an I/Q modulator. The I and Q control signals
are bounded, but infinite phase wrap is possible by properly phasing the I and
Q signals.

1.1.3 Amplitude Shift Keying

In the Amplitude Shift Keying (ASK) the modulator codes the information
into a finite amplitude set. The signal waveform can be represented as:

Sm(t) = Re
[
Amu(t)ej2πfct

]
m = 1, 2, ...,M and t ∈ [0, T b] , (1.1)

Where Am, m=1,2,...,M are the M possible amplitude of the symbols, Tb
are the symbol time and u(t) is an impulsive waveform. An example of ASK
modulated signal is shown in Fig.1.5

Fig. 1.5. 2-ASK modulation

1.1.4 Phase Shift Keying

One of the simplest forms of digital modulation is binary or Binary-Phase Shift
Keying (BPSK). On an I and Q diagram, the I state has two different values.
There are two possible locations in the state diagram, so a binary one or zero
can be sent. A M-PSK signal is generated assigning to a set of M possible
symbols one of the possible phase value θm = 2π(m− 1)/M , m=1,2,...,M. so
the waveform produced are expressed as:

Sm(t) = Re
[
Amu(t)ejθmej2πfct

]
= u(t)cos

[
2πfc +

2π
M

(m− 1)
]

m = 1, 2, ...,M and t ∈ [0, T b] , (1.2)
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An example of the constellation obtained for a 4 PSK signal is shown in
Fig.1.6 and in Fig.1.7 is shown a 2-PSK modulated signal.

A more common type of phase modulation is Quadrature Phase Shift
Keying (QPSK). It is used extensively in applications including Code Divi-
sion Multiple Access (CDMA) cellular service, wireless local loop, Iridium (a
voice/data satellite system) and Digital Video Broadcasting - Satellite (DVB-
S).

Fig. 1.6. 4-Phase Shift Keying constellation

Fig. 1.7. 2-PSK modulation

Quadrature means that the signal shifts between phase states which are
separated by 90 degrees. The signal shifts in increments of 90 degrees from
45 to 135, -45, or -135 degrees. These points are chosen as they can be easily
implemented by using an I/Q modulator. Only two I values and two Q values
are needed and this gives two bits per symbol.

1.1.5 Frequency Shift Keying

Frequency and phase modulation are closely related. A static frequency shift
of +1 Hz means that the phase is constantly advancing at the rate of 360
degrees per second (2 π rad/s), relative to the phase of the unshifted signal.
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Fig. 1.8. 2-FSK modulation

Frequency Shift Keying (FSK) is used in many applications including
cordless and paging systems. Some of the cordless systems include Digital
Enhanced Cordless Telephone (DECT) and Cordless Telephone 2 (CT2).

In FSK, the carrier frequency is changed as a function of the modulating
signal (data) being transmitted as is shown in Fig.1.8. Amplitude remains
unchanged. In binary FSK (BFSK or 2-FSK), a ”1” is represented by one
frequency and a ”0” is represented by another frequency. A M-FSK signal can
be expressed as:

Sm(t) = Re
[
Amu(t)ej∆fmtej2πfct

]
= u(t)cos

[
2π

(
fc +

2m−M − 1
2

)
t

]

m = 1, 2, ...,M and t ∈ [0, T b] , (1.3)

Where ∆f if the frequency interval between the symbols. If ∆f = 1/Tb
the FSK modulation is orthogonal [4].

1.1.6 Minimum Shift Keying

Since a frequency shift produces an advancing or retarding phase, frequency
shifts can be detected by sampling phase at each symbol period. Phase shifts
of (2N + 1)π/2 radians are easily detected with an I/Q demodulator. At
even numbered symbols, the polarity of the I channel conveys the transmitted
data, while at odd numbered symbols the polarity of the Q channel conveys
the data.

This orthogonally between I and Q simplifies detection algorithms and
hence reduces power consumption in a mobile receiver. The minimum fre-
quency shift which yields orthogonality of I and Q is that which results in a
phase shift of π/2 radians per symbol (90 degrees per symbol). FSK with
this deviation is called MSK (Minimum Shift Keying). The deviation must be
accurate in order to generate repeatable 90 degree phase shifts. MSK is used
in the GSM (Global System for Mobile Communications) cellular standard.
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A phase shift of +90 degrees represents a data bit equal to ”1”, while -90
degrees represents a ”0”. The peak-to peak frequency shift of an MSK signal
is equal to one-half of the bit rate.

FSK and MSK produce constant envelope carrier signals, which have no
amplitude variations. This is desirable characteristic for improving of the
power transmitters efficiency. Amplitude variations can exercise nonlinearities
in an amplifier’s amplitude-transfer function, generating spectral regrowth,
and components in adjacent channel power.

MSK has a narrower spectrum than wider deviation forms of FSK. The
width of the spectrum is also influenced by the waveforms causing the fre-
quency shift. If those waveforms have fast transitions or high slew rate, then
the spectrum of the transmitter will be broad. In practice, the waveforms are
filtered with a Gaussian filter, resulting in a narrow spectrum. In addition,
the Gaussian filter has no time-domain overshoot, which would broaden the
spectrum by increasing the peak deviation. MSK with a Gaussian filter is
termed GMSK (Gaussian MSK) shown in Fig.1.9 and in Fig.1.10.

Fig. 1.9. GMSK phase signal and corresponding bit input strem.

1.1.7 Quadrature Amplitude Modulation

The Quadrature Amplitude Modulation (QAM) is used in applications in-
cluding microwave digital radio, DVB-C (Digital Video Broadcasting-Cable),
and modems.

It is more efficient than BPSK, QPSK, or 8-PSK. The current practical
limits are approximately 256-QAM, though work is underway to extend the
limits to 512 or 1024 QAM. A 256-QAM system uses 16 I-values and 16 Q-
values, giving 256 possible states. However, the symbols are very close together
and are thus more subject to errors due to noise and distortion. Such a sig-
nal may have to be transmitted with extra power (to effectively spread the
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Fig. 1.10. GMSK modulated signal.

symbols out more) and this reduces power efficiency as compared to simpler
schemes. The M-QAM waveform can be expressed as:

Sm(t) = Re
[
(Amc + jAms)u(t)ej2πfct

]
=

Amcu(t)cos (2πfct)−Amsu(t)sin (2πfct) (1.4)

Sm(t) = Re
[
Vme

jθmu(t)ej2πfct
]

= Vmu(t)cos (2πfct+ θm) (1.5)

Vm =
√
A2
mc +A2

ms θm = tan−1 (Ams/Amc) t ∈ [0, T b] (1.6)

Where Amc is the amplitude of the signal for the information coded into the
cosine waveform, and Ams is the amplitude of the signal for the information
coded into the sine waveform. An example of 32-QAM constellation is shown
in Fig.1.11and in Fig.1.12 is shown a QAM modulated signal.

The 256-QAM system enables the same amount of information to be sent
as BPSK using only one eighth of the bandwidth. It is eight times more
bandwidth efficient. However, there is a trade-off. The radio becomes more
complex and it is more susceptible to errors caused by noise and distortion.
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Fig. 1.11. Constellation of 32-Quadrature Amplitude Modulation

Fig. 1.12. 16-QAM modulated signal

1.1.8 Theoretical bandwidth efficiency limits

Bandwidth efficiency describes how efficiently the allocated bandwidth is uti-
lized or the ability of a modulation scheme to accommodate data, within a
limited bandwidth. The Tab.1.1 shows the theoretical bandwidth efficiency
limits for the main modulation types. In practical, the radios require perfect
modulators, demodulators, filter, and transmission paths. If the radio had a
perfect (rectangular in the frequency domain) filter, then the occupied band-
width could be made equal to the symbol rate. Techniques for maximizing
spectral efficiency include the following:

• Relate the data rate to the frequency shift (as in GSM).
• Use premodulation filtering to reduce the occupied bandwidth. Raised

cosine filters, as used in NADC, PDC, and PHS, give the best spectral
efficiency.

• Restrict the transition types.
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Table 1.1. Theoretical bandwidth performance limit for digital modulation

Modulation format Theoretical bandwidth efficency limits

MSK 1 bit/s/Hz
BPSK 1 bit/s/Hz
QPSK 2 bit/s/Hz
8PSK 3 bit/s/Hz

16QAM 4 bit/s/Hz
32QAM 5 bit/s/Hz
64QAM 6 bit/s/Hz
256QAM 8 bit/s/Hz

1.1.9 I/Q modulation

The digital modulation schemes outlined are fundamental blocks for many
communication systems, but the new communication systems have introduced
some variation of these. There are three main variations on these basic build-
ing blocks that are used in communication systems: I/Q offset modulation,
differential modulation and constant envelope modulation.

The first variation is offset modulation. One example of this is Offset QPSK
(OQPSK). This is used in the cellular CDMA system for the reverse (mobile
to base) link.

In QPSK, the I and Q bit streams are switched at the same time. The
symbol clocks, or the I and Q digital signal clocks, are synchronized. In Offset
QPSK (OQPSK), the I and Q bit streams are offset in their relative alignment
by one bit period (one half of a symbol period). This is shown in the Fig.1.13.

Since the transitions of I and Q are offset, at any given time only one of
the two bit streams can change values. This creates a dramatically different
constellation, even though there are still just two I/Q values. This has power
efficiency advantages. In OQPSK the signal trajectories are modified by the
symbol clock offset so that the carrier amplitude does not go through or near
zero (the center of the constellation). The spectral efficiency is the same with
two I states and two Q states. The reduced amplitude variations allow a more
power-efficient, less linear RF power amplifier to be used.

The second variation is differential modulation as used in Differential
QPSK (DQPSK) and Differential 16-QAM (D16QAM). Differential means
that the information is not carried by the absolute state, it is carried by the
transitions between states. In some cases there are also restrictions on al-
lowable transitions. This occurs in π/4 DQPSK where the carrier trajectory
does not go through the origin. A DQPSK transmission system can transition
from any symbol position to any other symbol position. The π/4 DQPSK
modulation format is widely used in many applications including:

• North American Digital Cellular IS-54 (NADC) -Pacific Digital Cellular
(PDC)
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• cordless
– Personal Handyphone System (PHS)

• trunked radio
– Trans European Trunked Radio (TETRA)

Fig. 1.13. IQ offset modulation.

The π/4 DQPSK modulation format uses two QPSK constellations offset
by 45 degrees (π/4 radians) that is shown in Fig.1.14. Transitions must occur
from one constellation to the other. This guarantees that there is always a
change in phase for each symbol, making clock recovery easier. The data is
encoded in the magnitude and direction of the phase shift, not in the absolute
position on the constellation. One advantage of π/4 DQPSK is that the signal
trajectory does not pass through the origin, thus simplifying transmitter de-
sign. Another is that π/4 DQPSK, with root raised cosine filtering, has better
spectral efficiency than GMSK, the other common cellular modulation type.

The third variation is constant-envelope modulation. GSM uses a varia-
tion of constant amplitude modulation format called 0.3 GMSK . In constant-
envelope modulation the amplitude of the carrier is constant, regardless of the
variation in the modulating signal. It is a power-efficient scheme. However,
constant-envelope modulation techniques occupy a larger bandwidth than
schemes which are linear. In linear schemes, the amplitude of the transmitted
signal varies with the modulating digital signal as in BPSK or QPSK, like
is shown in Fig.1.14. MSK is a special type of FSK where the peak-to-peak
frequency deviation is equal to half of the bit rate.

Gaussion MSK (GMSK)is a derivative of MSK where the bandwidth re-
quired is further reduced by passing the modulating waveform through a
Gaussian filter. The Gaussian filter minimizes the instantaneous frequency
variations over time. GMSK is a spectrally efficient modulation scheme and is
particularly useful in mobile radio systems. It has a constant envelope, spectral
efficiency, good Bit Error Rate (BER) performance, and is self-synchronizing.
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Fig. 1.14. IQ and MSK Modulation

1.2 Filtering

Filtering allows the transmitted bandwidth to be significantly reduced without
losing the content of the digital data. This improves the spectral efficiency of
the signal. There are many different varieties of filtering. The most common
are:

• raised cosine
• square-root raised cosine
• Gaussian filters

Any fast transition in a signal, whether it be amplitude, phase, or frequency,
will require a wide occupied bandwidth. Any technique that helps to slow
down these transitions will narrow the occupied bandwidth. Filtering serves to
smooth these transitions (in I and Q). Filtering reduces interference because
it reduces the tendency of one signal or one transmitter to interfere with
another in a Frequency-Division-Multiple-Access (FDMA) system. On the
receiver end, reduced bandwidth improves sensitivity because more noise and
interference are rejected.

Of course some types of filtering cause the trajectory modification of the
signal (the path of transitions between the states) to overshoot in many cases.
This overshoot can occur in certain types of filters such as Nyquist. This
overshoot path represents carrier power and phase. For the carrier to take on
these values it requires more output power from the transmitter amplifiers. It
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requires more power than would be necessary to transmit the actual symbol
itself. Carrier power cannot be clipped or limited (to reduce or eliminate the
overshoot) without causing the spectrum to spread out again. Other tradeoffs
are that filtering makes the radios more complex and can make them larger,
especially if performed in an analog fashion. Filtering can also create Inter-
Symbol Interference (ISI). This occurs when the signal is filtered enough so
that the symbols blur together and each symbol affects those around it. This
is determined by the time domain response or impulse response of the filter.

1.2.1 Nyquist or raised cosine filter

Nyquist filters have the property that their impulse response rings at the
symbol rate. Fig.1.15 shows the impulse or time-domain response of a raised
cosine filter, one class of Nyquist filter. The filter is chosen to ring, or have
the filter impulse response cross through zero, at the symbol clock frequency.

Fig. 1.15. Inpulse responce of a Raised cosine filter

The filter time response goes through zero with a period that exactly
corresponds to the symbol spacing. Adjacent symbols do not interfere with
each other at the symbol times because the response equals zero at all symbol
times except the centre one.

Nyquist filters heavily filter the signal without blurring the symbols to-
gether at the symbol times. This is important for transmitting information
without errors caused by ISI. Note that ISI exists at all times except the sym-
bol times. Usually the filter is split, half being in the transmit path and half
in the receiver path. In this case root Nyquist filters (commonly called root
raised cosine) are used in each part, so that their combined response is that
of a Nyquist filter.
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1.2.2 Gaussian filter

In contrast, a GSM signal will have a small blurring of symbols on each of
the four states because the Gaussian filter used in GSM does not have zero
Inter-Symbol Interference. The phase states vary somewhat causing a blurring
of the symbols, as shown in Fig.1.16. Wireless system architects must decide
just how much of the ISI can be tolerated in the system and combine that with
noise and interference. Gaussian filters are used in GSM for their advantages in
carrier power, occupied bandwidth, and symbol-clock recovery. The Gaussian
filter is a Gaussian shape in both the time and frequency domain, and it does
not ring like done the raised cosine filters. Its effects in the time domain are
relatively short and each symbol interacts significantly (or causes ISI) with
only the preceding and succeeding symbols. This reduces the tendency for
particular sequences of symbols to interact which makes amplifiers easier to
build and more efficient.

Fig. 1.16. Inpulse responce of a Gaussian filter

1.2.3 Filter bandwidth parameter alpha

Alpha (α) is defined as ”excess bandwidth factor” and it indicates the amount
of occupied bandwidth that will be required in excess of the ideal occupied
bandwidth (which would be the same as the symbol rate). At the other ex-
treme, take a broader filter with an alpha of one, which is easier to implement.

The sharpness of a raised cosine filter is described by α like is shown
in Fig.1.17. Alpha gives a direct measure of the occupied bandwidth of the
system and is calculated as:

• occupied bandwidth = symbol rate X(1 + α).

If the filter had a perfect characteristic with sharp transitions and an α of
zero, the occupied bandwidth would be:
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• for α = 0, occupied bandwidth = symbol rate X (1 + 0) = symbol rate.

In a perfect world, the occupied bandwidth would be the same as the
symbol rate, but this is not practical. An α of zero is impossible to implement.

The occupied bandwidth will be:

• for α = 1, occupied bandwidth = symbol rate X (1 + 1) = 2 X symbol
rate.

Fig. 1.17. Filter bandwidth parameters α

An α of one uses twice as much bandwidth as an alpha of zero. In practice,
it is possible to implement an α below 0.2 and make good, compact, practical
radios. Typical values range from 0.35 to 0.5, though some video systems
use an α as low as 0.11. The corresponding term for a Gaussian filter is BT
(Bandwidth Time product). Occupied bandwidth cannot be stated in terms
of BT because a Gaussian filter’s frequency response does not go identically
to zero, as does a raised cosine. Common values for BT are 0.3 to 0.5.

1.3 Telecommunication signal analysis

The signal analysis is necessary for different reasons. During the project devel-
oping phase of a transmitter is necessary to follow rigours tests to determine
if the project is robustness; different tests permit to verify that the project
respect the limits imposed by the standards, and to determine the behaviour
of the systems in the presence of other sub-systems.

When a telecommunication system is in use, the signal analysis permits to
verify the presence of anomalies in the system and the causes of this anomalies.
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Indeed, in security applications the signal analysis permits to detect hack-
ers presence in the system also in the presence of legal communications. The
signal can be analysed in different domain. Every domain can make in evidence
different signal characteristics. The different domains that furnish information
about the signal are: the time domain, the frequency domain, and the mod-
ulation domain. For an accurate analysis is necessary to have an instrument
that can operate in every of the three domain.

Fig. 1.18. Typical time measure

1.3.1 Time domain

The traditional instrument used to analyse the time evaluation of an electric
signal is the oscilloscope. Another important instrument is the Vector Signal
Analyser (VSA), that translate the signal in baseband from the radio fre-
quency, and sample the IQ component. The samples are shown in different
modality (Amplitude-Time, Phase-Time, IQ-Time, IQ Polar). The analysis
in the time domain is more important for the modulation schemes based on
TDMA. For this modulation scheme are necessary measure of the shape and
of the time of a burst.

Timing measurement

Timing measurements are made most often in pulsed or burst systems. As is
shown in Fig.1.18, measurements include pulse repetition intervals, on-time,
off-time, duty cycle, and time between bit errors. Turn-on and turn-off times
also involve power measurements. Power measurements include carrier power
and associated measurements of amplifiers gain and insertion loss of filters
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and attenuators. Signals used in digital modulation are noise-like. Bandpower
(power integrated over a certain band of frequencies) or Power Spectral Den-
sity (PSD) measurements are often made. PSD measurements normalize power
to a certain bandwidth, usually 1 Hz.

1.3.2 Frequency domain

The analysis in the time domain is not sufficient to characterize a telecommu-
nication signal. In fact, is necessary to observe the spectral component. For
the frequency domain measurement can be used both the spectral analyser
and the VSA. The VSA permit to obtain the spectral measurement with the
execution of a Fast Fourier Transform (FFT). The principal parameter es-
timated from the frequency domain are: occupied band-width, and adjacent
power channel.

Frequency measurements

Frequency measurements are often more complex in digital systems since fac-
tors other than pure tones must be considered. Occupied bandwidth is an im-
portant measurement. It ensures that operators are staying within the band-
width that they have been allocated. Adjacent channel power is also used to
detect the effects one user has on other users in nearby channels.

Adjacent channel power

Adjacent channel power is a measure of interference created by one user that
effects other users in nearby channels. This test quantifies the energy of a
digitally modulated RF signal that spills from the intended communication
channel into an adjacent channel. The measurement result is the ratio (in dB)
of the power measured in the adjacent channel to the total transmitted power.
A similar measurement is alternate channel power which looks at the same
ratio two channels away from the intended communication channel.

For pulsed systems (such as TDMA), power measurements have a time
component and may have a frequency component, too. Burst power profile
(power versus time) or turn-on and turn-off times may be measured. Another
measurement is average power when the carrier is on or averaged over many
on/off cycles.

Occupied bandwidth

Occupied bandwidth (BW) is a measure of how much frequency spectrum
is covered by the signal in question. The units are in Hz, and measurement
of occupied BW generally implies a power percent age or ratio. Typically, a
portion of the total power in a signal to be measured is specified. A common
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percentage used is 99%. A measurement of power versus frequency (such as
integrated band power) is used to add up the power to reach the specified
percentage. For example, a possible definition is the ”99% of the power in this
signal is contained in a bandwidth of 30 kHz,”. Another definition is: ”The
occupied bandwidth of this signal is 30 kHz if the desired power ratio of 99%
was known”.

1.3.3 Modulation Domain

Modulation accuracy measurements involve measuring how close either the
constellation states or the signal trajectory is relative to a reference (ideal)
signal trajectory. The received signal is demodulated and compared with a ref-
erence signal. The main signal is subtracted and what is left is the difference
or residual. Modulation accuracy is a residual measurement. Modulation ac-
curacy measurements usually involve precision demodulation of a signal and
comparison of this demodulated signal with a (mathematically generated)
ideal or ”reference” signal. The difference between the two is the modulation
error, and it can be expressed in a variety of ways including:

• IQ constellation diagram,
• Error Vector Magnitude (EVM),
• Phase error, magnitude error, frequency error, offset IQ;
• Amplitude of the error vector versus time, spectrum of the error vector;
• Trellis diagram and eye diagram;
• Symbol table and code domain analysis.

The reference signal is subtracted from the demodulated signal, leaving
a residual error signal. Residual measurements are very powerful for trou-
bleshooting. Once the reference signal has been subtracted, it is easier to see
small errors that may have been swamped or obscured by the modulation it-
self. The error signal itself can be examined in many ways; in the time domain
or (since it is a vector quantity) in terms of its I/Q or magnitude/ phase com-
ponents. A frequency transformation can also be performed and the spectral
composition of the error signal alone can be viewed.

Error Vector Magnitude (EVM)

Digital bits occupies any one of several unique locations on the I versus Q
plane. Each location encodes a specific data symbol, which consists of one
or more data bits. A constellation diagram shows the valid locations for all
permitted symbols of which there must be 2n, given n bits transmitted per
symbol. To demodulate the incoming data, the exact magnitude and phase of
the received signal for each clock transition must be accurately determined.
The layout of the constellation diagram and its ideal symbol location is de-
termined generically by the modulation format chosen. The trajectory taken
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by the signal from one symbol location to another is a function of the spe-
cific system implementation, but is readily calculated nonetheless. At any
moment, the signal’s magnitude and phase can be measured. These values
define the actual or ”measured” phasor. At the same time, a corresponding
ideal or ”reference” phasor can be calculated, given knowledge of the trans-
mitted data stream, the symbol-clock timing, baseband filtering parameters,
etc. The differences between these two phasors form are the basis for the EVM
measurements.

Fig. 1.19. Error Vector Magnitude

As shown in Fig.1.19, EVM is the scalar distance between the two phasor
end points, it is the magnitude of the difference vector. Expressed another
way, it is the residual noise and distortion remaining after an ideal version of
the signal has been stripped away.

In the NADC-TDMA (IS-54) standard, EVM is defined as a percentage of
the signal voltage at the symbols. In the π/4 DQPSK modulation format, these
symbols all have the same voltage level, though this is not true of all formats.
IS-54 is currently the only standard that explicitly defines EVM, so EVM
could be defined differently for other modulation formats. In a format such as
64-QAM, for example, the symbols represent a variety of voltage levels. EVM
could be defined by the average voltage level of all the symbols (a value close
to the average signal level) or by the voltage of the outermost (highest voltage)
four symbols. While the error vector has a phase value associated with it, this
angle generally turns out to be random because it is a function of both the
error itself and the position of the data symbol on the constellation. A more
useful angle is measured between the actual and ideal phasors (I/Q phase
error), which contains information useful in troubleshooting signal problems.
Likewise, I/Q magnitude error shows the magnitude difference between the
actual and ideal signals. EVM, as specified in the standard, is the Root-Mean-
Square (RMS) value of the error values at the instant of the symbol-clock
transition. Trajectory errors between symbols are ignored. Measurements of
error vector magnitude and related quantities can, when properly applied,
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provide much insight into the quality of a digitally modulated signal. They
can also pinpoint the causes for any problems uncovered by identifying exactly
the type of degradation present in a signal and even help identify their sources.

Phase Error

Phase error is the instantaneous angle difference between the measured signal
and the ideal reference signal. When viewed as a function of time (or symbol),
it shows the modulating waveform of any residual or interfering PM signal.
Sinewaves or other regular waveforms indicate an interfering signal. Uniform
noise is a sign of some form of phase noise (random jitter, residual PM/FM,
etc.).

Eye diagram

The eye diagram is an oscilloscope display of a digital signal, repetitively
sampled to get a good representation of its behavior. In a radio system, the
point of measurement may be prior to the modulator in a transmitter, or
following the demodulator in a receiver, depending on which portion of the
system requires examination. The eye diagram can also be used to examine
signal integrity in a purely digital system-such as fiber optic transmission,
network cables or on a circuit board.

The following information can be obtained from an eye diagram:

• Jitter is a measure of signal quality and is defined as the measure of vari-
ance in signal characteristics. A zero jitter measurement indicates that the
signal transition occurs at exactly the same point in time for each transi-
tion. The wide superimposed transitions in the eye pattern diagram is the
result of high jitter associated with the signals, implying that the signals
are not consistently transitioning at the required time. Small eye width
implies a large variance in signal transition time;

• Transition time is the rise and fall time that is associated with the signals.
Transition times can be measured using the slope of the transitioning
signals in the eye diagram. A 90 degree slope implies a rise and fall time of
0 ns. In reality, however, there is a certain transition time associated with
rising and falling signals. The closer the slope is to 90 degrees, the smaller
the transition time. A smaller transition time indicates that the signal is
valid for a longer time at the next time period.

Code domain power

Code domain power (CDP) is an analysis of the distribution of signal power
projected on a code-space of a particular dimension, normalized to the total
signal power. To analyze the composite waveform, each channel is decoded
using a code-correlation algorithm. This algorithm determines the correlation
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coefficient for each code. Once the channels are decoded, the power in each
code channel is determined.

Code domain error (CDE) measurements are made by sampling the down-
converted input signal, then applying DSP (Digital Signal Processing) tech-
niques to determine the original data input to the UE transmitter’s OVSF
code spreading function for each channel. The DSP uses the original data
and coding to generate a representation of the original waveform. This is the
reference waveform for the code domain error measurements.

CDE is determined by comparing the reference waveform with the wave-
form being measured to determine the error vector. The error vector is pro-
jected onto the code domain at the same spreading factor used to determine
CDP. The error vector for each power code is defined as the ratio to the mean
power of the reference waveform expressed in dB.

1.4 Conclusion

The different digital modulation schemes used in the telecommunication sys-
tems and some parameters to characterize the signal are presented. These
parameters have an important role to establish the quality and to identify the
causes of the problem in the communication.

All the methods to measure this parameters operate on the signal with
the knowledge of a lot of a priori information about the input signal. Among
these information there are the modulation scheme, the carrier frequency, the
symbol time, or the particular telecommunication standard used. This is a
limits of the actual measurement methods.

In order to overcome these limits, the goal of the thesis is the setting-up of
a measurement method that needs reduced information about the modulated
signal. As a consequence of the reduced information needed, the method must
be characterised by an unified approach to the measurement of the parameters
of the digital modulated signals without a priori knowledge of the modulation
scheme.
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Towards the unified approach for measurement
on digital modulated signals

The estimate of the parameters characterizing the modulated signals are used
for signal demodulation, signal decoding and signal quality assessment. The
parameters characterizing the digital modulations that must be taken into
account and that play a leading role [5] are:

1. the carrier frequency,
2. the carrier phase offset between the transmitter and the receiver,
3. the phase noise,
4. the amplitude noise,
5. the symbol timing.

Most of the methods proposed in literature operate in the particular con-
texts and are devoted to solve specific problems [6]-[23].

In [6] the carrier and phase estimation problem is analysed only for a QAM
signal.

In [7]-[10] solutions are presented for the phase offset estimation for the
QAM signal.

In [11] the carrier and phase offset estimation problem is considered for
the PSK signal.

In [14]-[18] the methods able to operate only on sinusoidal signal are pro-
posed for the amplitude and phase noise measurement.

In [19] a cyclostationary statistics are used to determine the symbol-rate
for the symbol timing estimation.

Moreover, in [20] a feedforward, block processing, symbol timing recovery
method based on the theory of maximum likelihood estimation is presented.

In [22] new nondata-aided feedforward symbol timing estimator is pro-
posed, which can be applied to two samples per symbol.

In this scenario, a new idea consists on point out a measurement method
based on an unified approach that permit to measure the same parameter
without taking into account the particular modulation. The method must
work with a priori knowledge of few parameters of the modulated signal. In



24 2 Towards the unified approach for measurement on digital modulated signals

particular, the information to be used by the method are that furnished by
the modulation classifier of the digital modulated signal.

2.1 Modulation classifier

In literature methods for modulation classification purpose have been pre-
sented. They are able to recognize the modulation type with the minimum a
priori knowledge [1], [24]-[32].

Most of the classifiers proposed in literature identifies only few modula-
tion schemes, such as M-PSK or M-QAM, or requires the knowledge of some
parameters of signal. The methods that use statistical approach are partic-
ularly interesting, but they require the knowledge of the symbol rate. Other
methods use neural network or time frequency representation achieving bet-
ter result but requiring more complexity. Another classification strategy uses
the zero crossing technique in computing the instantaneous frequency and
its variations. These last are used to classify and to explore the properties
of the modulated signal. Fig.2.1 shows the connection between the different
modulation classifier proposed in literature.

Fig. 2.1. Representation of the connection between the different modulation clas-
sifier proposed in literature.

The modulation classification, considered as basic step before the param-
eters measurement by means of the method based on the unified approach, is
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based on a tree decisional structure shown in Fig.2.2 [1]. Every node of the
tree executes a specific test. Therefore, the problem is divided in a number
of steps. The first performs the selection of the modulation between Single
Carrier (SC) and Multiple Carrier (MC). In order to realize this selection a
test based on the fourth order cumulants is utilized. In fact, the MC signal
can be considered formed by a great number of independent, identically dis-
tributed random variables, and the amplitude distribution of the samples can
be approximated by Gaussian distribution. The fourth order cumulants are
used like normality test.

Fig. 2.2. Digital modulation classifier decisional structure.

For the SC modulation the successive step is the discrimination between
the amplitude and phase modulation. The test is based on the analysis of the
instantaneous amplitude. The angle modulated signals are characterized by
quite constant amplitude versus time, so it is possible to determine a thresh-
old value to discriminate between the two modulations. For the amplitude
modulation the successive step is to discriminate between the QAM and ASK
modulation. In order to resolve this problem the evaluation of instantaneous
amplitude is used. For the ASK signal the probability density function of the
instantaneous amplitude is uniform and it is centred around the value 0.5,
for QAM signal it is not symmetric and has a lower mean value. The clas-
sification between the angle-modulation PSK and FSK is made by using the
time intervals between two subsequence zero-crossing. This sequence has dif-
ferent trends for the two modulations. In particular, it is constant and equal
to 1/2fc, where fc is the carrier frequency, inside each symbol for the PSK
signals. The sequence for FSK signal is constant inside each symbol, but it is
different from one symbol to another one. As a consequence, the classification
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between the angle-modulated signal can be made analyzing the shape of the
zero-crossing sequence. The method for the level number estimation depends
by the particular modulation. For the PSK modulation, the histogram of the
measured phase deviation is compared with the theoretical one. For the FSK
modulation the histogram of the frequency is computed and the number of the
different levels is counted. For the ASK and QAM modulations the method for
the PSK modulation is utilized. The histogram is computed from the centred
and normalized amplitude sequence.

2.2 The idea of the method based on the unified
approach

The modulation classifier furnishs the minimum a priori information to be
used by the method for the digital modulated signal characterization. In the
research an unified approach is presented in [12], [33] and [34] for measurement
purpose of

• the carrier frequency,
• the carrier phase offset,
• the phase noise,
• the amplitude noise,
• the symbol timing,

for a number of single carrier digital modulations.
The knowledge of this parameters guaranty the possibility to determine

the symbol transmitted and the causes of a non accurate reception of the
signal.

The approach proposed permits to design specific methods to be integrated
in the modular structure of the automatic classifier presented in [1]. It is able
to operate once received the information concerning the modulation scheme
and the level number among:

• M-ary Quadrature Amplitude Modulation (M-QAM),
• M-ary Amplitude Shift Keying (M-ASK),
• M-ary Phase Shif Keying (M-PSK),
• M-ary Frequency Shift Keying (M-FSK).

2.2.1 Carrier frequency measurement

In order to evaluate the carrier frequency, the mean value of the instantaneous
frequencies is evaluated on the basis of the time interval between two consec-
utive zero-crossing. This is an incorrect evaluation of the carrier frequency.
In order to overcome this inconvenient, two different procedures are pointed
out. The former is used in the case of the M-FSK modulation, the later in the
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case of M-ASK, M-PSK and M-QAM modulations, according to their differ-
ent characteristic properties. For M-FSK modulation, in the histogram the M
central frequencies are selected. For M-ASK, M-PSK and M-QAM modula-
tions the initial trial frequency is detected, successively the corrective factor
is evaluated. This is evaluated from the base-band signal.

2.2.2 Carrier phase offset measurement

If the phase offset occurs, the constellation is uniformly rotated of the angle ψ.
Moreover, the superimposed noise to the signal is rotated, too. The measure-
ment procedure creates a grid G on the basis of the theoretical constellation to
be examined. The grid is rotated and the number of the input point included
into the grid is evaluated. The rotation angle, corresponding to the maximum
number of the input points in the grid proximity, is the phase offset.

2.2.3 Amplitude and Phase noise measurement

The amplitude and phase noise estimation can be done by means of the trans-
formation operator applied to the input signal symbols in the IQ plane. In
fact, they can be grouped in only one, named Virtual Symbol (VS), in or-
der to reduce the number of samples to be acquired by the Analog-to-Digital
Converter (ADC). With the use of the VS, the phase noise is measured by
evaluating on the VS the peak of the angle fluctuations around the ideal sym-
bol. The amplitude noise is measured by evaluating the RMS of the module
fluctuation around the ideal symbol.

2.2.4 Symbol time measurement

The symbol time measurement is based on the demodulation of the input
signal with a very short symbol timing that is the measurement unit. The
histogram is determined of the consecutive repetition length of a symbol after
the demodulation. In the histogram of the occurrences small length, generated
by the passage from a symbol to another in the demodulated signal, are not
considered. The maximum value of the occurrences permits to select the length
of the symbol time respect to the measurement unit taken into account.

2.2.5 Performance increasing of the method

To implement this method in a real instrument and to increase the perfor-
mance respect to the usually telecommunication measurement instruments,
two fundamental step must to be taken into account:

• the definition of a demodulation process able to operate on the input signal
in presence of high value of noise and distortion;
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• the definition of the hardware structure able to acquire the input signal
and to implement the method.

By refering to the first step, it is necessary to use the method in presence
of noise value greater than the noise value reported in the telecommunication
standard for the correct reception of the signal. This is the limit noise value
guarantying the correct reception by the usually demodulator.

The second step is devoted to determine the architecture scheme that
permits to implement the method and to be used with the actual and the
future standard of telecommunication signals.

2.3 Artificial Neural Network for the Modulation quality
assessment

The demodulation is important process for the parameter measurement of
telecommunication signals. Different measurement methods require to demod-
ulate the input signal to compare it with the ideal signal transmitted. If the
input signal is affected by high level of noise and distortion, it’s possible that
the demodulator doesn’t recognize the real information transmitted. This er-
ror decreases the accuracy of the measure. To overcome this problem it’s
possible to use the Artificial Neural Networks (ANNs), that show interesting
properties to efficiently process the input signals affected by high level of both
noise and distortion characterizing the telecommunication networks.

ANNs are adaptive models that can learn from the data and generalize
things learned. They extract the essential characteristics from the numerical
data as opposed to memorizing all of it. This offers a convenient way to reduce
the amount of data as well as to form a implicit model without having to form
a traditional, physical model of the underlying phenomenon.

Learning in ANNs is done in terms of adaptation of the network param-
eters. Network parameters are changed according to pre-defined equations
called the learning rules. The learning rules may be derived from pre-defined
error measures or may be inspired by biological systems. The information-
processing abilities of biological neural systems must follow from highly par-
allel processes operating on representations that are distributed over many
neurons. One motivation for ANN systems is to capture this kind of highly
parallel computation based on distributed architecture.

In conclusion, the parallel architecture of the ANNs permits:

• to process the signals in very fast way,
• to overcome the limits of the traditional approach to the signal processing.

2.4 The new proposed architecture

The hardware architecture that best fit the characteristics of the method based
on the unified approach for measurement on digital modulated signal is the
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Software Radio (SR) architecture. The benefits of this architecture consist in
using single general-purpose platform to perform different functions by simply
running different program. The main effort is to get the hardware architecture
able to support the proposed measurement method, by taking into account the
strong diversity of existing and future communication systems. This permits to
obtain both flexible and adaptable architecture that can efficiently implement
the method pointed out for the characterization of digital modulated signals.

In the SR architecture the incoming signal is translated into the digital
domain by the Analog to Digital Converter (ADC) and is demodulated by
using software techniques [35] in the elaboration unit.

As it is shown in Fig.2.3, into the unit for the control and elaboration is
implemented the method for the parameters estimation and the modulation
classifier. This last is necessary to furnish at the measurement method the
minimum quantity of information without the user setting.

Fig. 2.3. Hardware architecture to acquire and process the signals by means of the
proposed measurement method.

Fundamental is the selection of the ADC that permits to obtain good
performance with the measurement method. Between the different ADC ar-
chitectures proposed in literature, the Band Pass Σ∆ ADCs shows the better
solution to obtain the minimum performance required by the method in a
very simple way.

The Band Pass (BP) Σ∆ ADC represent a subgroup from more general
group of the unconventional ADCs. The BP Σ∆ ADCs are mostly embedded
into digital communication systems in various applications. Their main task is
to provide a frequency down conversion along with narrowband filtering and
the conversion of chosen parameters of analog signal into digit.

These converters are analog front end digital communication systems like
SR, UMTS, GSM and GPS systems.
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2.5 Conclusion

To overcome the necessity of the measurement methods for the digital mod-
ulated signal characterization to have a lot of a priory information about the
signal to analyse, the new method is introduced. In particular, this method
is based on a unified approach for parameter measurement of digital mod-
ulated signals. It can be integrated into a measurement instrument with a
modulation classifier. The unified approach is able to operate on the single
carrier digital modulated signals of the schemes M-ASK, M-QAM, M-FSK
and M-PSK. The parameters that can be evaluated are:

• Carrier frequency measurement;
• Phase offset Measurement;
• Phase noise;
• Amplitude noise;
• Symbol time.

To increase the possibility of the method to operate with high level dis-
torted signals, new demodulator architecture based on ANN is introduced.

The functional block architecture, obtained from the SR architecture, is
selected for the hardware implementation of the measurement method. It is
based on the cascade of the acquisition unit, and the control and elaboration
unit.

For the acquisition unit more important is the Analog to Digital Converter
(ADC), that has to be analysed and included in the structure.
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Carrier frequency and phase offset
measurement for single carrier digital
modulations

If the communication channel exhibits very low signal-to-noise ratio (SNR)
values, it can introduce large frequency shifts, due to the Doppler and other
effects, while multipath propagation is generally negligible. In such conditions
a critical operation in the receiver is the estimation of the carrier frequency
in order to perform an accurate compensation in the demodulation process.

In literature different methods are presented to estimate the carrier fre-
quency shift from the expected one. Most of these methods are based on
maximumlikelihood (ML) [36]. A periodic sequence of training bits is recur-
sively passed through a bank of bandpass filters (implemented in the form of a
discrete Fourier transform) whose frequency spacing is varied so as to achieve
an accurate estimate of the frequency at which the input signal spectrum
peaks. Nevertheless, they are limited to specific standard applications.

In [6] and [37] the carrier and phase estimation problem is analysed for
a Quadrature Amplitude Modulation (QAM) and Phase Shif Keying (PSK)
signals. In [7]-[10] solution is presented for the phase offset estimation of the
QAM signal. In [11] and [36] only the PSK signal is considered.

In [6] a Cramr-Rao lower bounds is presented for the estimation of phase
offset for common QAM, PSK, and Pulse Amplitude Modulation (PAM) sig-
nals in Additive White Gaussian Noise (AWGN) channels.

In the following, the measurement method is presented for measurement
purpose of the carrier frequency and the carrier phase offset.

It is able to operate once received the information concerning the modu-
lation scheme and the level number.

Successively, both the performance and the accuracy of the implemented
method is presented by considering the results of the experimental tests car-
ried out on actual digital modulated signals according to the international
recommendations [38]-[40].
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3.1 Carrier frequency measurement

In order to evaluate the carrier frequency the proposed method [12] determines
the mean value of the instantaneous frequencies. The instantaneous frequency
is defined on the basis of the time interval between two consecutive zero cross-
ing. Because both the noise and the carried information interfere with the zero
crossing time instants, the semi-period of the modulated signal can be approx-
imately determined and the incorrect evaluation of the carrier frequency can
occur. In order to overcome this inconvenient, two different procedures are
pointed out. The former is used in the case of the M-FSK modulation, the
latter in the case of M-ASK, M-PSK and M-QAM modulations, according
to their different characteristic properties. Indeed, characteristic property of
the M-FSK modulation, in the case of same symbol time, is that: the occur-
rences of high values of the instantaneous frequencies are greater than those at
low values. Therefore, the mean time interval computation gives the distorted
evaluation of the carrier frequency. The accurate evaluation of the carrier
frequency can be given on the basis of the following criteria:

• for M-FSK modulation, the histogram of the period time estimated by the
zero crossing is considered. In the histogram the M central frequencies are
selected on the basis of M greater values of the occurrences. The mean
value of the M-selected central frequencies is computed, because it is the
better estimation of the carrier frequency;

• for M-ASK, M-PSK and M-QAM modulations the initial trial frequency is
detected, successively the corrective factor is evaluated. This is evaluated
from the base-band signal.

By denoting with fsh the shift frequency consequently to the incorrect
carrier frequency evaluated by computing the mean value of the instantaneous
frequencies, the demodulated signal sd(t) is:

sd(t) =
∑
k

Ake
j(2πfsh+ψ)g(t− kTs) (3.1)

arg(sd(t)) = 2πfsh + ψ + ϕi (3.2)

where: Ak, maps the transmitted symbols, ψ is the carrier phase offset, Ts is
the symbol time, and g(t) is the finite energy signal with Ts duration, ϕi=cost
for M-ASK, ϕi = 2πi/M for M-PSK, and ϕi = atan(bk/ak) for M-QAM.

By taking into account the shape of arg(sd(t)) it is possible to distinguish
the effects on sd(t) between that caused by the symbol changing (ϕi) and
that caused by the residual carrier frequency fsh. As it is shown in Fig.3.1,
the trend of arg(sd(t)) is characterized by the straight line with superimposed
steps caused by symbol changing phase ϕi. The slope of the straight line
furnishes the correcting factor of the carrier frequency previously given by
computing the mean value of the instantaneous frequencies.
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Fig. 3.1. Trend of sd(t) argument for the 256-QAM with carrier frequency shift
equal to 10.799Hz.

To increase the method performance with signal affected by distortion and
noise a pre processing block is used after the phase symbols compensation.
In fact, the phase of the signal affected by noise is distorted and decreases
the method performance. The preprocessing block is shown in Fig.3.2. The
method steps are:

• the interpolation line is estimated from the phase distorted of the input
signal with symbol phase compensation;

• the interpolation line is decimated in order to increase the measure accu-
racy;

• the estimation of the frequency is obtained from the slope of the decimated
interpolation line.

Fig. 3.2. Procedure modifications in presence of noise and distortion.

Some modifications of the method are needed in the case of M-PSK mod-
ulated signals of the Universal Mobil Telecommunication System (UMTS)
standard [40]. The UMTS standard imposes the scrambling code in order
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to realize the transmission by means of the frame Wide-band Code Division
Multiple Access (W-CDMA). The scrambling code consists of multiplying the
modulated signal by a pseudo-casual sequence of +1, 0 and -1. It can be re-
quested to measure the carrier frequency in two situations, after and before
the descrambling decoding. In the former, the M-PSK modulated signal can
be processed on the basis of the procedure previous taken into account. In the
latter, before the descrambling decoding, the modulated signal is far different
from that processed on the basis of the procedure previous taken into account.
In this situation the carrier frequency measurement is interesting, because per-
mit light analysis. The scrambling operation modifies the phase component
as shown in Fig.3.3a and does not permit to evaluate the carrier frequency
error directly with the method proposed. To resolve this inconvenient only the
peaks of the phase trend in a sub-interval must to be considered. The slope of
the peak envelope indicates the presence of a residual of the carrier frequency
in the base band signal, as shown in Fig.3.3b. It can be noted the similarity
between the portraits shown in Fig.3.1 and Fig.3.3b. In order to minimize
the size of the time interval where to examine the signal, it is assessed by
numerical tests that the time interval corresponding to ten chips is adequate.

In order to reduce the noise influence a proper procedure is get ready.
The steps are:

1. the interpolation line of the peaks detected as previously described is
determined;

2. the standard deviation of the absolute value of the distance between the
interpolation line and the peaks is evaluated;

3. all the peaks whose distance from the interpolation line is greater than
the standard deviation are eliminated;

4. the procedure stops if the standard deviation is less of the established
threshold;

5. the interpolation line of the resulting peaks is determined and the fre-
quency error is evaluated.

In this manner, a good estimation of the carrier frequency up to the value
of SNR equal to 10dB is achievable.

3.1.1 Numerical tests

Numerical tests were performed preliminary in Matlab environmental in order
to validate the characteristics of the method, and to detect the influence of
the UMTS codes on the method accuracy. It was assumed:

1. carrier frequency fc=2kHz,
2. symbol frequency fsymb=100 symbol/s,
3. sampling frequency fs=20kHz.

The tests were performed by examining:
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Fig. 3.3. Phase portrait of the UMTS modulated signal before the descrambling
decoding (a), and the peaks envelope (b).

• 100 different test signals for each digital modulation,
• 30 ksamples for each test signal.

Tab.3.1 furnishes the standard deviation from the assigned value of the
carrier frequency in the case of modulated signal without superimposed noise.
The trend of the maximum error of the frequency measurement versus the
SNR is shown in Fig.3.4. These results support the theoretical developments
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and denote that the proposed technique is particularly attractive and robust
for low SNRs, too.

Table 3.1. Standard deviation of the carrier frequency measurement without noise.

Modulation Standard deviation [ppm]

2-FSK 58
4-FSK 108
8-FSK 123
4-ASK 3,73E-02
8-ASK 1,87E-02
16-QAM 4,10E-02
256-QAM 15,85E-01
2-PSK 8,35E-04
4-PSK 33,55E-03
8-PSK 43,70E-02

Other numerical tests were performed by simulating the modulated signals
according to the UMTS [40]. All tests were performed by examinating of
100 different test signals each one constituted by burst of 2560 chips. The
carrier frequency was set to 38.46MHz and the sampling frequency equal to
153.84MHz.

Before the descrambling decoding, the values of both the average error
and the standard deviation are given in Tab.3.2, the trend of the maximum
error versus the SNR is shown in Fig.3.5.

After the descrambling decoding, the values of both the average error and
the standard deviation are given in Tab.3.3, the trend of the maximum error
versus the SNR is shown in Fig.3.6.

Table 3.2. Average error and standard deviation of the carrier frequency measure-
ment for UMTS signals before the descrambling decoding.

SNR [db] Average error [ppm] Standard deviation [ppm]

10 2,38 3,57
20 7,36E-1 2,11
30 2,93E-1 4,95E-1
40 5,18E-2 1,65E-1
50 7,48E-2 1,83E-1
60 7,33E-2 1,33E-1

It can be noted that the application of the method after the descrambling
decoding increases the measurement accuracy.
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Fig. 3.4. Maximum error of the carrier frequency measurement versus the SNR for
FSK, ASK, PSK and QAM modulations.

Table 3.3. Average error and standard deviation of the carrier frequency measure-
ment for UMTS signals after the descrambling decoding.

SNR [db] Average error [ppm] Standard deviation [ppm]

10 1,20E-1 3,25E-1
20 6,16E-2 7,72E-1
30 4,88E-2 7,52E-2
40 4,94E-2 7,32E-2
50 4,49E-2 9,42E-2
60 5,00E-2 7,98E-2

3.2 Experimental tests on carrier frequency
measurement

In order to validate the proposed method in presence of actual signals, exper-
imental tests were carried out in two different conditions:
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Fig. 3.5. Trend of the maximum error of the frequency measurement versus the
SNR for the UMTS signal before the descrambling decoding.

Fig. 3.6. Trend of the maximum error of the frequency measurement versus the
SNR for the UMTS signal after the descrambling decoding.

• the digital modulated signals are generated in laboratory by programmable
instruments according to the communication standards,

• the digital modulated signals are generated by programmable modems
connected to the wired telecommunication network.

3.2.1 Digital modulated signals generated in laboratory

In order to generate in laboratory the digital modulated signals, the measure-
ment station is shown in Fig.3.7 it is constituted by:

• Signal Generator (SG), Agilent E4435C,
• Data Acquisition board (DAQ), Signatec PDA 1000, on PCI bus,
• control and processing unit implemented on a Personal Computer (PC),

Compaq Evo W4000 at 1.8 GHz,
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• interconnecting interface bus IEEE 488.2 between the PC and the SG.

Fig. 3.7. Measurement station for experimental test on digital modulated signal.

The operating mode of the measurement station is:

1. the modulated signal is generated by the SG according to the specific
standard under consideration, or, alternatively, is digitally synthesized,
transferred to the local memory of the SG and given in output in the
analogue form, in the case of specific requirements;

2. the DAQ digitises the analogue signal and passes the samples to the PC;
3. the PC implements the proposed method and controls the SG.

In order to assess the reliability and the efficacy of the technique, a number
of tests have been carried out producing the same signals used in simulation.
Successively, many experimental tests have been performed by considering

• the QAM signal produced according to the ETSI document TR 101 290
[38],

• the QPSK signal according to the ETSI document EN 300 421 [39].

The results of all these experimental tests show that:

• the proposed method is particularly robust,
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• the measurement accuracy is slightly greater than that characterizing the
numerical tests,

• the experimental standard deviation is contained in few percents.

Moreover, FSK modulated signals were considered with:

• carrier frequency equal to 25MHz,
• sampling frequency equal to 250MHz,
• symbol frequency equal to 12ksps.

For the carrier frequency measurement the maximum error of the method
was equal to 178 ppm, the standard deviation from the ideal value is equal to
8.91 ppm. These values are compatible with the numerical tests.

Another test was produced for modulated signals according to the UMTS
standard. The Downlink Dedicated Physical Channel (DPCH) was considered.
The signal generated was characterised by

• the carrier frequency equal to 20.048MHz,
• the chip rate equal to 3.84Mcps.

This signal was digitalised at the sampling frequency equal to 250MHz. For
the carrier frequency measurement the maximum error of the method was
equal to 0.21 ppm, and the standard deviation from the ideal value equal to
0.06 ppm. These results confirm the validity of both the tests and the proposed
method.

3.2.2 Digital modulated signals generated by programmable
modems

Two modems U.S. Robotics Courier 56k Business Modem were used, both
connected to the wired telecommunication public network as shown in Fig.3.8.
One modem was programmed and controlled by Compaq Evo W4000 at 1.8
GHz and used as sender. Another was used as receiver able to negotiate the
selected communication conditions according to the standard V.92 and V.90.

The processed digital modulated signals were acquired at the input of
receiver modem where the signal is degraded by both the noise and the inter-
ferences of the network operating in actual conditions. Fig.3.9 a) shows the
trend of the measured carrier frequency versus the sampling frequency fs, once
the operating conditions at the sender are:

• 4-PSK modulated signal,
• carrier frequency equal to 1200Hz,
• symbol rate equal to 600 Symb/s.

Fig.3.9 b) shows the trend of the measured carrier frequency versus the
sampling frequency fs, once the operating conditions at the sender are:

• 16-QAM modulated signal,
• carrier frequency equal to 2000Hz,
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Fig. 3.8. Measurement station for experimental test on Modem signals.

• symbol rate equal to 8400 Symb/s.

These results highlight that the sampling frequency weakly influences the
method accuracy.

3.3 Carrier phase offset measurement

Blind feedforward carrier synchronization of burst for M-PSK transmissions
has received much attention in the literature. A generalized form of the
maximum-likelihood feedforward (ML FF) method was originally proposed
by A. J. Viterbi and A. M. Viterbi as a blind carrier phase estimator with
improved performance at low and intermediate Signal-to-Noise Ratios (SNRs)
[41], [42]. This carrier phase estimator [43], [44], [45], has been used to design
blind frequency offset estimators for burst M-PSK modulations transmitted
through AWGN channels [46] [47], [48].

An extensions of this estimator for flat Rayleigh and Ricean fading chan-
nels were reported in [49] and [50].

A different class of blind carrier frequency estimators that assume frac-
tional sampling of the received signal is introducted in [43]. However, the
statistical properties of the resulting estimators are partially analyzed based
on certain approximations [43].

A quite general blind nonlinear least-squares (NLS) estimator for the car-
rier phase, frequency offset, and Doppler rate was proposed in [51]. However,
the performance of the NLS-type estimator was not analyzed and exploited to
develop carrier recovery methods with improved performance [51]. An alter-
native scheme proposed in [52] employs a sort of differential detector whose
output is sampled at symbol rate and appropriately processed to remove mod-
ulation. In this manner a complex valued sequence of samples whose phase
depends on the carrier frequency offset and not on data symbols is obtained.
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a)

b)

Fig. 3.9. Trend of the carrier frequency measurement versus the sampling frequency
in the case modulated signals generated by modem: a) 4-PSK, carrier frequency equal
to 1200 Hz, symbol rate equal to 600 Symb/s, and b) b 16-QAM, carrier frequency
equal to 2000 Hz, symbol rate equal to 8400 Symb/s.

The limits of all this method are that they are able to operate only on QAM
or PSK signals, and if is not possible to include other modulation schemes.

The unified approach for carrier phase offset measurement is proposed in
[12]. In fact, once the carrier frequency is measured, the signal can be de-
modulated. The non correct synchronization during the demodulation causes
the carrier phase offset. If the phase offset ψ occurs, the modulated signals
obtained from 3.1 are:

sd(t) =
∑
k

Ake
jψg(t− kTs) (3.3)

As it can be deduced from (3.3), the constellation is uniformly rotated of
the angle ψ. Moreover, the superimposed noise to the signal is rotated, too.
In order to evaluate the phase offset ψ, the following two properties of the
constellations are taken into account:
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• if ψ=0, the points are included in a circular round of ideal constellation
diagram also when the noise occurs, as shown in Fig.3.10 for 16-QAM
constellation,

• the previous property hold if ψ=0.

Therefore, the comparison between the ideal constellation rotated and the
point of the constellation under examination is a simple way to establish how
much the constellation must be rotated.

Fig. 3.10. Constellation of 16-QAM with SNR=10dB, without phase offset.

Then, the measurement procedure is organized with the following steps:

1. the input digital modulated signal is base-band translated and by using
the I-Q components the signal constellation G is built;

2. the samples to be processed are decimated by eliminating the transition
point between two different transmitted symbols. The vector X contain-
ing the complex values of the constellation is rearranged and the new
decimated constellation G’ is built;

3. the grid G is created on the basis of the theoretical constellation to be
examined;

4. the grid is rotated of ψ producing G′ = Gejψ . The angle ψ corresponding
to the maximum number of points of G’ in the proximity of the constel-
lation G’, is the phase offset.

Fig.3.11 shows the constellation diagram of 16-QAM signal and SNR=1dB.
In this case it is difficult to determine the transmitted symbol, but the con-
tour shape is similar to that of the rotated constellation. The symmetry of
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the constellation does not permit to recognize phase error over a threshold
depending on both the digital modulation and the number of levels. For ex-
ample, the maximum value of the phase offset that can be found in QAM and
4-PSK is 0.5π, in 8-PSK is 0.25π.

Fig. 3.11. Constellation of 16-QAM, SNR=1dB, ψ = 0.1π.

3.3.1 Numerical Tests

Numerical tests were performed preliminary in Matlab environment in order:

• to validate the characteristics of the method,
• to evaluate the effects and the propagation of the carrier frequency error

on the phase offset evaluation.

It was assumed:

• carrier frequency fc=2kHz,
• symbol frequency fsymb=100 symbol/s,
• sampling frequency fs=20kHz.

The tests were performed by examining 100 different test signals for each
digital modulation, and 30 ksamples for each test signal.

In the case of the carrier phase offset measurement, Tab.3.4 furnishes the
standard deviation in the operating conditions characterised by the lower
value of the SNR. These results support the theoretical developments and
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denote that the proposed technique is particularly attractive and robust for
low SNRs, too.

Table 3.4. Standard deviation of the carrier phase offset measurement.

Modulation SNR [dB] Standard deviation [ppm]

2-PSK 5 2,76
2-PSK 2 6,48
4-PSK 5 1,56
4-PSK 2 6,36
8-PSK 5 4,52
8-PSK 2 11,66
16-QAM 5 7,30
16-QAM 2 10,97
256-QAM 15 1,95
256-QAM 10 24,46

Other numerical tests were performed by simulating the modulated sig-
nals according to the UMTS [40]. All tests were performed by examination
of 100 different test signals each one constituted by burst of 2560 chips. The
carrier frequency was set to 38.46MHz and the sampling frequency equal to
153.84MHz. After the descrambling decoding, the values of the standard de-
viation are given in Tab.3.5.

Table 3.5. Standard deviation of the carrier phase offset measurement evaluated
after the descrambling decoding.

SNR [dB] Standard deviation [ppm]

10 7,2
20 4,1
30 1,2
40 0,7
50 0,4
60 0,4

The propagation of the error of the carrier frequency evaluation was taking
into account and was analysed the influence on the correct phase offset eval-
uation. Fig.3.12 shows the trend of the error for the phase offset evaluation
versus the carrier frequency error in the case of a) 8-PSK, b) 256 QAM, and
c) UMTS signals. The stair shape of these curves highlight the low sensitivity
and robustness of the proposed method.
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a)

b)

c)

Fig. 3.12. Trend of the error for the phase offset evaluation versus the carrier
frequency error in the case of a) 8-PSK, b) 256 QAM, and c) UMTS signals.

3.4 Experimental tests on phase offset measurement

In order to validate the proposed method in presence of actual signals, exper-
imental tests were carried out in two different conditions:

• the digital modulated signals are generated in laboratory by programmable
instruments according to the communication standards,

• the digital modulated signals are generated by programmable modems
connected to the wired telecommunication network.

In order to generate in laboratory the digital modulated signals, the mea-
surement station (Fig.3.13) is constituted by :

• the Signal Generator (SG), Agilent E4435C,
• the Data Acquisition board (DAQ), Signatec PDA 1000, on PCI bus,
• the control and processing unit implemented on a Personal Computer

(PC), Compaq Evo W4000 at 1.8 GHz, and
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• the interconnecting interface bus IEEE 488.2 between the PC and the SG.

Fig. 3.13. Measurement station for experimental test on digital modulated signal.

The operating mode of the measurement station is:

1. the modulated signal is generated by the SG according to the specific
standard under consideration, or, alternatively, is digitally synthesized,
transferred to the local memory of the SG and given in output in the
analogue form, in the case of specific requirements;

2. the DAQ digitises the analogue signal and passes the samples to the PC;
3. the PC implements the proposed method and controls the SG.

In order to assess the reliability and the efficacy of the technique, a number
of tests have been carried out producing the same signals used in simulation.
Successively, many experimental tests have been effectuated by considering
the QAM signal produced according to the ETSI document TR 101 290 [38],
and the QPSK signal according to the ETSI document EN 300 421 [39]. The
results of all these experimental tests show that:

• the proposed method is particularly robust,
• the measurement accuracy is slightly greater than that characterizing the

numerical tests,
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• the experimental standard deviation is contained in few percents.

3.5 Conclusion

A general method is presented for measurement both the carrier frequency
and the carrier phase offset for :

• the amplitude modulated signals:
– M-ary Quadrature Amplitude Modulation
– and M-ary Amplitude Shift Keying,

• the angle modulated signals:
– M-ary Phase Shift Keying
– M-ary Frequency Shift Keying.

Particular interest is devoted in developing the method to process the
modulated signals of the UMTS standard.

By means of numerical tests the technique was validated and the measure-
ment accuracy was evaluated versus different values of SNR.

Experimental tests are performed on actual signal generated according to:

• the UMTS standard,
• M-PSK and M-QAM according to V.92 and V.90 standards. These tests

confirm the robustness and the accuracy of the method.

The method, the result of the numerical and experimental tests are pub-
lished in the paper [12].
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Amplitude and phase noise measurement for
single carrier digital modulations

The amplitude and phase noise is of actual interest in the communication
networks because degrades the quality of service and spoils the quality of the
data transmission [53]-[56].

In literature, the methods for the amplitude and the phase noise mea-
surement refer to sinusoidal signals without modulation. In particular, the
amplitude noise is measured by analysing in the frequency domain:

• the power spectra obtained from the in phase (I) and in quadrature (Q)
components [55],

• the two channel cross-correlation [56].

In [53] the phase noise measure is involved (L(fm)) directly on a spectrum
analyzer. This measurement can be done as long as the analyzer has better
phase noise than the measured source.

A second method uses a better source phase locked to the same frequency
of the input signal with 90 of phase offset [53]. The mixed product of the unit
under test and the reference signal is measured by using a FFT analyzer. The
measurement of signal total power and calibration of the system is done by
means of the premixing of input signal with a 1 kHz offset. This system has the
best sensitivity in the range of -175 dBc/Hz. however, the reference synthetizer
must be of supreme quality. The third method [54] uses a discriminator and
compares the signal to itself delayed in time. This measurement is limited
for close-in offsets, because a large part of close-in noise is canceled. The big
advantage of this system is that it does not require an excellent reference.

Besides these methods, the phase noise can be measured by using a digital
receiver. The sensitivity is limited with the dynamic range of the contemporary
receivers, which is not higher than 150 dBFS/

√
Hz. Also the frequency range

is limited to the range of 100 MHz.
In all the methods for the phase noise measurement the signal is analysed

in the time-domain [57] or in the frequency domain [58]-[61]. In the time-
domain analysis, because the zero-crossing of the signal is taken into account,
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the amplitude noise can influence the results. In the spectral analysis the
results are greatly influenced by:

• the number of the processed samples,
• the shape of the noise taken into account.

In order to overcome these disadvantages, a new method to phase noise
measurement is proposed in [33]. It is designed to measure the phase noise
of the sinusoidal signal, and the single carrier digital modulated signal. In
particular, the method concerns with the modulation that can be shown in
the IQ plane as:

• the amplitude modulated signals:
– M-ary Quadrature Amplitude Modulation (M-QAM),
– and M-ary Amplitude Shift Keying (M-ASK),

• the angle modulated signals:
– M-ary Phase Shift Keying (M-PSK).

This method requires the knowledge of both the carrier frequency and the
carrier phase offset. These two parameters are previously evaluated on the
basis of the approach shown in [1], [12] and discussed in Chapter 3.

In order to overcome the limitations and the difficulties of the previous
considered measurement methods, it can be noted that in the IQ plane the
shape of each symbol of the constellation is degraded from the theoretical one
by the effect of both the amplitude noise and the phase noise, contempora-
neously influencing the modulated signal. As shown in Fig.4.1, according to
[62]:

• the phase noise is detectable by means of the angular excursion around
the ideal symbol,

• the amplitude noise is detectable by means of the excursion of the module
around the ideal symbol.

Therefore, in the IQ plane the complete information about the amplitude
and phase noise can be detectable.

The extension of the method is proposed in [33] to measure both the
phase and the amplitude noise on the sinusoidal signal, and the single carrier
digital modulated signal. In this manner the limitation to operate only on the
sinusoidal signal of the literature methods is overcame. Some features of the
proposed method are:

• high measurement accuracy,
• amplitude noise and phase noise measured in separate way,
• unified approach for both sinusoidal signal and digital modulated signals

corresponding to the schemes M-ASK, M-PSK, and M-QAM.
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Fig. 4.1. Constellation of the 4-PSK modulated signal affected by amplitude and
phase noise.

4.1 Amplitude and phase noise measurement

A unified approach for the amplitude and phase noise is proposed [33]. The
method analyses the digital modulated signal affected by amplitude and phase
offset down-converted in base-band. This one can be expressed as:

sd(t) =
∑
k

(Ak + αc(t))ej[φc(t)+ϕi]g(t− kTs) (4.1)

where: ϕi is the phase angle characterizing the modulation scheme and it is
well known, Ak maps the transmitted symbols, Ts is the symbol time, g(t) is
the finite energy signal with the Ts duration, φc(t) is the instantaneous phase
noise fluctuation of the transmitted carrier signal, αc(t) is the instantaneous
amplitude noise fluctuation of the input signal. The values of Ak for M-ASK,
M-PSK and M-QAM modulations are given in chapter 3 and reported in
Tab.4.1.

Table 4.1. Expression of the carried information Ak

Digital modulation Carrier information Ak

M-ASK Ak = 2i−M − 1, i = 0, 1, ...,M − 1

M-PSK Ak = ej 2πi
M , i = 0, 1, ...,M − 1

M-QAM Ak = ak + jbk, ak, bk = 2i−M − 1, i = 0, 1, ...,M − 1

Moreover, the values of ϕi are: ϕi=cost for M-ASK, ϕi = 2πi/M for M-
PSK, ϕi = atan(bk/ak) for M-QAM.
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Because the signal is filtered in base-band, according to the scheme of
Fig.4.3, αc(t) and φc(t) could differ from that affecting the modulated signal
at the transmission frequency. From 4.1 it is:

mod(sd(t)) = Ak + αc(t) (4.2)

arg(sd(t)) = φc(t) + ϕi (4.3)

As it can be deduced from the (4.2) and (4.3), the amplitude and phase
noise influence in the same manner all the transmitted symbols. As a conse-
quence the following consideration holds:

• the modulated signal can be examined in the IQ plane in order to detect
the amplitude and phase noise;

• all the symbols in the IQ plane can be grouped in only one, named Virtual
Symbol (VS), as shown in Fig.4.2, in order to reduce the number of samples
to be acquired by the Analog-to-Digital Converter (ADC).

Fig. 4.2. Virtual Symbol creation with a 4-PSK constellation affected by amplitude
and phase noise.

In order to reduce the real constellation to the VS, the rotation and trans-
lation operator must be determined. The proprieties of this operator are the
following:

• all the real symbols in the neighbourhood of the ideal symbol must be
translated and rotated of the same entity to avoid the real symbol alter-
ation;

• the operator don’t distort the signal;
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Fig. 4.3. Block diagram of the digital down conversion and the low pass filtering
before the IQ plane analysis.

• the entity of the rotation and translation depend on:
– the ideal symbol coordinate,
– the virtual symbol coordinate.

Therefore, according to the M-ASK, M-PSK and M-QAM digital modu-
lations taken into account, the rotation and translation operator is defined
as:

ξ =
1

Akejϕi
(4.4)

By applying the rotation and traslation operator only one symbol, the VS,
is to be considered.

Numerical tests were performed to assess that the VS is not the deformed
transformation of the real symbol. Results of the tests by referring to the
amplitude noise are shown in Fig.4.4. In particular:

• Fig.4.4a shows the trend of the noise evaluated on the VS on the basis of
the previous transformation;

• Fig.4.4b shows that the noise of Fig.4.4a has Gaussian distribution;
• Fig.4.4c shows that the difference between the noise distribution superim-

posed to the symbol of the input signal and the noise distribution evaluated
on the VS is small.

Other numerical tests were performed in similar manner, by referring to the
phase noise. Also these tests confirm that the VS can be used to amplitude
and phase noise measurement. As a consequence, the VS is characterized by:

• high number of samples if compared with the original symbols,
• amplitude and phase noise distribution as on the original symbols.

On the basis of these results, the proposed method introduces the novelty
to take into account and to use the VS, only. Therefore, the phase noise is
measured by evaluating on the VS the peak of the angle fluctuations around
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a)

b)

c)

Fig. 4.4. a) Noise estimation performed on the virtual symbol; b) noise distribution
evaluated on the virtual symbol, c) difference between the noise distributions on the
symbol of the input signal and the noise distribution evaluated on the virtual symbol.

the ideal symbol. The amplitude noise is measured by evaluating on the VS
the RMS of the module fluctuation around the ideal symbol.
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In the case the carrier phase offset ψ occurs in the signal demodulation,
each symbol in the constellation is rotated of the angle ψ from the ideal symbol
[63]. The method can be always used, but it needs:

• the phase offset ψ to be detected according to the method shown in [63],
• to taken into account that the real symbol is rotated.

4.1.1 Phase and amplitude noise measurement on standard
modulated signal

In order to perform the phase and amplitude noise measurement in the case
of standard modulated signal, the pre-processing stage must be performed to
separate and to extract the noise components from IQ plane representation.
Indeed, the real digital signal transmitter uses the signal filter that limits
the output signal band according to the transmission standard. This filter
modifies both the amplitude and the phase trend in the time domain. In
particular, Fig.4.5 shows the real signal according to the DVB standard [63].
As a consequence, the shape of the base-band signal representation into the
IQ plane, Fig.4.6, is deformed and altered from that characterising the signal
without the cosine rise filter. The links among the symbols in the IQ plane
are a consequence of the band limiting filter. Therefore, the shape of all the
symbols are deformed and the measurement of the phase and amplitude noise
values by operating on the VS is not correct. The correct measurement can
be achieved once the effects of the band limiting filter on the symbol shape
are eliminated or reduced.

Fig. 4.5. Real DVB signal in the time domain.
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Fig. 4.6. IQ plane representation of the base-band translated real DVB signal.

According to the previous analysis, the procedure pointed out to separate
and to extract the noise components from IQ plane representation can be
based on the following steps:

• signal decoding : the input signal is decoded in order to determine the
transmitted symbols. In this stage is important that the demodulator is
robust and low sensitive to both distortion and noise. On the basis of the
previous experience [64] the Artificial Neural Network based decoder can
be conveniently used.

• coded signal reconstruction: according to the decoded symbols, the new
coded signal is reconstructed. The same standard characterising the origi-
nal signal is followed. In particular, attention is devoted to the filter defined
in the standard recommendations.

• VS building : the VS is determined by subtracting to the IQ plane repre-
sentation of the original coded signal the IQ plane representation of the
coded signal reconstructed.

The properties of the resulting VS are:

• position near the origin of the IQ axis,
• high number of samples if compared with the original symbols,
• amplitude and phase noise distribution as on the original symbols,
• invariance of the amplitude noise and phase noise, if compared to that

evaluated on the original symbols.

All these properties can be verified by numerical analysis. By excluding
the first, all the remained properties are common to the VS determined as
for the previous paragraph valid in the case the band limiting filter is not
considered.
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4.1.2 Numerical Tests

Numerical tests were performed in MATLAB environment in order to validate
the method, and to asses the measurement accuracy. In all the tests it was
assumed:

1. both the amplitude and the phase noise characterized by Gaussian distri-
bution,

2. peak value of the phase noise in the range [10-4, 5*10-3] rad,
3. RMS value of the amplitude noise in the range [4*10-4 , 2.4*10-3]V,
4. carrier frequency fc in the range [10, 50] kHz,
5. ratio between the sampling frequency fs and fc equal to 102.

In order to evaluate the measurement accuracy, the percentage error versus
the assigned value was estimated.

The results for 4-PSK modulated signal are given. Fig.4.7 shows the trend
of the percentage error of the phase noise estimation versus the assigned peak
value of the phase noise. Fig.4.8 shows the trend of the percentage error of
the RMS amplitude noise estimation versus the assigned RMS percentage of
the amplitude noise.

Fig. 4.7. Trend of the percentage error of the peak phase noise estimation versus
the assigned peak value of the phase noise.

Moreover, the method accuracy is compared to that of the method based
on the FFT analysis. It is assumed a sinusoidal signal, a ADC resolution
equal to 16 bit, and 1024 samples for the FFT computation. Fig.4.9 shows
the percentage error trend of the amplitude noise measurement in the case of
the IQ based method and the FFT based for different RMS percentage values
of the amplitude noise. Fig.4.10 shows the percentage error trend of the phase
noise measurement in the case of the IQ based method and the FFT based
for different values of the phase noise. The IQ based method is characterized
by constant and very small error value. In the case of the FFT based method
the error oscillates as the amplitude noise increases, and increases as the
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Fig. 4.8. Trend of the percentage error of the RMS amplitude noise estimation
versus the assigned RMS percentage of the amplitude noise.

phase noise increases. Other tests confirm that only in the case of FFT the
number of samples influence the error. The tests performed confirm that the
method shows quite the same characteristics in the case of modulated signal
and sinusoidal signal. In particular, for small values of the amplitude and
phase noise the error increases for the modulated signal respect to the error
in the case of sinusoidal signal.

Fig. 4.9. Comparison between the percentage error trend in the case of the IQ based
method and the FFT based method for different values of the amplitude noise.

Other tests are devoted to determine the influence of the phase noise on
the amplitude noise measurement and vice versa. Fig.4.11 shows the trend of
the ratio between the RMS value of the amplitude noise measured and the
RMS value of the amplitude noise assigned in the case of sinusoidal signal
affected by the phase noise with maximum amplitude equal to 0.001 rad and
0.002 rad, respectively.
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Fig. 4.10. Comparison between the percentage error trend in the case of the IQ
based method and the FFT based method for different values of the phase noise.
The FFT is computed on 1024 samples.

Fig. 4.11. Trend of the ratio between the RMS of the amplitude noise measured
and the RMS of the noise assigned for sinusoidal signal corrupted by peak value of
phase noise equal to 0.001 rad and 0.002 rad, respectively.

Other tests are performed to estimate the influences of the amplitude noise
on the phase noise measurement. The results are shown in Fig.4.12.

The results shown in Fig.4.13 and Fig.4.14 include the effects of the ideal
digital conversion performed by 8 bit ADC. As shown in Fig.4.13 the phase
noise measurement error is lightly varying if 16 bit or 8 bit is considered. Lower
ADC bit number influences both the amplitude and phase noise measurement.

4.1.3 Method performance

Measurement tests are developed to establish the performance of the method
with the modulated input signal. In all the tests it was assumed amplitude
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Fig. 4.12. Percentage error trend for the phase noise measurement in the case of
sinusoidal signal corrupted by amplitude noise and RMS equal to a) 0.0126 [V] b)
0.00251 [V], respectively.

Fig. 4.13. Trend of the phase noise measurement error with sinusoidal signal and
16 bit and 8 bit ADC.

noise and phase noise influencing the signal simultaneously. Fig.4.14 shows
the trend of the phase noise measurement error for the 4-ASK, 4-PSK and
16-QAM modulated signal affected by different values of the amplitude noise.
It is evident that the error increases as the amplitude noise increases.

Fig.4.15 shows the trend of the amplitude noise measurement error for the
previous modulated signal affected by different values of the phase noise. Also
in this case the measurement error increases as the phase noise increases. All
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the tests show that the percentage of measurement error decreases as the both
amplitude and phase noise increase.

a)

b)

c)

Fig. 4.14. Trend of the percentage error in the phase noise measurement for a a)
16-QAM., b) 4-ASK and c) 4-PSK signal with 8 bit ADC and the RMS amplitude
noise equal to 1) 0 V, 2) 1e-5 V, and 3) 1e-4V, respectively.
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a)

b)

c)

Fig. 4.15. Trend of the percentage error in the amplitude noise measurement for a)
16-QAM, b) 4-ASK and c) 4-PSK signals with 8 bit ADC and phase noise amplitude
equal to 1) 0 rad, 2) 5*10e-4 rad, and 3) 5*10*e-3 rad, respectively.



4.2 Experimental tests 63

4.2 Experimental tests

Experiment tests was performed by using DVB standard signals [63]. The
digital modulation is the QPSK, the filter defined into the standard is the
cosine roll-off filter with roll-off factor equal to 0.35 [39].

The measurement station (Fig.4.16) is made up of:

• control and processing unit implemented on a Personal Computer (PC),
• vector signal generator Agilent e4438c esg,
• LeCroy sda 6000A serial data analyzer
• interconnecting interface bus realized by IEEE 488.2.

Fig. 4.16. Measurement station for experimental test on DVB signal.

Fig.4.17 shows the percentage error trend of the amplitude noise measure-
ment versus the assigned RMS amplitude noise. The error is quite constant
and lower of 6%.

Fig.4.18 shows the percentage error trend of the phase noise measurement
versus the assigned phase noise. The error degreases as increases the assigned
phase noise value.
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Fig. 4.17. Percentage error trend of the amplitude noise measurement versus the
RMS amplitude noise value for the DVB standard signal.

Fig. 4.18. Percentage error trend of the phase noise measurement versus the as-
signed phase noise value for the DVB standard signal.
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4.3 Conclusion

The new method for both the phase and the amplitude noise measurement
is proposed. It is able to operate on both the sinusoidal signal and the single
carrier digital modulated signals of the modulation schemes M-ASK, M-QAM
and M-PSK.

The method is based on the analysis in the IQ plane of the signal trans-
lated on base-band. The numerical tests support the theoretical developments.
Moreover, these tests denote that the method is particularly attractive, robust,
and accurate if compared with the method based on the frequency domain
analysis.

The experimental results confirms the robustness and the accuracy of the
proposed method.

To use the method with digital standard modulated signal some prelim-
inary steps are necessary. The results of the tests confirm the possibility to
use the same method for every standard taking into consideration.

The method, the results of the numerical and experimental tests are pub-
lished in the paper [33].





5

Symbol timing measurement for single carrier
digital modulations

The measurement of the symbol timing of the transmitted digital modulated
signal is of actual interest in the communication networks. In fact, this measure
is necessary to permit the receiver synchronization without transmitting the
pilot sequence. Potential applications include blind synchronization of high
speed communication networks, passive listening and automatic classification
of digital modulations [65].

The approaches followed in literature to estimate the symbol timing are
based on:

• the theory of maximum likelihood estimation,
• the second-order cyclostationary statistics.

The method based on the maximum likelihood estimation is presented in
[66]. The performance of this method shows that it can be conveniently used
for Binary Phase Shift Keying (B-PSK) modulation, with and without phase
and small frequency offsets.

The cyclostationary statistic approach is applied in [65], [67] in order to
blind estimate the symbol timing by over-sampling a sequence of unknown
symbols. Moreover, in [68] and [69] it is assessed that using two samples per
symbol the estimation accuracy of the new estimator is similar to that of the
conventional estimator which requiring more samples per symbol. Neverthe-
less, the estimator convergence is greatly influenced by the sample number of
the processed signal.

The new method is proposed [12] in order to overcome the convergence
problems of the typical measurement method. It is designed:

• to measure the symbol timing by means of statistical analysis,
• to be used for several types of single carrier digital modulations,
• to be integrated in the intelligent measurement instrument able to char-

acterize the signaling quality whichever digital modulation is used [1].
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The method operates after a previous block that measure both the carrier
frequency and the phase offset of the single carrier modulated signal. These
parameters are evaluated on the basis of the approach shown in [12], [63].

The proposed method operates on the base band signal and it performs
the symbol timing measurement by using the information coming out from
these two previous blocks, in addition to the sampled modulated signal.

The approach followed is based on the statistical analysis of the digital
modulated signal. The symbol timing is evaluated once the occurrences of the
consecutive repetition of the virtual symbol are detected. This approach is
particular convenient and permits to realise a very fast and reliable method.

In the following paragraph this method is described in dept.

5.1 Symbol time measurement

The model of the single carrier modulated signal under analysis, after the
down conversion in the base band and the appropriate filtering, results:

yn = ej[θ(t)]an + wn (5.1)

where θ(t) = 2πferrt+ ϕ, with ferr the carrier frequency error and ϕ the
phase offset error between the transmitted carrier signal and the received one
occurred during the demodulation, an the transmitted symbol, and wn the
Gaussian noise. In the following, ϕ and ferr are assumed to be constant. This
assumption is not restrictive and the results remain true if ϕ and ferr are
assumed to be lightly variable.

The steps of the method for measuring the symbol timing (TSymb) are [34]:

1. Demodulate the input signal. The modulated input signal is demodulated
with a very short symbol timing TSymbmin;

2. Define a number of length. The different virtual symbols, each one defined
by the virtual symbol timing TVSymbmin, are detected on the demodulated
signal. The length of the consecutive repetition of the virtual symbols
define the symbol classes, each one identified by the parameter ρ equal to
the length;

3. Determinate the occurrences of each virtual symbol. The vector Y contain-
ing the occurrences of each symbol class is determined;

4. Evaluate the real symbol timing (TSymb). In the vector Y are eliminated
the very small length, generated by the passage from a symbol to another
in the demodulated signal. After the histogram of the occurrences versus
the parameter ρ of the symbol classes stored is determined using Y. The
maximum value of the occurrences permits to select ρmax. Then, it is
TSymb = ρmaxTSymbmin.

Some considerations need in the case of the M-PSK modulated signals
of the UMTS standard [70]. The symbol timing must be measured after the
descrambling decoding and before the despreading decoding.
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In order to better exploit the method operation mode, in the following the
symbol timing measurement in the case of 16-QAM modulation is taken into
account. Fig.5.1a shows the demodulated 16-QAM signal with SNR=20dB
and assigned symbol timing TSymb=20ms. Fig.5.1b shows the same signal
demodulated with TSymbmin=0.5 ms. It can be noted that the symbols are
varying at the same time, but it need to determinate when a symbol really
terminates.

a)

b)

Fig. 5.1. Demodulated 16-QAM signal with SNR=20dB and (a) TSymb = 20ms,
and (b) TSymbmin = 0.5ms.

In the case of the signal of Fig.5.1b, the Fig.5.2a shows the histogram
of the occurrences of the symbol classes stored in the vector Y versus the
parameter ρ. Then, it is ρmax = 40 and, consequently, as expected, it is
TSymb = 40 ∗ 0.5ms = 20ms.

The noise presence causes more variation in the demodulated signal. As
a consequence, the number of the classes of virtual symbols increases. These
new classes are characterized by the reduced number of occurrences. As an
example, Fig.5.2b shows the histogram for 16-QAM modulated signal in the
case of SNR=12dB, TSymb=20ms, and TSymbmin=0.5 ms. By means of



70 5 Symbol timing measurement for single carrier digital modulations

a)

b)

Fig. 5.2. Histogram of the virtual symbol occurrences versus the parameter ρ, for
16-QAM a) SNR=20dB, and b) SNR=12dB.

numerical tests it has been assessed that up to the limit value of SNR=10
dB the method is low sensitive to the noise in the case of the modulations
M-ASK, M-FSK, M-PSK and M-QAM.

Some considerations need in the case of the M-PSK modulated signals of
the Universal Mobil Telecommunication System (UMTS) standard [70]. The
UMTS standard imposes:

• the scrambling code in order to realize the transmission with frame Wide-
band Code Division Multiple Access (W-CDMA),

• the spreading code in order to realize the multi-user transmission.

The scrambling code consists of multiplying the modulated signal by a
pseudo-casual sequence of +1, 0 and -1. It operates on the transmitted sym-
bol so as to cover the symbol timing. Therefore, the symbol timing must be
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measured after the descrambling decoding and before the despreading decod-
ing. In this condition the modulated signal is similar to that previous taken
into account. In the case the scrambling code are not known a priori, in the
UMTS standard the generation key of the pseudo-casual scrambling code is
well defined. Therefore, by means of the cross correlation operation it is pos-
sible to detect the scrambling code sequence.

5.2 Numerical tests

Numerical tests were performed preliminary in MATLAB environmental in
order to validate the method with:

• superimposed noise to the signal,
• modulated signal according to the UMTS standard.

5.2.1 Modulated signal and superimposed noise

In all the tests it was assumed carrier frequency fc = 2kHz and a sampling
frequency fs = 10kHz. The tests were performed by examining:

• 100 different test signals for each digital modulation,
• 30 ksamples for each test signal.

In order to evaluate the measurement results, the influence of the over-
sampling period TSymbmin, and the SNR was investigated. The modulations
taken into account were: M-ASK, M-FSK, M-PSK and M-QAM. In the tests,
the parameter ρ defined at step 2 of the method, was assumed to be integer
values. Operating in this condition, the method furnishes the correct sym-
bol timing or, alternatively, the inconsistent value. Tab.5.1 shows the success
percentage for the correct symbol timing measurement for:

• the digital modulations taken into account,
• different values of both TSymb and TSymbmin,
• the limit value of SNR=12 dB.

The success percentage decreases as the SNR decreases.
The numerical tests support the theoretical developments and denote that

the proposed method is particularly attractive and robust.

5.2.2 Modulated signal according to UMTS standard

Other numerical tests were performed by simulating the modulated signals
according to the UMTS standard [40]. In the simulations were considered:

• the chip rate equal to 3,84Mcps,
• the carrier frequency equal to 10 times the chip rate,
• the sampling rate equal to 80 times the chip rate,
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Table 5.1. Success percentage for the correct symbol timing measurement for dif-
ferent single carrier modulations and SNR=12dB.

Modulation Tsymb [ms] TSymbmin [ms] Success [%]

4-ASK 40 2 99
8-ASK 40 2 98
8-ASK 50 0.5 95
8-ASK 50 1 91
8-ASK 50 2 95

16-QAM 40 20 100
16-QAM 50 1 100
16-QAM 50 2 100
256 QAM 50 2 67

2-PSK 50 1 98
2-PSK 50 2 93
4-PSK 50 1 100
4-PSK 50 2 100
8-PSK 50 1 100
2-FSK 50 1 96
2-FSK 50 2 97
4-FSK 50 1 100
4-FSK 50 2 100

• the burst constituted by 2560 chips.

Moreover, the Additive White Gaussian Noise (AWGN) was superimposed to
the modulated signals.

In order to perform the symbol timing measurement, the modulated signal
was considered after the descrambling decoding, but before the despreading
decoding for some spreading code. The symbol timing was evaluated by count-
ing the consecutive repetition of the chip into the symbol. The occurrences
of the consecutive chip repetition for the UMTS signal with SNR=10 dB are
shown in Fig.5.3. By referring to the maximum value of the occurrences equal
to 128, the symbol timing is equal to 33.33µs.

Further numerical tests were performed by analysing different sets of test
signals, each set defined by 100 signals and different values of both the symbol
time and the SNR. The success percentage for the symbol timing measurement
versus different values of the SNR and the consecutive chip repetition per
symbol is given in Tab.5.2. From Tab.5.2 it can be noted that the percentage of
correct evaluation of the symbol timing with larger number of consecutive chip
repetition is lower of the percentage of correct evaluation of the symbol timing
with smaller number of consecutive chip repetition in presence of the signal
degradation. In fact, if the number of spreading factor is low, less symbols
are transmitted in the burst, so the incorrect chip recognition can exceed the
correct chip recognition, as a consequence of the superimposed noise.
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Fig. 5.3. Histogram of the consecutive chip repetition for the UMTS signal and
SNR=10dB.

Table 5.2. Success percentage for the correct symbol timing measurement for
UMTS signal and different value of the SNR and consecutive chip repetition.

Consecutive chip repe-
tition per symbol 128

Consecutive chip repe-
tition per symbol 64

consecutive chip repe-
tition per symbol 32

29 89 100
53 100 100
98 100 100
100 100 100
100 100 100

5.3 Experimental tests

In order to validate the proposed method, experimental tests were carried
out on actual signals. Two different sets of tests were performed. The first
set is devoted to assess the reliability and the efficacy of the method, and
the experimental tests were carried out producing the same signals used in
simulation by means of an Arbitrary Waveform Generator (AWG).

The second set is devoted to assess the influence of the telecommunication
standard on the method performance, and the experimental tests were carried
out on:

• GMSK modulated signals of the GSM standard,
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• 2-FSK modulated signals with not integer number of the carrier period
per symbol,

• digital modulated signals generated by programmable modems connected
to the wired telecommunication network.

5.3.1 Modulated signals by AWG

A suitable automatic measurement station was set up to assess the reliability,
the efficacy and the accuracy of the method on processing the modulated
signals digitised by means of an actual digitiser. The measurement station is
shown in Fig.5.4 was constituted by:

• AWG Sony-Tektronix AWG 2021, working in base band,
• Digital Storage Oscilloscope (DSO) Tektronix TDS7154B,
• control and processing unit implemented on Personal Computer (PC),

Compaq Evo W4000 at 1.8 GHz,
• interconnecting interface bus IEEE 488.2.

Fig. 5.4. Measurement station for experimental test on digital modulated signal by
AWG.
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The operating mode of the measurement station is:

1. the modulated signal digitally synthesized is transferred to the local mem-
ory of the AWG and given in output in the analogue form;

2. the DSO digitises the input analogue signal and transfers the samples to
the PC by means of the IEEE 488.2 interface;

3. the PC implements the measurement method and controls the AWG.

Experimental tests were carried out by considering:

• the M-ASK, M-FSK, M-PSK modulated signals;
• the QAM signal produced according to the ETSI document TR 101 290

[38];
• the QPSK signal according to the ETSI document EN 300 421 [39].

The results of the experimental tests show that the method is particularly
robust, the measurement uncertainty is slightly greater than that characteriz-
ing the numerical tests, and the experimental standard deviation is contained
in few percents.

5.3.2 Modulated signals according to telecommunication standard

Suitable automatic measurement station was set up to analyse the modulated
signal of the GSM standard. It was constituted by:

• RACAL 6113E GSM Signal Generator,
• Digital Scope Tektronix TDS154B,
• HP 8594E Spectrum Analyzer (SA),
• control and processing unit implemented on PC Compaq Evo W4000 at

1.8 GHz,
• interconnecting interface bus IEEE 488.2.

The generator worked at RF with carrier frequency equal to 908.2MHz and
was able to generate the modulated signal according to the standard GSM 900
Burst. By using the SA the signal was down converted at the IF equal to 21.4
MHz. Successively, the signal was acquired at the sampling rate of 200MS/s,
translated in the base band in digital way, and processed to extract the phase
information. The phase trajectory was decimated by the factor 90, so the
resulting sample rate of the signal was equal to 2,22 MS/s. At this sampling
rate of the signal results 9 samples per bit.

Tests were carried out on:

• signal constituted by the sequence 0000,
• signal constituted by the sequence 1111,
• signal of the control channel.

By referring to the histograms of Fig.5.5a and Fig.5.5b the error for the symbol
timing measurement was one sample for both the sequences 0000 and 1111
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a)

b)

c)

Fig. 5.5. Histogram of the occurrences versus the number of the consecutive repe-
tition of the virtual symbol for GSM signals: a) signal constituted by sequence 0000,
b) signal constituted by sequence 1111, and c) signal of the control channel.



5.3 Experimental tests 77

By referring to the histograms of Fig.5.5c the symbol timing of the signal of
the control channel was correctly individuated.

Another experimental test shown in Fig.5.6 was executed by using different
measurement station. This was made up of:

• Signal Generator (SG), Agilent E4435C,
• Data Acquisition board (DAQ) on PCI bus, Signatec PDA 1000,
• control and processing unit, implemented on a Personal Computer (PC)

Compaq Evo W4000 at 1.8 GHz,
• interconnecting interface bus IEEE 488.2.

Fig. 5.6. Measurement station for experimental test on FSK digital modulated
signals.

With this station was generated and acquired the 2-FSK signal with a
carrier frequency equal to 20MHz, and a sampling rate equal to 250MS/s.
Differently from the simulation environment, this measurement station is ca-
pable to generate modulated signals characterized by whole number of carrier
period per each symbol. By imposing the symbol rate equal to 2,4 kS/s, and
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the shorter symbol timing TSymbmin equal to 46.30µs, the symbol timing was
measured and the error does not exceed the value of the TSymbmin.

Successively two modems U.S. Robotics Courier 56k Business Modem were
used, both connected to the wired telecommunication public network. One
modem was programmed and controlled by Compaq Evo W4000 at 1.8 GHz
and used as sender. Another was used as receiver able to negotiate the se-
lected communication conditions according to the standard V.92 and V.90.
The processed digital modulated signals were acquired at the input of receiver
modem where the signal is degraded by both the noise and the interferences
of the network operating in actual conditions.

Tab.5.3 shows the influence of the choice of both the symbol minimum
frequency, fSymbmin, and the sampling frequency fs on the measure of the
symbol frequency, once the operating conditions at the sender are:

• 16-QAM modulated signal,
• carrier frequency equal to 2000Hz,
• assigned symbol rate equal to 8400 Symb/s.

Fig.5.7 shows the trend of the measured symbol frequency versus the sam-
pling frequency fs, once the operating conditions at the sender are:

• 16-QAM modulated signal,
• carrier frequency equal to 2000Hz,
• symbol rate equal to 8400 Symb/s.

These results highlight that the sampling frequency weakly influences the
method accuracy.

Fig. 5.7. trend of the measured symbol frequency versus the sampling frequency fs
for a modem signal.
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Table 5.3. Influence of fs and fSymbmin in the symbol time estimation for 16-QAM
modem signals with fc=2kHz, fsymb=8400 Symb/s.

fsymbmin [Symb/s] fs = 134400Hz fs = 268800Hz

67200 8400 8400
33600 8400 8400
16800 8400 8400

fsymbmin [kSymb/s] fs = 100kHz fs = 200kHz

50 8333,33 8333,33
25 8333,33 8333,33
20 10000,00 10000,00

5.4 Conclusion

The method is presented to measure the symbol timing in the modulated
signals:

• M-ary Quadrature Amplitude Modulation,
• M-ary Amplitude Shift Keying,
• M-ary Phase Shift Keying,
• M-ary Frequency Shift Keying.

The approach followed is based on the statistical analysis in the base band
of the digital modulated signal. The symbol timing is evaluated by determining
the maximum occurrence of the symbol classes.

This approach is particular convenient and permits to realise very fast,
reliable and accurate measurement. Numerical and experimental tests were
performed on modulated signals according to the telecommunication stan-
dard GSM 900 Burst, UMTS and modem V.90, V.92. The results permit to
highlight the robustness of the method and the high accuracy.

In all the tests the maximum error in determining the symbol timing was
equal to one unit of the trial symbol timing used in the signal demodulation
and showing the higher occurrence of the consecutive repetition.

The method, the result of the numerical and experimental tests are pub-
lished in the paper [12].
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ANN based demodulator for UMTS signal
measurements

The field of Artificial Neural Networks (ANNs) has made greath progress
in terms of theory, algorithms, and applications. Compared to conventional
signal processing algorithms that are mainly based on linear models, ANN
offer an attractive alternative by providing nonlinear parametric models with
universal approximation power, as well as adaptive training algorithms. The
availability of such powerful modeling tools justifies numerous research efforts
to explore new signal processing applications of ANN [71].

The advantageous use of the ANNs in measurement instrumentation and,
in particular, to process the modulated signals for telecommunication has been
shown in [72]-[73]. In [72] the ANN based decoder is shown for Dual Tone
Multi Frequency signals. The comparison with the traditional ones permits
to highlight the advantageous performances of the ANN based demodulator
beyond the limits given by the international recommendations. In [73] the
ANN based demodulator of signals of the GSM telecommunication standard
was designed, discussed and metrological characterised. Also in this case, nu-
merical tests confirm that the use of this demodulator permits to reduce the
measurement error of the carrier frequency in both the case of static and
dynamic propagation of the signals.

These results confirm that the ANNs show interesting properties to ef-
ficiently process the input signals affected by high level of both noise and
distortion that characterize the telecommunication networks. In particular,
the parallel architecture of the ANNs permits:

• to process the signals in very fast way,
• to overcome the limits of the traditional approach to the signal processing.

According to this interesting properties the ANN is taken into account in
order to realise innovative decoder of the UMTS signals. This decoder must
ensure the correct demodulation beyond the noise and alterations with values
greater than the values defined in the international recommendations [40].
To this scope in the following the characteristics of the ANN are analysed.
Successively, the ANN based demodulator is designed and tested.
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6.1 Basic characteristics of ANNs

The nonlinear nature, the ability to learn from their environments in super-
vised or unsupervised ways, and the approximation property of ANN make
them highly suited for solving both complex and hard signal processing prob-
lems.

From a signal processing perspective, it is imperative to develop a proper
understanding of basic ANN structures and how they impact on signal pro-
cessing algorithms and applications. A challenge in surveying the field of ANN
paradigms is to identify those ANN structures that have been successfully ap-
plied to solve real world problems from those that are still under development
or have difficulty scaling up to solve realistic problems. When dealing with
signal processing applications, it is critical to understand the nature of the
problem formulation so that the most appropriate ANN paradigm can be ap-
plied. In addition, it is also important to assess the impact of ANN on the
performance, robustness, and cost-effectiveness of signal processing systems
and develop methodologies for integrating ANN with other signal process-
ing algorithms. Another important issue is how to evaluate ANN paradigms,
learning algorithms, and ANN structures and identify those that do and do
not work reliably for solving signal processing problems [71].

6.1.1 McCullochand Pitts Neuron Model

Among numerous ANN models that have been proposed, all share a common
building block known as a neuron and a networked interconnection structure.
The most widely used neuron model is based on McCulloch and Pitts work
and it is shown in Fig.6.1.

Fig. 6.1. McCulloch and Pitts neuron model.

Each neuron consists of two parts: the net function and the activation func-
tion. The net function determines how the network inputs {yj ; 1 ≤ j ≤ N} are
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combined inside the neuron. In the Fig.6.1, the weighted linear combination
is adopted:

u =
N∑
i=1

wjyj + θ (6.1)

{wj ; 1 ≤ j ≤ N} are parameters known as synaptic weights. The quantity θ is
called the bias (or threshold) and is used to model the threshold. In the liter-
ature, other types of network input combination methods have been proposed
as well [71].

The output of the neuron, denoted by ai, is related to the network input
ui via a linear or nonlinear transformation called the activation function:

a = f(u) (6.2)

In various ANN models, different activation functions have been proposed.

6.1.2 ANN Topology

In a ANN, multiple neurons are interconnected to form a network to facili-
tate distributed computing. The configuration of the interconnections can be
described efficiently with a directed graph. A directed graph consists of nodes
(in the case of a ANN, neurons, as well as external inputs) and directed arcs
(in the case of a ANN, synaptic links).

The topology of the graph can be categorized as either acyclic or cyclic.
ANN with acyclic topology, Fig.6.2a, consists of no feedback loops. Such an
acyclic ANN is often used to approximate a nonlinear mapping between its
inputs and outputs. As shown in Fig.6.2b, ANN with cyclic topology contains
at least one cycle formed by directed arcs. Such a ANN is also known as a
recurrent network. Due to the feedback loop, a recurrent network leads to a
nonlinear dynamic system model that contains internal memory.

Recurrent ANNs often exhibit complex behaviors and remain an active
research topic in the field of artificial ANNs.

6.1.3 Multilayer Perceptron (MLP) Model

The multilayer perceptron [74] is by far the most well known and most popular
ANN among all the existing ANN paradigms. To introduce the MLP, let us
first discuss the perceptron model.

Perceptron Model

In the perceptron model, a single neuron with a linear weighted net function
and a threshold activation function is employed. The input to this neuron
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a)

b)

Fig. 6.2. a) acyclic graph and b) cyclic graph.

x = (x1, x2, x3, ..., xn) is a feature vector in an n-dimensional feature space.
The net function u(x) is the weighted sum of the inputs:

u(x) = w0 +
n∑
i=1

wixi (6.3)

and the output y(x) is obtained from u(x) via threshould activation function:

y(x) = 1 u(x) ≥ 0y(x) = 0 u(x) < 0 (6.4)

6.1.4 Multilayer Perceptron

A multilayer perceptron (MLP) ANN model consists of a feed-forward, lay-
ered network of McCulloch and Pitts neurons. Each neuron in the MLP has
nonlinear activation function that is often continuously differentiable. Some
of the most frequently used activation functions for MLP include the sigmoid
function and the hyperbolic tangent function.

Weights determination of a Single Neuron MLP

If it’s considered a simple example consisting like is shown in Fig.6.3 that
represents the neuron in two separate parts: a summation unit to compute



6.1 Basic characteristics of ANNs 85

the net functions u, and a nonlinear activation function z = f(u), the output z
is to be compared with a desired target value d, and their difference, the error
e = d− z, will be computed. There are two inputs [x1 x2] with corresponding
weights w1 and w2. The input in the figure labeled with a constant 1 represents
the bias term θ shown in Fig.6.4. The bias term is labeled w0. The net function
is computed as:

u =
2∑
i=0

wixi = Wx (6.5)

where x0 = 1, W = [w0, w1, w2] is the weight matrix, and x = [1, x1, x2]T

is the input vector.

Fig. 6.3. MLP for back-propagation the training of a single neuron ANN.

Given a set of training samples (x(k), d(k)); 1 ≤ k ≤ K, the error back-
propagation training begins by feeding all K inputs through the MLP net-
work and computing the corresponding output z(k); 1 ≤ k ≤ K. Here we use
an initial guess for the weight matrix W. The objective is to adjust the weight
matrix W to minimize the error. This leads to a nonlinear least square op-
timization problem. There are numerous nonlinear optimization algorithms
available to solve this problem. Basically, these algorithms adopt a similar
iterative formulation:

W (t+ 1) = W (t) +∆W (t) (6.6)

where ∆W (t) is the correction made to current weights W(t). Different algo-
rithms differ in form of ∆W (t). Some important algorithm are:

• Steepest descend gradient method,
• Newtons method,
• Conjugate-Gradient method.
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The complexity of the problem increases with the number of the layer present
into the network.

A typical MLP configuration is depicted in Fig.6.4. Each circle represents
an individual neuron. These neurons are organized in layers, labeled as the
hidden layer 1, hidden layer 2, and the output layer. While the inputs at the
bottom are also labeled as the input layer, there is usually no neuron model
implemented in that layer. The name hidden layer refers to the fact that the
output of these neurons will be fed into upper layer neurons and, therefore, is
hidden from the user who only observes the output of neurons at the output
layer. Fig.6.4 illustrates the configuration of MLP where interconnections are
provided only between neurons of successive layers in the network. In practice,
any acyclic interconnections between neurons are allowed. An MLP provides
a nonlinear mapping between its input and the output.

Fig. 6.4. Three-layer multilayer perceptron configuration.

Error Back-Propagation Training of MLP

A key step in applying the MLP model is to choose the weight matrices.
Assuming a layered MLP structure, the weights feeding into each layer of
neurons form a weight matrix of that layer (the input layer does not have
a weight matrix as it contains no neurons). The values of these weights are
found using the error back-propagation training method.

There are two parameters that must be chosen: the learning rate, and the
momentum constantm. The learning rate is a parameter used to determine the
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influence of the error in the new weight. The momentum provides a mechanism
to adaptively adjust the step size. When the gradient vectors in successive
epochs point to the same direction, the effective step size will increase. When
successive gradient vectors form a zigzag search pattern, the effective gradient
direction will be regulated by this momentum term so that it helps minimize
the mean-square error. Both of these parameters should be chosen from the
interval of [0 1].

6.2 ANN based demodulator architecture for GMSK
signal measurements

In [73] is presented an interesting demodulator for GMSK signal based on
ANN.

Demodulation of the GMSK signal is very difficult in real cases. The trans-
mitted signal is corrupted by channel noise, by Doppler effect and by multi-
path propagation so that bit decoding is not easy.

GMSK modulation has been widely used in several wireless telecommuni-
cation systems, i.e. for GSM cellular telephone system in Europe, for CDPD
(Cellular Digital Packet Data) system in the USA.

The GMSK modulation belongs directly from continuous-phase Frequency
Shift Keying (FSK) with a modulation index (h=0.5) that will produce or-
thogonal signaling.

In the GMSK signal, the information is carried out by the phase of the
modulated signal. In particular, the slope of the signal depends on the trans-
mitted bit. A positive slope means a binary ”1” has been transmitted, while
a negative slope means a binary ”0’ has been transmitted as is shown in
Fig.6.5 and Fig.6.6. The GMSK demodulator must extract the phase from
the modulated signal and, by using a slope classifier, decode the transmitted
bits.

In the GMSK modulation, the phase modulated signal is:

s(t) = SMcos[2πfct+ ϕi(t)] (6.7)

where fc, is the carrier frequency and ϕ(t) is the information carrying phase.
Before being sent to the ANN demodulator, the phase signal is pre-

processed according to the following rules:

1. the baseband phase signal is sampled;
2. synchronisation is performed by detecting the first change to the signal

slope;
3. the different phase shifts of the incoming modulated signal are detected

and organized to send to the demodulator;
4. 18 samples for each transmitted bit are stored;
5. four samples, selected from the central zone of the 18 samples, are fed into

the modulator.
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Fig. 6.5. GMSK phase signal and corresponding bit input stream.

Fig. 6.6. GMSK modulated signal.

The GMSK slope classifier is based on the Learning Vector Quantization
(LVQ) ANN. The LVQ ANN is able to decode the input signal by classifying
the phases slope which depends on the transmitted bit.

The number of both the input neurons and codebooks is set during the
initialisation phase. The number of input neurons depends on

• satisfying the international recommendations GMSK signal demodulation,
• the sampling frequency of the incoming signal.

By taking into account these problems, and in order to make the demodu-
lator robust, less sensitive to the noise, the sampling frequency of the realised
prototype has been set equal to 4.5MHz so as to obtain 18 samples for symbol
when the signal is acquired in the base band. Only 4 samples, selected in the
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central zone of each symbol, are sent to neural demodulator. In this manner
the problems depending on the sample leakage at the end of the symbol are
avoided.

The number of the codebooks is fixed equal to 4, two for each slope.
In the output layer, the minimum of the Euclidean distance between the

codebooks and the output of the net, is evaluated and the decoded bit is
determined.

The training set is constituted by the phase slope of 5 random bursts of
a GSM signal for a total of 151x5 random The ANN is trained by using an
evolution of LVQ algorithm (LVQ2) and the Fig.6.7 shows the block scheme
of the learning phase.

Fig. 6.7. Block scheme of the learning phase

The neural demodulator has been tested according to the European
Telecommunication Standard Institute (ETSI) recommendation [38]. In order
to execute estimation of the Bit Error Rate (BER), several channel models
have been simulated.

The models, as established by the ETSI recommendation, are:

• the Rural Area characterised by maximum speed 250km/h(RU 250),
• Total Urban maximum speed 50km/h (TU 50),
• Hilly Terrain maximum speed 100km/h (HT 100).

These tests are called dynamic because the receiver is in motion. Moreover,
static test has been carried out and shown in Fig.6.8 in which the channel is
assumed to be characterised by Additive White Gaussian Noise (AWGN) and
the receiver is motionless.

The test results show the good performance of the demodulator for high
degradated sigals.



90 6 ANN based demodulator for UMTS signal measurements

Fig. 6.8. BER for the neural based demodulator for different condition of propa-
gation versus Eb/N0.

6.3 ANN based demodulator architecture for UMTS
signal

The ANN based demodulator pointed out works into the input block of the
non-intrusive instrument designed for measurements on modulated signals
according to the Universal Mobile Telecommunications System (UMTS) Ter-
restrial Radio Access (UTRA) standard. Important aspect taken into account
in the design of the ANN based demodulator is that the UMTS standard
imposes:

• the scrambling code in order to realize the transmission with frame Wide-
band Code Division Multiple Access (W-CDMA),

• the spreading code in order to realize the multi-user transmission.

Therefore, beside to be able to operate in substitution of the traditional de-
modulator block, others assigned functions to the proposed demodulator re-
gard to both the descrambling and the despreading operations of the input
signal. Then, the operations that the ANN are required to perform in one shot
are:

• the descrambling of the input signal according to the used code by the
transmitter, previously down converted in base band,

• the despreading in order to recovery the transmitted symbols,
• the symbol extraction.

Fig.6.9 shows the block schemes of both the traditional and the ANN based
demodulator in the case four output channels are considered. In both the
schemes:

1. the signal is down converted in base band at the input section,
2. the two components, the in-phase signal component I and the quadrature

component Q, are extracted,
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3. the symbols are recovered,
4. the symbols are reconstructed for each channel.

Nevertheless, the two schemes of Fig.6.9 differ because the ANN based demod-
ulator works so as to perform in parallel way the operations of descrambling,
despreading, and symbol extraction. Differently, the traditional demodula-
tor performs the previous processing operations by means of three successive
steps.

Fig. 6.9. Block schemes of the traditional receiver (up) and of the ANN based
receiver (down).

The pre-processing block, before the ANN block of Fig.6.9, operates to
adapt the signal to the requirements of the successive block. The proposed
demodulator is constituted by ANN with two layers and two outputs. One
output corresponds to the in-phase signal component I and another to the
quadrature component Q. The ANN architecture showing the best perfor-
mances and, consequently, used in the proposed demodulator is the MLP.

In the following, both the design and the training phase of the MLP ANN
based demodulator are presented in the case of the Frequency Division Duplex
(FDD) functioning modes. Successively, the preliminary results of the numer-
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ical tests on modulated signals, generated according to the international rec-
ommendations of the standard UMTS [75]-[80], are given and compared with
that of the traditional demodulator.

6.3.1 ANN based demodulator training

In order to recovery the transmitted symbol, the ANN is trained according to
the following relations for the I and the Q components, respectively:

Symb(n) =

∑nSF
i=(n−1)SF+1((Lr(i)Is(i) +Qr(i)Qs(i))(−C(i)))

2SF
(6.8)

Symb(n) =

∑nSF
i=(n−1)SF+1((Qr(i)Is(i)− Ir(i)Qs(i))(−C(i)))

2SF
(6.9)

where: Ir(i) and Qr(i) are the in-phase and quadrature components, respec-
tively, of the modulated signal after the filtering and sampling process, Is(i)
and Qs(i) are the in-phase and quadrature components of the scrambling
code, respectively, C(i) is the spreading code of the selected channel, SF is
the spreading factor identifying the selected channel.

In order to reduce the computational complexity, the ANN training refers
to four channels, only. Therefore, the input vector is constituted by 20 compo-
nents, four for each of Ir(i), Qr(i), Is(i), Qs(i) and C(i). The ANN is trained
by using modulated signals generated according to the UMTS standard [75],
[77] and [79] in the following operating conditions:

• assigned scrambling code,
• assigned channel set [0, 1, 5, 7].

Therefore, the trained ANN can work in the following operating conditions:

• channels included in the standard,
• signals with scrambling code corresponding to that used in the training

phase.

6.3.2 The ANN design

The ANN design mainly consists of defining the topology (i.e., the arrange-
ment of neurons, connections, and patterns into the ANN) and the archi-
tecture (i.e., the selection of the number of neurons, layers, and number of
neurons for each layer necessary for the specific application of the topology)
of the network.

Among the digital ANN topologies, the MLP shows interesting character-
istics according to the advantageous application given in literature for the sig-
nal demodulation [72], [73]. The lack of any a-priori evidence about the better
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suitability of the architecture imposes assessing experimentally the character-
istics in order to minimize the ANN error.

In the MLP networks, the neurons in a layer are connected to all the neu-
rons in the following layer through unidirectional links represented by con-
nection weights [81]. Therefore, the MLP requires the determination of the
activation functions and the thresholds of the neurons, as well as of the connec-
tion weights. First, the activation functions and the thresholds are defined by a
recursive optimization procedure [81]. Then, the connection weights are com-
puted by means of a learning algorithm. The simplest and most widespread
learning algorithm is the Back-Propagation (BP) [81]. However, its classical
version suffers problems of slow convergence speed and local minima in train-
ing. Enhanced versions exploit the method of the Momentum parameter in
order to avoid oscillation problems, and to speed up and made less sensitive
to small error the network training phase. On the basis of this method, the
new weights are determined by the sum of a fraction of the last weight change
and the new change suggested by the BP rule. The magnitude of the change is
allowed by the momentum constant, mc, which is a number in the interval [0,
1]. The lack of any a-priori evidence about the better suitability of the value
of this constant for the current problem imposes an experimental performance
assessment. In learning phase is assumed mc=0.05.

In order to reduce the convergence problems, the resilient back-propagation
algorithm is implemented, also. The learning rate was set equal to 0.5.

The optimal network parameters are heuristically found. In particular,
the training tests allow the number of hidden layer and neurons to be selected
experimentally according to the ANNs performance in terms of accuracy and
operating speed.

Moreover, the over training of the MLP ANN and local minimum trap of
the network parameters impose to experimental assess the optimal network
parameters. Therefore, the learning of the network is repeated by changing
the training data set.

After numerous tests, the best configuration of the ANN based demodu-
lator consists of the MLP architecture with:

• 20 neurons in the input layer,
• 210 neurons in the hidden,
• 2 neurons in the output layer.

The training phase is performed by assuming the sigmoid transfer function
of each neuron. The training data set is constituted by the normalized input
signal modulated according to the UMTS standard, and the output signal
constituted by sequences of the discrete values [-1, 1], according to the symbol
levels.

The trend of the percentage error, defined as difference between the as-
signed symbol and the detected one, is shown in Fig.6.10 versus the epochs
of the training phase.
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Fig. 6.10. Trend of the percentage error during the training phase of the MLP
ANN.

In the validation phase, the MLP ANN is forced to demodulate the signal
different from that used in the training phase.

The considered ANN architecture is particularly robust. Indeed, tested by
signals not included in the training set, the error is 0.8%.

6.3.3 Numerical tests of the ANN based demodulator

Numerical tests are performed to assess the errors of the MLP ANN based
demodulator in the following actual operating conditions:

1. signal affected by clipping,
2. carrier frequency error,
3. carrier phase error,
4. burst synchronisation error,
5. transmission noise,
6. signal affected by multi-path interferences.

The modulated signals occurring in these operating conditions are degraded
and they can differ from the theoretical ones on the basis of the different
causes. Therefore, the numerical generation of these degraded signals is per-
formed in accordance to the limit conditions given in the ETSI recommen-
dations [77]-[80], and to both the rules and the simulation models presented
in literature [82]-[85]. In the previously considered operating conditions, the
MLP ANN based demodulator is compared with the traditional one in order
to highlight:
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• the advantages,
• the disadvantages,
• to detect the limit operating conditions.

The parameter used in the comparison is the Bit Error Rate (BER) accord-
ing to the ETSI recommendation [76], [77]. In the following the comparison
between the neural demodulator and the tradition one is shown by examining
each of the actual operating conditions taken into account.

Signal affected by clipping

The clipping occurs when the signal amplitude overcomes the dynamical range
of the integrated components. The consequent signal degradation causes the
frequency distortion out the assigned band, and the Error Vector Magnitude
variation. The clipping level, defined as the ratio between the clipped signal
and the original one, in the UMTS system can rice the value of 64%. Fig.6.11
shows that the ANN based demodulator is characterised by BER values lower
than the traditional demodulator for clipping level greater than the value of 14
dB, corresponding to the values of the clipping level of the usual functioning
conditions of the UMTS system.

Fig. 6.11. BER evaluated in the case of traditional and MLP ANN based demod-
ulator in the operating conditions characterised by clipping.

Carrier frequency error

The carrier frequency error occurs as consequence of the non correct down
conversion of the modulated signal. Fig.6.12 shows that the ANN based de-
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modulator is characterised by BER values lower than the traditional demod-
ulator for frequency error greater than 100 Hz, corresponding to 4.17 ppm of
the carrier frequency equal to 2.4 GHz.

Fig. 6.12. BER evaluated in the case of traditional and MLP ANN based demod-
ulator in the operating conditions characterised by carrier frequency error.

Carrier phase error

The carrier phase error occurs as consequence of the non correct synchroniza-
tion during the demodulation. Fig.6.13 shows that the ANN based demodu-
lator is characterised by BER values lower than the traditional demodulator
for phase error greater than 5 rad.

Burst synchronisation error

In the case the burst synchronisation error occurs, Fig.6.14 shows that the
ANN based demodulator is characterised by BER values lower than the tra-
ditional demodulator for synchronisation error greater than 30 samples.

Transmission noise

The noise superimposed to the modulated signal is the Average White Gaus-
sian Noise (AWGN). Fig.6.15 shows the original signal and the corrupted one
characterised by SNR=20dB. It can be noted as the original signal is dete-
riorated and the corrupted one has shape almost different from the original
signal. Fig.6.16 shows that the ANN based demodulator is characterised by
BER lower than the traditional demodulator for SNR greater than 0 dB.
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Fig. 6.13. BER evaluated in the case of traditional and MLP ANN based demod-
ulator in the operating conditions characterised by carrier phase error.

Fig. 6.14. BER evaluated in the case of traditional and MLP ANN based demod-
ulator in the operating conditions characterised by burst synchronisation error.
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Fig. 6.15. Modulated signal affected by AWGN: the original signal (upper), the
modulated signal with SNR equal to 20dB (down).

Fig. 6.16. BER evaluated in the case of traditional and MLP ANN based demod-
ulator in the operating conditions characterised by transmission noise.
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Multi-path interferences

The multi-path propagation is produced by reflection of the transmitted signal
from obstacles and, consequently, a lot of signals, instead of only one, with
different time delay and attenuation are received. Moreover, the variety of
paths causes, also, the phase changes, which are frequency dependent. In
addition, the speed of the mobile station causes Doppler effect on the received
signal. All these effects are very difficult to model. The method presented in
[85] permits to realize the adequate modelling of the multi-path fading for
mobile radio. This model is based on the assumption that the amplitude of
the complex envelope of the received signal at the antenna is characterised by
Rayleigh distribution.

Fig.6.17 shows the modulated signal and the corresponding signal affected
by multi-path interferences simulated according to the model given in [85]. It
can be noted as the signal affected by multi-path interferences is substantially
degraded and the waveform shape is far different from that of the original
modulated signal. Therefore, both the ANN based and the traditional de-
modulators work in very cumbersome operating conditions.

In the case only one channel is taken into account and the signal is affected
by multipath interferences, Fig.6.18a , and Fig.6.18b show that the ANN based
demodulator is characterized by BER lower than the traditional demodulator.
Moreover, Fig.6.18c shows the trend of the BER evaluated for the ANN based
demodulator, in the case two channels are contemporary working and the
signal is affected by fade interferences with delay equal to 0, 0.1 Ts and 0.2
Ts, where Ts is the chip time defined in the UMTS standard [40]. Also in this
working condition the values of the BER are low.



100 6 ANN based demodulator for UMTS signal measurements

a)

b)

c)

Fig. 6.17. Rayleigh fading modulated signal (a), Rayleigh fading modulated signal
and noise (b), original modulated signal (c).
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a)

b)

c)

Fig. 6.18. BER evaluated in the case of traditional and MLP ANN based demodu-
lator in the operating conditions characterised by: a) one channel with signal affected
by multipath interferences and speed 90 km/h, b) one channel with signal affected
by multipath interferences and speed 5 km/h, c) two channels.
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6.4 Conclusion

The new demodulator architecture for telecommunication signals is proposed
by using the Multi Layer Perceptron (MLP) Artificial Neural Network (ANN).
This demodulator is designed to be employed into the measurement instru-
ment for the third generation mobile telecommunication systems.

The operating characteristics of the MLP ANN based demodulator were
evaluated in the following conditions:

• input signal affected by clipping,
• carrier frequency error,
• carrier phase error,
• burst synchronisation error,
• transmission noise,
• input signal affected by multi-path interferences.

The numerical tests have pointed out that the MLP ANN based demodu-
lator is more robust than the traditional demodulator and it candidates to be
used in the measurement instruments. Indeed, the MLP ANN demodulator
can guaranty greater accuracy in the case the modulated signal is affected by
high level of both noise and distortion.

The method, the result of the numerical and experimental tests are pub-
lished in the paper [64].
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Architecture implementing the carrier
frequency error measurement

More functions of the radio systems are implemented in software, leading
towards the Software Radio (SR). In the receiver of the SR, the incoming
signal is translated into the digital domain by the Analog to Digital Converter
(ADC) and is demodulated by using software techniques [35].

The benefits of this approach consist in using single general-purpose plat-
form to perform different functions by simply running different programs. The
main effort is to get the hardware architecture able to support the SR [86], by
taking into account the strong diversity of existing and future communication
systems.

The common architecture of the SR proposed in literature and generating
widespread interest in the telecommunication industry [35], [86] is constituted
by three main functional blocks, shown in Fig.7.1. They are :

1. the Radio Frequency (RF) section realised by the analog hardware module,
2. the Intermediate Frequency (IF) section realised by the cascade of the

ADC and the Digital Down Converter (DDC),
3. the base band processing section realised by the Digital Signal Processor

(DSP).

The current research trend is addressed to perform the digital conversions
right to the antenna [87].

Both the feasibility and the adaptability made this architecture interesting
to efficiently implement the method pointed out to measure the carrier fre-
quency error of the single carrier digital modulations for telecommunication
systems [88]. This method requires to process the incoming signal according
to the following steps:

1. to down convert the signal in base-band,
2. to determine both the in-phase (I) and in quadrature (Q) components of

the signal,
3. to compute the phase from the ratio of these two components.

These three steps well match the functional blocks of the SR architecture.
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Fig. 7.1. Block scheme of the receiver of the software radio constituted by the
cascade of the RF section, the IF section and the base band section.

Looking to the method implementation in the architecture of SR, the de-
sign of the ADC architectures is taken into account. This architecture is a
trade-off between the availability of the technologies and both the accuracy
and the sensitivity of the frequency error measurement. These last are im-
portant aspects to be taken into account and to be investigated before the
realization of the ADC by the available technology.

In particular, the effects of the ADC architecture on the carrier frequency
error measurement is investigated. Indeed, given the high cost of prototyping
new ADC, the results from simulation of different architectures is a realistic
solution for addressing the choise of the right architecture. The attention is
restricted to the ADC architectures used into the SR [89]-[95] and realizable
with the existing technologies at that time. In particular they are:

1. the Pipeline ADC,
2. the Sigma-Delta (Σ∆) Band-Pass (BP) ADC. Among them, the Σ∆ BP

ADC based on :
• the Single Quantizer Loop (SQL) BP,
• the Multistage Noise Shapers (MASH) BP

These two architectures of Σ∆ BP ADCs influence in different way the carrier
frequency error measurement because the quantization noise and the noise
shaping are different according to the different architectures.

In the following the block scheme of the ADC architectures designed to
be implemented into the IF section of the SR is discussed. The ADC archi-
tectures taken into account are that realizable with the existing technologies
at that time. At the end, the results of the numerical tests carried out to
investigate on the effects of the ADC architectures on the carrier frequency
error measurement are given.



7.1 Functional block architecture for frequency error measurement 105

7.1 Functional block architecture for frequency error
measurement

7.1.1 Functional block architecture

The implementation of the method for the frequency error measurement on
the measurement instrument requires the fulfillment of the following steps:

1. down converter in base band of the input signal;
2. evaluate the I and Q components of the modulated signal in order to

permit the computation of the argument of the base-band signal;
3. estimate the slope of the phase trend in order to determine the carrier

frequency error fsh.

The previous three steps match with the fundamental steps performed in the
SR architecture. As a consequence, Fig.7.2 shows the cascade of the ADC, the
DDC and the Digital Signal Processor (DSP), extracted from the SR archi-
tecture, to implement the method to carrier frequency error measurement.

Fig. 7.2. Block scheme of the cascade of the ADC, the DDC and the DSP imple-
menting the method to carrier frequency error measurement.

Since the signal processing is always simpler and more efficiently performed
at the base band, the digitized signal is down converted first. The advantages
of the DDC after the ADC [35], compared to the analog down conversion
before the ADC, are that the perfect IQ matching can be obtained, and the
image rejection can be easily realized. The IQ components at the output of
the DDC, which are determined by means of the digital mixer of the input
signal, depend mainly on:

• the symbol transmitted,
• the channel noise,
• the carrier frequency error.

These two IQ components are the input to the following block devoted
to the computation of the phase. If this block is realised by the DSP, the
DDC can be implemented by software and, consequently, modification can be
made easily to adapt new requirements. The hardware implementation can be
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conveniently used when high level of decimation must to be performed. The
digitization by the ADC and the IF processing performed by the DDC can
be realized on common hardware according with the technologies available
today.

In the past, the ADC architecture able to provide both high dynamic range
and high linearity is confined to low input bandwidth. Today, new technolo-
gies of integrated components increase in speed and in conversion rates up
to several megasamples/s. Nevertheless, the current state of the art shows
the difficulty to support the RF bands. In fact, the carrier frequency of the
modulated signal is of the order of gigahertz and, consequently, the ADC
must to operate at the very high sampling frequency, hundreds or thousands
times of the carrier frequency. With respect to this limit, the critical func-
tionality of the block architecture of Fig.7.2 is investigated. In particular the
effect of the ADC on the carrier frequency error measurement is analyzed and
the architecture of the ADC is suggested that is realizable with the existing
technologies.

The characteristic aspects of the input signal s(t) in Fig.7.2 are:

• carrier frequency into the range of the IF according to the available tech-
nologies at that time,

• digital modulation according to the schemes M-ASK, M-QAM and M-
PSK.

According to the recent research given in literature [89]-[92], three different
architectures of ADC can be taken into account. The first is the pipeline
architecture shown in Fig.7.3a [94]. This architecture uses the pipeline stage
of 1 bit in order to optimizes the speed.

The second architecture is the 4 − th order Σ∆ BP based on SQL mod-
ulator shown in Fig.7.3b [93]. This modulator has Multiple Feedback (MFB)
structures with a single bit quantizer. The resonator in the loop filter is im-
plemented by the Double Delay (DD) topology. The DD resonator consists of
two delay elements in series, with a feedback term of one.

The third architecture is the Σ∆ BP based on the MASH modulator
[95] shown in Fig.7.3c. This operates with two Σ∆ modulators. The MASH
architecture consists of the stages in cascade each one constituted by a SQL.
Each stage is feed by the quantizer error arising from the previous one. This
configuration increases the performance in band of the converter and permits
to increase the Effective Number Of Bits (ENOB). As a result, the increasing
of the bit resolution contributes to increase the accuracy in the frequency
error estimation. Both the BP Σ∆ modulators architecures have a central
frequency [93] equal to fs/4, with fs sampling frequency.
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a)

b)

c)

Fig. 7.3. Block scheme of a) Pipeline ADC, b) Σ∆ Band-Pass based on second
order SQL modulator, and c) Σ∆ BP MASH modulator.
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The common structure of the DDC is shown in the block scheme in Fig.7.4.
It operates the multiplication by using the digital sinusoidal signal with fre-
quency equal to fo. In the case of the Σ∆ BP modulator the signal must be
translated by taking into account the central band frequency (fw). Because
this last is related to fs by the relation fw = fs/4, the relation fo = fs/4
must be respected in the structure of Fig.7.2. Therefore, it can be assumed
that the carrier frequency error is evaluated by the distance between the cen-
tral band frequency of the Σ∆ BP modulator and the real carrier frequency
of the modulated signal.

To obtain the IQ components of the input signal base band translated, the
output of both the Σ∆ BP modulator and the Pipeline ADC is multiplied by
the sequence 1,0,-1,0,1,..., for the components I, and by 0,1,0,-1,0,1,..., for the
component Q. These two sequence are orthogonal and are obtained as follows:

• the sequence 1,0,-1,0,1,... is obtained from cos(πn/2), n=0, 1,..., N and
corresponds to the sampling at the frequency fs of the unitary function
cos(.), defined in the time domain at the frequency fs/4 equal to the central
band frequency of the modulator;

• the sequence 0,1,0,-1,0,1,...is obtained from sin(πn/2), n=0, 1,..., N and
corresponds to the sampling at the frequency fs of the unitary function
sin(.), defined in the time domain at the frequency fs/4.

Because the output of the Σ∆ BP modulators taken into account is consti-
tuted by only one bit, as shown in Fig.7.5, the multiplication is simpler respect
to that of the Pipeline ADC. Indeed, this last is characterized by multi-bit
resolution output.

Moreover, the decimator FIR filter in the DDC [96] is used to remove the
high frequency components, and to modify the digital output resolution.

Fig. 7.4. Block scheme of the Digital Down Converter.
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Fig. 7.5. Output signal of the Σ∆ BP SQL modulator corresponding to the input
signal generated according to the modulation 4-PSK. The modulator central fre-
quency is equal to 19.98MHz, the sampling frequency is equal to 79.92MHz, and the
carrier frequency error is 40Hz.

7.2 Effects of the ADC Architecture on the frequency
error measurement

The effects of the previous considered architectures of the ADC upon the car-
rier frequency error measurement are investigated by means of the simulations
performed in the MATLAB and Simulink environment.

A particular interest is devoted to the ADC architectures because they
determine more the over all behaviour of the proposed structure.

Therefore, the measurement error (em), defined by the difference between
the assigned shift of the carrier frequency and the measured carrier frequency
error, is evaluated and taken into account as performing index.

The investigation is performed by assuming basic common characteristics
to design the ADC architectures, and by evaluating the trend of the measure-
ment error (em) in different operating conditions.

7.2.1 Design characteristics of the ADC architectures

The block schemes of Fig.7.3 furnish the useful information for the simulation.
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The design parameters characterising each block are established by impos-
ing the agreement among the three architectures of the Signal to Noise Ratio
(SNR), the ENOB, and the pass band of the frequency response.

The values of the SNR and the ENOB evaluated for each architecture of
the Fig.7.3 are given in Tab.7.1.

In contrast to the Pipeline ADC, whose quantization noise is uniformly
distributed in frequency, the Σ∆ BP modulator is characterised by the noise
shaping. Therefore, the evaluation of both the SNR and ENOB is influenced
by the width of the pass band following from the noise shaping effect.

The fundamental problem is that the pass band of the Σ∆ modulator
cannot be defined a priori in a traditional way.

In general, the pass band is defined according to the employment of the
Σ∆ modulator in the communication channel, and the band of the modulated
signal to be processed. As a consequence, the values of the Tab.7.1 must to
be considered as the trend values for each architecture taken into account.

Owing to the quite correspondence among the trend values of Tab.inseriscimi,
the effects of the three ADC architectures can be compared.

In order to investigate about the passband of the frequency response, the
Power Spectral Density (PSD) can be analysed conveniently. Fig.7.6 shows
the PSD of

• the Pipeline ADC,
• the Σ∆ BP SQL modulator,
• the Σ∆ BP MASH modulator.

The comparison among the PSD portraits highlights that these architectures
can operate in the same frequency range, characterised by band width fwd =
270kHz and central band frequency fw = 19.98MHz.

Table 7.1. SNR and ENOB for the Pipeline ADC, Σ∆ BP SQL modulator, and
Σ∆ BP MASH modulator.

Converter SNR ENOB

Pipeline ADC 86.80 dB 14.12 bit
Σ∆ BP SQL 90.10 dB 14,68 bit
Σ∆ BP MASH 95,10 dB 15,51 bit
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Fig. 7.6. Power Spectral Density of the pipeline ADC (upper), the Σ∆ BP SQL
modulator (center), and the Σ∆ BP MASH modulator (lower).
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7.2.2 Measurement error trend

In order to preliminary assess the correctness of the operation mode of the
proposed structure numerous tests are performed. Fig.7.7 shows the evaluated
phase trend in the third block of the Fig.7.2. The results refer to:

1. input modulated signal according to the 16-QAM,
2. Σ∆ BP SQL modulator,
3. modulator central band frequency fw = 19.98MHz,
4. carrier frequency error fsh = 40Hz.

The phase slope denotes that the carrier frequency differs from the central
frequency of the Σ∆ modulator.

Fig. 7.7. Trend of the phase at the output of Σ∆ BP SQL modulator for 16-QAM
input signal. The modulator central frequency is equal to 19.98MHz, and the carrier
frequency error is equal to 40Hz.

The investigation about the trend of the measurement error em in different
operating conditions is fundamental to highlight the metrological character-
istics of the ADC architecture, and to detect the influencing parameters.

The tests are performed by examining 100 different test signals for each
digital modulation, and by assuming the symbol frequency fsymb = 4Msymbol/s.
In all the tests the measurement error em is evaluated versus the assigned shift
of the carrier frequency.

In the following the results of the performed tests are discussed to highlight
the performances of the three ADC architectures, to evaluate the effects of
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the sample number on the carrier frequency error measurement, and to define
the acceptable lower bound of the SNR.

Fig.7.8 shows the trend of the measurement error in the case of the Pipeline
ADC and Σ∆ BP SQL based ADC, respectively. The input is the 4-PSK
modulated signal, and 100ksamples are processed for each test signal. Fig.7.9
shows the trend of the measurement error in the case of the Σ∆ BP MASH
based ADC. The input is always the 4-PSK modulated signal and the samples
processed for each test signal are:

• 50ksamples,
• 100ksamples,
• 150ksamples.

The interesting performance of the Σ∆ BP MASH based ADC can be high-
lighted. Indeed, the measurement error is reduced if compared to other two
architectures. Similar conclusions can be deduced by analyzing the tests per-
formed by using the other modulated signals.

Fig. 7.8. Trend of the measurement error in the case of Σ∆ BP SQL modulator
and Pipeline ADC for the 4-PSK modulation signal. 100ksamples are processed.

Moreover, Fig.7.9 shows that the measurement error trend weakly depen-
dents on the number of the processed samples. Also for the Σ∆ BP SQL based
ADC the measurement error trend weakly dependents on the number of the
processed samples, as shown in Fig.7.10. Nevertheless, the measurement error
is always greater than the error in the case of the Σ∆ BP MASH based ADC
if the assigned shift of the carrier frequency is lower than 200ppm.

On the basis of the results of the previous considered tests, the archi-
tectures employing the Σ∆ BP modulators show interesting performance if
compared to the Pipeline ADC architecture. Both the Σ∆ architectures are
characterized by the property of the noise shaping in the pass band, as shown



114 7 Architecture implementing the carrier frequency error measurement

Fig. 7.9. Trend of the measurement error in the case of Σ∆ BPMASH modulator
for the 4-PSK modulation signal by processing 1) 50ksamples, 2) 100ksamples, and
3) 150ksamples, respectively.

Fig. 7.10. Trend of the measurement error in the case of Σ∆ BP SQL modulator
for the 4-PSK modulation signal by processing 1) 50ksamples, and 2) 150ksamples,
respectively.

in the PSD portrait of Fig.7.3. This property is of great interest and advan-
tages for application to the telecommunication signals.

Successive investigation is devoted to evaluate the effects of the noise on
the measurement error em.

Fig.7.11 shows the trend of the measurement error in the case of Σ∆
BP SQL modulator. The inputs are the 16-QAM modulated signal, the 4-
PSK modulated signal, and the 4-ASK modulated signal. Moreover, Gaussian
noise is superimposed to the modulated signal and the value of the SNR is
equal to:
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1. 100 dB,
2. 50 dB,
3. 30 dB.

In particular, the measurement error increases as decreases the SNR. The
lower bound of the SNR can be assumed equal to 30dB. Indeed, lower value
of SNR increases the error to not acceptable values.

a)

b)

c)

Fig. 7.11. Trend of the measurement error in the case of Σ∆ BP SQL modulator.
The input is a)16-QAM modulated signal, b) 4-PSK modulated signal, and c) 4-
ASK modulated signal. Gaussian noise is superimposed with SNR equal to 1) 100
dB, 2) 50 dB, and 3) 30 dB.

Other tests are performed to investigate on the influence of the noise su-
perimposed to the signal in the case of the BP MASH modulator. The inputs
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are always the 16-QAM modulated signal, the 4-PSK modulated signal, and
the 4-ASK modulated signal. As shown in Fig.7.12, the error is near the er-
ror of the Σ∆ BP SQL modulator in the following condition: Gaussian noise
superimposed to the modulated signal and value of the SNR equal to 25 dB.
Therefore, the lower bound of the SNR can be assumed equal to 25dB for the
Σ∆ BP MASH modulator.

Fig. 7.12. Trend of the measurement error in the case of Σ∆ BP MASH modulator.
The input is a) 16-QAM modulated signal, b) 4-PSK modulated signal, and c) 4-
ASK modulated signal. Gaussian noise is superimposed with SNR equal to 25dB

These last tests confirm the interesting performance of the Σ∆ BP MASH
modulator based ADC to the carrier frequency error measurement on digital
modulated signals of the schemes M-ASK, M-PSK and M-QAM.

7.3 Conclusions

The functional block architecture implementing the method to measure the
carrier frequency error of the single carrier digital modulations is presented.
It is able to operate on the single carrier digital modulated signals M-ASK,
M-QAM and M-PSK.

The functional block architecture, obtained from the Software Radio ar-
chitecture, is based on the cascade of the Analog to Digital Converter (ADC),
the Digital Down Converter and the base band processing. The performance
of this cascaded architecture is analyzed by considering three different ADC
architectures based on: the pipeline, the single quantizer loop Σ∆ modulator,
and the Multistage Noise Shaper (MASH) Σ∆ modulator.

Numerical tests confirm the important role of the ADC in this architecture,
and highlight that the Σ∆ Band Pass MASH modulator based ADC offers
interesting performances. Consequently, it candidates to be implemented in
hardware and to be used in advanced measurement instrument.
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The results of research given to pointed out the functional block imple-
menting the method for the carrier frequency error measurement are presented
in [97].





Conclusion

Nowadays, the telecommunication systems show heterogeneous scenario. Dif-
ferent telecommunications standards are commonly used, each one with its
particular modulation scheme. With the developing of these systems is grow-
ing up the necessity to characterize the digital modulated signals generated.
A problem of the usually method for the digital modulated signal characteri-
zation is the necessity of a lot of a-priory information about the signal to be
characterized.

To overcome this limit a new method is proposed in this thesis. In par-
ticular, this method is able to operate on the single carrier digital modulated
signals M-ASK, M-QAM, M-FSK and M-PSK. The parameters that can be
evaluated are:

• Carrier frequency measurement;
• Phase offset Measurement;
• Phase noise;
• Amplitude noise;
• Symbol time.

The carrier frequency is evaluated by means of the mean value of the in-
stantaneous frequencies. The instantaneous frequency could be evaluated on
the basis of the time interval between two consecutive zero crossing. This is
an incorrect evaluation of the carrier frequency. In order to overcome this in-
convenient, two different procedures are pointed out. The former is used in
the case of the M-FSK modulation, the later in the case of M-ASK, M-PSK
and M-QAM modulations, according to their different characteristic prop-
erties. For M-FSK modulation, in the histogram the M central frequencies
are selected. For M-ASK, M-PSK and M-QAM modulations the initial trial
frequency is detected, successively the corrective factor is evaluated. This is
evaluated from the base-band signal.

Particular interest is devoted in developing the method to process the
modulated signals of the UMTS standard.
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Experimental tests performed on actual signal generated according to the
UMTS standard, M-PSK and M-QAM according to V.92 and V.90 standards
confirm the robustness and the accuracy of the measurement method. To
perform these tests, the measurement station is implemented by using signal
generator and acquisition board.

For the phase offset estimation the method creates a grid G on the basis
of the theoretical constellation to be examined. The grid is rotated and the
number of the points included into the grid are evaluated. The rotation angle,
corresponding to the maximum number of the points in the grid proximity, is
the phase offset.

For the amplitude and phase noise parameter estimation the method create
a Virtual Symbol (VS) from the knowledge of the theoretical modulation
scheme of the input signals.

The amplitude and the phase noise are estimated by means of the excursion
of the module and of the phase of the VS respect to the theoretical point.
The numerical tests support the theoretical developments. Moreover, these
tests denote that the method is particularly attractive, robust, and accurate
if compared with the method based on the frequency domain analysis. To
use the method with digital standard modulated signal are necessary some
preliminary step, but the tests confirm the possibility to use the same method
for every standard taking into consideration.

The symbol time parameter is estimated using the demodulation of the
input signal with a very short symbol timing. After this operation, the consec-
utive symbol repetition length is used to build the histogram. The maximum
value of the occurrences permits to select the length of the symbol time respect
to the measurement unit taken into account. Numerical and experimental
tests are performed on modulated signals according to the telecommunication
standard GSM 900 Burst and UMTS. The results permit to highlight the ro-
bustness of the method and the high accuracy. In all the tests the maximum
error in determining the symbol timing was equal to one unit of the trial sym-
bol timing used in the signal demodulation and showing the higher occurrence
of the consecutive repetition.

In the method proposed and in other method present in literature for the
parameters estimation on digital modulated signal is evident the importance
of the demodulation process. When the input signal is affected by high level of
noise and distortion it’s possible that the demodulator don’t recognize the real
information transmitted. This error decreases the accuracy of the measure.
To overcome this problem the use of the ANNs is analysed. In particular,
the ANN based demodulator is implemented to efficiently process the input
signals affected by high level of both noise and distortion that characterize
the telecommunication networks. The demodulator proposed is based on the
Multi Layer Perceptron (MLP) ANN. This demodulator is designed to be
employed into the measurement instrument of signals of the third generation
mobile telecommunication systems (UMTS).
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The operating characteristics of the MLP ANN based demodulator are
evaluated in the following conditions:

• input signal affected by clipping,
• carrier frequency error,
• carrier phase error,
• burst synchronisation error,
• transmission noise,
• input signal affected by multi-path interferences.

The numerical investigation has pointed out that the MLP ANN based
demodulator is more robust than the traditional demodulator and it candi-
dates to be used in the measurement instruments. Indeed, the MLP ANN
demodulator can guaranty greater accuracy in the case the modulated signal
is affected by high level of both noise and distortion.

It has been verified that the hardware architecture that best fit the char-
acteristics of the method based on the unified approach for measurement on
digital modulated signal is the Software Radio (SR) architecture. This permits
to obtain an flexible an adaptable architecture that can efficiently implement
the method pointed out for the characterization of digital modulated signals.

The functional block architecture is based on the cascade of the Analog to
Digital Converter (ADC), the Digital Down Converter (DDC) and the base
band processing. The performance of this cascaded architecture is analyzed by
considering three different ADC architectures based on: the pipeline, the single
quantizer loop Σ∆ modulator, and the Multistage Noise Shaper (MASH)
Σ∆ modulator. Numerical tests confirm the important rule of the ADC in
this architecture, and highlight that the Σ∆ Band Pass MASH modulator
based ADC offers interesting performances. Consequently, it candidates to be
implemented in hardware.
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