
 

UNIVERSITÀ DELLA CALABRIA 
 

Dottorato di Ricerca in 

Ingegneria dei Materiali e delle Strutture 

- Ciclo XX - 

 

 

 

Ultrasonic Guided Waves for Structural Health Monitoring and 

Application to Rail Inspection Prototype for the  

Federal Railroad Administration 

 

 

by  

 

Stefano Coccia 

 

A dissertation submitted in fulfillment  

of the requirements for the degree of 

 

Doctor of Philosophy 

 

 

 

ADVISOR 

Professor Erasmo Viola 

 

CO-ADVISOR 

Professor Francesco Lanza di Scalea  

 

PhD. COORDINATOR 

Professor Domenico Bruno 

 

 

 

November 2007 



ii 

 

 

The dissertation of Stefano Coccia is approved: 

 

 

    25.11.07 

_________________________________________________________ 

                Professor Domenico Bruno         Date 

 

          25.11.07 

________________________________________________________ 

                  Professor Erasmo Viola          Date 

 

 

 

_________________________________________________________ 

                Date 

Università della Calabria, Rende 

November 2007 



iii 

 

 

 

 

 

Ultrasonic Guided Waves for Structural Health Monitoring and  

Application to Rail Inspection Prototype for the   

Federal Railroad Administration 

 

2007 by Stefano Coccia 

 

 

 

 

 

 

 

 

 

 

 

 

 



iv 

 

Abstract 

Ultrasonic Guided Waves for Structural Health Monitoring and  

Application to Rail Inspection Prototype for the   

Federal Railroad Administration 

by  

Stefano Coccia 

 

Recent train accidents, associated direct and indirect costs, as well as safety concerns, 

have reaffirmed the need for developing rail defect detection systems more effective 

than those used today.  Current methods for detecting internal flaws in rails rely 

primarily on ultrasonic pulse-echo technology operated in a water-filled wheel or 

sled.  Presence and loss of echoes along each tested direction are analyzed in parallel 

to map surface and internal cracks in the rail.  While this technology has served the 

industry well, several inherent weaknesses exist.  Contact heads and cross-sectional 

inspection limit the speed of the measurement; liquid couplant is required to maintain 

efficient wave/echo transmission through the contact patch.  Despite the acoustic 

couplant, significant transmission loss results from the pulse/echo passing through the 

contact patch twice.  More importantly, ultrasonic beams launched vertically from the 

top of the rail head can miss internal defects located under horizontal shelling; this 

was the case, in the disastrous train derailment at Superior, WI in 1991.  As a 

proposal to address these issues, the use of ultrasonic guide waves appears promising.  

One objective of this work is extending the fundamental knowledge of the guided 



v 

 

wave propagation in rails by predicting modal and forced solutions in the high 

frequency (<500 kHz) range.  The selection of guided wave features sensitive to the 

presence of the different type of defects is essential for a successful defect detection 

performance.  Another accomplishment of this work is the development of a rail 

defect detection prototype based on a laser/air-coupled ultrasonic technique.  The 

prototype has been successfully tested twice in the field for the Federal Railroad 

Administration in the United States of America and it shows promise for 

implementation in rail inspection cars. 
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“If a man empties his purse into his head, no man can take it away from him.  

An investment in knowledge always pays the best interest.” 

Benjamin Franklin 
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1 Introduction 

1.1 Health monitoring of railroad tracks.  Introductory discussion 

and motivation for research 

Safety statistics data from the US Federal Railroad Administration [1] indicate 

that train accidents caused by track failures including rail, joint bars and anchoring 

resulted in 700 derailments and $441 million in direct costs during the 1992-2002 decade.  

The primary cause of these accidents is the ‗transverse defect‘ type that was found 

responsible for 541 derailments and $91 million in cost during the same period.  

Transverse defects are cracks developing in a direction perpendicular to the rail running 

direction, and include transverse fissure initiating in a location internal to the rail head, 

and detail fractures, initiating at the head surface as Rolling Contact Fatigue defects.  Rail 

failures may collaterally cause the spill of hazardous materials.  In June 1992, for 

example, a derailment in Superior, WI (USA), forced the evacuation of an entire town 

due to hazard concerns. In 2000, hazardous materials were transported in 725 trains that 

were involved in railroad accidents: in those trains 75 cars released hazmat [2].  The most 

common methods of rail inspection are magnetic induction and contact ultrasonic testing 

[3,4].  The first method is affected by environmental magnetic noise and it requires a 

small lift-off distance for the sensors in order to produce adequate sensitivity [5;6].  

Ultrasonic testing is conventionally performed from the top of the rail head in a pulse-

echo configuration, with the use of water-filled wheel probe.  Such an approach suffers 

from a limited inspection speed and from other drawbacks associated with the 

requirement for contact between the rail and the inspection wheel.  More importantly, 

horizontal surface cracks such as shelling and head checks can prevent the ultrasonic 
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beams from reaching the internal defects, resulting in false negative readings.  The 

problem of surface shelling was highlighted in the derailment in Superior, caused by the 

presence of a transverse crack missed during a previous inspection.  Unfortunately, rail 

safety concerns can only become more serious given the unavoidable aging of the 

transportation infrastructure and the increasing rail tonnage.  The need to develop more 

reliable defect detection systems for rails has produced promising results in recent years 

based on the use of guided ultrasonic waves (References [7], [8], [9], [10] and [11]).  As 

a proposal to address this pressing issue, this dissertation presents a promising method 

that uses ultrasonic guided waves excited by a pulsed laser and detected by an array of 

air-coupled sensors (References [12], [13] and [14]).  A prototype based on this 

technology has been packaged, installed, and tested in the field by the author and his 

research colleagues of the UCSD NDE & SHM Laboratory, with the help of the Federal 

Railroad Administration. 

1.2 Outline of the numerical and experimental approach of the 

dissertation  

The emphasis of this dissertation is placed upon the use of ultrasonic guided 

waves for performing health monitoring of railroad structures.  Specifically, the 

dissertation extends the current state of knowledge in the guided wave approach in the 

field.  Both the numerical aspect of modeling guided waves in rails and the practical 

portion related to the development of a prototype for on-line inspection of railroad tracks, 

were investigated. 
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Chapter 2 gives insight on the state of the art of rail inspection.  An overview of 

the various types of rail defects is given, along with a summary of the historical 

background of rail inspection in the United States. Features and limitations of the current 

inspection systems are described, and the guided wave solution is presented as a 

promising technique with potential advantages in respect to the traditional method.   

Chapter 3 presents the use of a semi-analytical finite element method to model the 

propagation of guided waves in rails.  Part of the novelty of this research consists in 

obtaining the response of the rail to different cases of laser excitation.  The important 

results achieved in the modeling part of the dissertation, are critical to the selection of 

guided wave features (propagating modes) which are sensitive for the detection of the 

most hazardous.  To assess the validity of the model and the forced solution approach, 

matching of theoretical results with experimental measurements is discussed.   

Chapter 4 gives an overview of different signal processing techniques along with 

the discussion of different feature extraction procedures, investigating the joint time-

frequency domain of the ultrasonic signals.  The efficiency of different signal 

conditioning tools, such as discrete wavelet transform and digital filtering, is evaluated. 

An additional unique part of the research is the development of a prototype based 

on the laser/air-coupled ultrasonic technique, which is presented in chapter 5.  The 

description of the hardware design and software implementation of the prototype is 

presented in detail.  Along with the different development phases of the prototype, results 

of the field tests performed for the Federal Railroad Administration are presented.  

Finally, the dissertation concludes with a brief discussion on the key results of this 

research, and research topics requiring further study. 
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2 State of the art review 

2.1 Description of various structural defect in rails 

One way of classifying rail defects can be based on their origin [15].  There are 

three families of defects: rail manufacturing defects, improper use or handling rail 

defects, and rail wear and fatigue.  A good review of rail defects is given in the Sperry 

Rail Defect Manual [16].  Rail manufacturing defects are generally inclusions of 

nonmetallic origin or wrong local mixings of the rail steel components that, under 

operative loads, generate local concentration of stresses, which can trigger the rail failure 

process [17].  Defects deriving from improper use or handling of rails are generally due 

to spinning of train wheels on rails or sudden train brakes.  The last class of defects is due 

to wearing mechanisms of the rolling surface and/or to fatigue.  Not all rail defects are 

critical. A critical defect is a rail defect that will affect the safety of train operations. 

Noncritical defects are defects that occur in the rail but do not affect the structural 

integrity of the rail or the safety of the trains operating over the defect.  Different 

regulations define the operating restrictions for each defect type; as an example Figure 

2.1 reports the allowed remedial actions for the different cases of rail defects set by the 

U.S. Departments of the Army.  
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Figure 2.1: Rail defects, operational restrictions and remedial actions for the U.S. Departments of 

Army [Railroad Track Standards, http://www.usace.army.mil] 

The Federal Railroad Administration Office of Safety Analysis produces a report 

each year that list the costs of track failures associated with a variety of defects.  Reports 

from the FRA Office of Safety and Analysis can be found at the URL 

http://safetydata.fra.dot.gov/officeofsafety/. Table 2.1 lists six relevant rail defects, their 

prevalence as a percent of the total track failures due to all the defects listed in the 

original report for the years between and including 1992 and 2002 [1,2], and the cost 

http://safetydata.fra.dot.gov/officeofsafety/
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associated with the track failures due to that particular type of defect.  The second column 

lists the defects prevalence in terms of rank. 

Table 2.1: FRA office of safety and analysis track failure data for years 1992-2002 

Type of Defect 
% of Total Defects Reported Damage ($) 

Transverse Fissure 5.5 (3
rd

 highest) 91,448,042 

Broken Rail Base 4.6 (4
th

 highest) 49,362,600 

Vertical Split Head 3.6 (6
th

 highest) 45,922,310 

Head and web Separation 3.5 (7
th

 highest) 38,820,132 

Detail Fracture 2.7 (10
th

 highest) 71,392,239 

Horizontal Split Head 0.7 (35
th

 highest) 5,643,239 

Piped Rail 0.1 (43
rd

 highest) 717,093 

Total 20.7 303,305,655 

Notes: Track failures due to rail, joint bar, and rail anchoring defects.  Sixty three types 

of defects considered.  Relevant defects are listed in Table 2.1. 

For example between 1992 and 2002 transverse fissures were the cause of 5.5 % 

of all rail failures.  This was the 3
rd

 most prevalent defect listed.  Table 2.2 contains 

similar data for year 2001.   

Table 2.2: FRA office of safety and analysis track failure data for year 2001 

Type of Defect 
% of Total Defects Reported Damage ($) 

Transverse Fissure 2.5 (3
rd

 highest) 17,342,722 

Broken Rail Base 1.1 (7
th

 highest) 4,269,293 

Vertical Split Head 1.7 (4
th

 highest) 6,757,293 

Head and web Separation 1.0 (8
th

 highest) 6,691,432 

Detail Fracture 1.4 (5
th

 highest) 10,772,281 

Horizontal Split Head 0.4 (14
th

 highest) 2,453,153 

Piped Rail 0.5 (35
th

 highest) 448,858 

Total 8.6 48,735,032 

Notes: Track failures due to rail, joint bar, and rail anchoring defects.  Fifty five types of 

defects considered.  Relevant defects are listed in Table 2.2. 
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The following section will give insight to the different types of defects, with a brief 

description of their mechanical aspects and sketches picturing their appearance in the rail. 

2.1.1 Rail manufacturing defects 

It should be noted that the defects described in this section could also be 

originated by wearing mechanisms of the rolling surface and/or to fatigue, even if their 

occurrence is mainly due to the presence of original manufacturing defects.  A further 

division within this class of rail defects can be based on the direction of propagation of 

the flaws under operative loads. Two types of damages are classified [18, 19] in this 

group: transverse (extending primarily in the rail cross-sectional plane) and longitudinal 

defects (extending primarily in the rail longitudinal plane) (Figure 2.2).  

 

Figure 2.2: Relative position of planes through a rail 

Any progressive fracture occurring in the rail head having a transverse separation, 

however slight is defined as a transverse defect.  The exact type of transverse defect 
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cannot be determined until after the rail is broken for examination.  It might stay hidden 

until it reaches an outer surface.  

 

Figure 2.3: Appearance of different cases of transverse defects 

A transverse defect (TD) may be recognized by one or more of the following 

characteristics (Figure 2.3): 

(a) A hairline crack on the side of the head at right angles to the running surface, 

at the fillet under the head, and occasionally on the running surface. 

(b) Bleeding at the crack. 

(c) A hairline crack at the gage corner of the rail head.  On turned rail, this 

condition may occur at the field corner. Numerous small gage cracks or head checks are 

often present but should not cause suspicion unless a single crack extends much farther 

down the side and/or cross the running surface. 

(d) A horizontal hairline crack in the side of the rail head turning upward or 

downward at one or both ends usually accompanied by bleeding. Under such conditions a 

flat spot will generally be present on the running surface.  

(e) A hairline crack extending downward at right angles from a horizontal crack 

caused by shelling of the upper gage corner of the rail head. 
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TDs include transverse/compound fissures and detail fractures; pictures of 

different type of TDs are in Figure 2.4, where the coupling of a TD with a case of surface 

shelling is depicted. 

 

Figure 2.4: Transverse defects. Case of coupling with shelling  

In the best case scenario (left picture in Figure 2.4), the TD is not hidden by 

shelling and has pronounced growth rings, while in the worst case scenario (right picture 

in Figure 2.4) the smooth TD hides underneath a shell.  The shelling phenomenon is 

usually caused by wearing mechanisms of the rolling surface, and it will be in-depth 

described later in the chapter.  Among longitudinal defects, the vertical and the 

horizontal split heads are the most potentially dangerous.  The horizontal split head 

(HSH) is a progressive longitudinal fracture in the rail head parallel to the running 

surface. An example of HSH is depicted in Figure 2.5. 
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Figure 2.5: General appearance of an horizontal split head 

Before cracking out (a), a moderate size horizontal split head will appear as a flat spot on 

the running surface often accompanied by a slight widening or dropping of the rail head. 

The flat spot will be visible as a dark spot on the bright running surface.  After cracking 

out (b), the horizontal split head will appear as a hairline crack in either side or both sides 

of the rail head.  A vertical split head (VSH) is a progressive longitudinal fracture in the 

head of the rail perpendicular to the running surface.  It can be recognized on the track for 

the presence of one or more of the following (Figure 2.6): 

(a) A dark streak on the running surface. 

(b) Widening of the head for the length of the split. The cracked side of the head 

may show signs of sagging. 

(c) Sagging of the head causing a rust streak to appear on the fillet under the head. 

(d) A hairline crack near the middle of the rail head. 

 (e) In advanced stages, a bleeding crack is apparent on the rail surface and in the 

fillet under the head. 
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Figure 2.6: General appearance of a vertical split head 

Another defect belonging to this group, is known as head/web separation, which is a 

progressive fracture separating the head and web of the rail.  Figure 2.7 sketches a case of 

head/web separation. In earlier stages, wavy lines can appear along the fillet under the 

head (a); as the condition develops, a small crack will appear along the fillet on either 

side progressing longitudinally with slight irregular turns upward and downward (b).  In 

advanced stages, bleeding cracks will extend downward from the longitudinal separation 

through the web and may extend through the base (c). 

 

 

Figure 2.7: Case of a head/web separation 
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The piped rail, whose sketch is depicted in Figure 2.8, is another flaw most likely due to 

defective manufacturing. 

 

Figure 2.8: General appearance of a piped rail 

The piped rail is a progressive longitudinal fracture in the web of the rail with a 

vertical separation or seam, forming a cavity in the advanced state of development.  A 

bulging of the web (a) and a slight sinking of the rail head (b) above the pipe can be 

present. Last groups of defects belonging to this category includes the mill defects, which 

appears in the track, as deformations (a), cavities (b) or inclusion in the head (Figure 2.9) 

and split webs. A split web is a progressive fracture through the web in a longitudinal or 

transverse direction, or both (Figure 2.10). 
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Figure 2.9: Sketch of cases of mill defects 

 

Figure 2.10: General appearance of a split web 

 

2.1.2 Rail defects caused by improper use or bad maintenance 

Examples of damage due to improper use of railroad tracks, are the engine burns 

and engine burn fractures.  Engine burns are rail that have been scarred on the running 

surface by the friction of slipping locomotive wheels. An engine burn is not a critical 

defect, however an engine burn may lead to an engine burn fracture.  Round or oval 

rough spots or holes on the tread of the running surface can characterize engine burns 
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(Figure 2.11).  An engine burn fracture is a progressive fracture in the rail head starting 

from a point where engine wheels have slipped and burned the rail (Figure 2.12). 

 

 

Figure 2.11: Sketch of an engine burn 

 

Figure 2.12: General appearance of engine burn fractures 

Another type of defect of this category is the crushed head, which is the flattening of 

several inches of the rail head (Figure 2.13 (a)), usually accompanied by a crushing down 

of the metal but with no signs of cracking in the fillet under the head.  A crushed head 
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usually shows also small cracks in a depression on the running surface (b), and in 

advanced stages, it can present a bleeding crack at the fillet under the head (c). 

 

Figure 2.13: Sketch of a crushed head 

Examples of defect caused by bad maintenance are defective welds and torch cut rails. 

The former usually present a progressive transverse separation within an area where two 

rails have been joined by welding or a rupture at a weld where improper fusion has 

occurred; the latter instead, describes any rail that is cut or otherwise modified using an 

acetylene torch or other open flame (Figure 2.14). 

 

 

Figure 2.14: Sketch of a case of torched cut rail 
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2.1.3 Rail defects due to wearing mechanisms of the rolling surfaces and 

to fatigue ( Rolling Contact Fatigue – RCF defects) 

Cracking can be found in the head of all types of track, but is predominantly 

found on highly canted curves where stresses develop due to extra pressure and wear of 

the wheel on the rail (Figure 2.15). 

 

Figure 2.15: Contact stresses on tight curved track 

The causes of this flaw typology can be divided in four classes: rolling contact 

fatigue (RCF) damage, structural failures of the rail, surface wearing damages and 

adverse environmental conditions [20].  RCF damages are much more severe from the 

point of view of the structure integrity [15, 21, 22]. The fatigue crack initiates on or very 

close to the rail rolling surface, which is not related to any material defect [21].  Its 

occurrence is increasing on high speed passenger lines, mixed and heavy haul railways 

and can lead to expensive rail grinding in the attempt to remove it, premature removal of 

the rails and complete rail failure.  The rolling contact fatigue damage on rails can be 

headchecks, squats and spalling. RCF damages incidence can be reduced by lubricating 
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rolling surfaces. Although, fluid entrapment in the metal is one of the most common 

causes for speeding up the surface initiated crack growth [15].  A type of structural 

failure of the rail is the broken base.  This type is classified as any break in the base of 

the rail.  The broken base defect generally appears as a half-moon crack break in the rail 

base (Figure 2.16).   

 

Figure 2.16:  Example of the broken base defect 

 

The surface bent rail is another type of structural failure of the rail.  This defect is a 

permanent downward bending of the rail ends due to long-term passage of traffic over the 

track with loose or poorly supported joints.  This is not a critical defect and cannot be 

corrected without replacing the rail; it appears as a downward bending of the rail head 

near the rail ends giving the appearance of low joints.  When a track with a surface bent 

rail is raised and tamped, the rail ends soon return to a lower elevation.  In more serious 

cases the vertical curve in the rail head is still visible after surfacing.  Another type of 

failure of the rail is the bolt hole crack, which is a progressive fracture originating at a 

bolt hole. Bolt-hole cracks account for about the 50% of the rail defects in joined tracks 

[23]. This type of defect is not visible until a bolt or joint bar has been removed or unless 
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the defect has progressed beyond the bar.  A bolt hole crack may be recognized by a hair 

line crack extending from the bolt hole (Figure 2.17). These cracks originate on the 

closest bolt-hole surface to the rail end and propagate with an angle ±45  from the 

vertical until the web-railhead junction. Fretting fatigue of the bolt shank against the hole 

surface is believed to be the principal cause of this typology of crack.   

 

Figure 2.17: Sketches of bolt hole cracks 

The extreme structural failure of the rail is the complete break also known as broken rail, 

which is a complete transverse separation of the head, web, and base of the rail.   This 

defect may appear as a hairline crack running completely around the rail, usually 

accompanied by bleeding or a separation of the rail at the break with one or both of the 

broken ends battered down (Figure 2.18). 
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Figure 2.18: Complete rail break (broken rail) 

Among the defects caused by surface wear damage, there is rail corrugation.  

Rail corrugation is an event strictly correlated to the wearing of the railhead, generated by 

a wavelength-fixing mechanism related to train speed, distance between the sleepers [24] 

friction [25] and so on. Six type of corrugation can be identified [26]: heavy haul 

corrugation, light rail corrugation, corrugation on resiliently booted sleepers, contact 

fatigue corrugation in curves, rutting and roaring rails or short-pitch corrugation.  The 

corrugation itself does not compromise rolling safety, but has an adverse effect on track 

elements and rolling stocks by increasing noise emissions, loading and fatigue [27].  In 

the rail corrugation usually appears as a repeated wavelike pattern on the running surface 

of the rail (Figure 2.19).  Corrugations develop over a long period of time. A number of 

factors contribute to the development of corrugations with the actual cause dependent on 

the track and operating conditions. Corrugations are not a critical defect.  Another defect 

due to surface damage is the end batter, which is defined as damage caused by the wheels 
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striking the rail ends; it appears as damage to or a depression in the top surface of the rail 

head at the ends of the rail (Figure 2.20) 

 

Figure 2.19: Sketch of the corrugation phenomenon 

 

Figure 2.20: General appearance of the end batter defect 

Flaking is also due to surface damage.  Flaking is a progressive horizontal separation on 

the running surface near the gage corner often accompanied by scaling or chipping; it is 

not to be confused with shelling as it occurs only on the running surface near the gage 

corner and is not as deep as shelling.  Flaking is not considered to be a critical defect.  

This type of defect can be recognized by the following: shallow depressions with 
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irregular edges, and horizontal hairline cracks along the running surface occurring near 

the gage corner (Figure 2.21). 

 

Figure 2.21: Sketch of the flaking phenomenon 

Similar to flaking is the case of slivers. A sliver is the separation of a thin, tapered mass 

of metal from the surface of the head, web, or base of a rail; sliver is not a critical defect.  

Another type of defect caused by surface damage is the flowed rail, which is a rolling out 

of the tread metal beyond the field corner with no breaking down of the underside of the 

head.  This defect is not considered to be a critical defect; it appears on the track in the 

following ways: (a) a surface metal on the head flowed toward the field side giving a 

creased appearance on the running surface near the field corner, (b) a protruding lip 

extending along the length of the rail or, in the advanced stage, as (c) a jagged 

nonuniform flow that may hand down or separate from the rail head.   
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Rail wear is the loss of material from the running surface and side of the rail head due to 

the passage of wheels over the rail; it appears as a rounding of the running surface of the 

rail head, particularly on the gage side (Figure 2.22). 

 

Figure 2.22: General appearance of rail wear 

Already mentioned in section 2.1.1 is the phenomenon of shelling. Shelling is a 

progressive horizontal separation which may crack out at any level on the gage side but 

generally at the gage corner. It extends longitudinally not as a true horizontal or vertical 

crack, but an angle related to the amount of rail wear.  Shelling is not a critical defect, but 

it can assume a relevant importance in the case it is masking a deeper and more 

threatening transverse defect.  A sketch of a case of shelling is reported in Figure 2.23. 
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Figure 2.23: Example of shelling 

Corrosion is a well known damage that can come from adverse environmental conditions; 

it is the decaying or corroding of the metal in the web or base of the rail.  It can appear as 

pits or cavities in the upper base of the web of the rail. In advanced stages, a significant 

loss of material can be experienced.  Finally, it should be mentioned that water from rain, 

snow or dew can become trapped in some of the described defects, in the rail along with 

oil and diesel. When a wheel runs over a track with entrapped fluid in a crack, a very high 

localized pressure at the crack tip can cause the crack to grow (Figure 2.24). 

 

Figure 2.24: Trapped fluids causing cracking to worsen 
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2.2 Current rail inspection systems 

2.2.1 Historical background 

The first type of inspection ever used was the visual inspection. A sands mirror 

inspector was capable of inspecting one mile of rail per day. Unfortunately, many 

external and internal defects are overlooked in this way.  Nondestructive testing had its 

beginning in rail applications in 1927, when Dr. Elmer Sperry noticed an increase in the 

number of disastrous train derailments. Dr. Sperry developed the first rail inspection car 

(Car SRS #101) to detect transverse fissures in railroad tracks, which was the first car 

built for commercial use, to inspect railroad tracks in Ohio and Indiana. Car SRS #102 

detected a large transverse fissure in the head of a rail; much to the annoyance of the 

railroad, the rail was taken out of service and the following day was tested by Sperry‘s 

chief research engineer. The rail was tested and broke at the location of the transverse 

fissure. After the convincing test of the SRS #102, Sperry expanded his services and 

increased his fleet of 10 cars by the end of 1930.  The first inspection car employed an 

induction method. A heavy current was induced through the rail to be tested. Search coils 

were moved through the resultant magnetic field to find perturbations in this field due to 

the presence of defects. By 1959, Sperry developed the first ultrasonic test car for the 

New York City Transit Authority.  By the 1950s, track conditions significantly improved 

when continuously welded track replaced joint bars.  This resulted in a shift of defect 

types found in rails, away from joint defects. Over the next 10 to 20 years the average age 

of the rail naturally increased and so did the average load of the rail cars.  Then, in the 

1980s, with increased use of inspection cars through North America, the general trend in 

detection was lower defect rates.  Fifteen to twenty years ago typical rail life was 800 
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million gross tons, while today 1.5 billion gross tons is not unusual.  Today, interest in 

repair and maintenance has changed, along with the characteristics of railroad industry.  

There is great pressure on operations to gain efficiencies for greater financial returns with 

increased traffic.  These pressures have resulted in heavier axle loads and higher train 

speeds.  Due to higher train speeds, there are shorter work windows for conducting 

inspections.  Federal regulations require immediate remediation of detected defects, 

regardless of the type, size, or quantity of traffic that the rail carries.  Ultrasonic 

inspection technology is the predominant rail inspection technology used in North 

America.  Most of the major contractors rely exclusively on ultrasonic rail testing cars, 

however some companies employ larger rail bound units that have both ultrasonic and 

magnetic induction technologies.  Currently, the ultrasonic rail testing cars are capable of 

an average speed of 30 mph in a nonstop testing mode.  However, in practice the vehicle 

stops frequently to hand verify indications from the rail testing.  With stopping and 

verification, rail inspection vehicles sometimes can average only 6 to 8 mph in practice.  

2.2.2 Current inspection systems 

The different NDT inspection methods currently used on railways around the 

world can be mainly classified in the following categories: 

- Visual inspection 

- Traditional ultrasonic inspection 

- Contact induction technique inspection 

- Non-contact induction technique (eddy current) inspection 
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The visual inspection technique is widely used, but produces the poorest results of all the 

methods. It is now becoming widely accepted that even surface cracking often cannot be 

seen by the naked eye.  The visual inspection methods can be manual or automated, 

through the development of automated visual inspection/detection systems.  The 

automated visual inspection/detection systems use state of the art computer vision and 

pattern recognition techniques to assess the condition of the rail surface.   Ultrasonic 

techniques scan railhead through ultrasonic beams and detect the return of reflected or 

scattered energy using ultrasonic transducers [28].  The ultrasonic system is traditionally 

a pulse-echo method where standard ultrasonic piezo-electric transducers are mounted 

into fluid filled wheels.  To transmit the ultrasonic wave from the wheel to the rail, a 

coupling media is needed.  The coupling fluid used is usually oil- or water- based.  The 

transducer orientation within the wheel is fixed.  Inside each wheel, three to six 

transducers are mounted, usually with two wheels per rail.  A total of as many as 12 

transducers per rail are used.  Transducers commonly have four different orientations and 

are positioned at angles such as 0 , 45  and 70  (Figure 2.25).   Longitudinal waves are 

transmitted into the steel rail (as measured from the vertical).  In addition, a side looker 

transducer may be located in each wheel. The 0  transducer is mounted in a forward and 

reverse position in the wheel, which allows for detection of defects in various orientations 

in the rail.  The side looker transducers are sensitive to vertical and shear type defects.  
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Figure 2.25: Ultrasonic probe wheel transducer arrangements 

The amplitude of the reflections and their arrival times indicate the presence, the location 

and the severity of the damage [3].  Although, ultrasonic testing is capable of inspecting 

the whole railhead [29] it has several drawbacks such as: 

• Limited ultrasonic inspection car speeds [15].  These are generally much slower 

than the line speed compelling the inspection operation to be carried out outside the 

commercial track periods, in order to avoid disruption at the normal train timetables. 

Typical operational speeds are between 25 and 45 mph; unfortunately, these speeds are 

theoretical, because if a damage is detected the inspection crew, generally, checks 

immediately the nature and the severity of the damage, reducing the inspection speed to 

an average of less than 10 mph. 

• Shallow crack shadowing [15, 19] Small shallow cracks can shadow much more 

severe cracks by reflecting the ultrasonic beams, preventing so the detection of deeper 

defects. 
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• False defect detection. Current data reports that from 70% to 80% of the defect 

detection reveals to be false during the hand test verification. This contributes to a further 

slowing down of the inspection operations. 

The induction technique, exploits electromagnetic phenomena. Basically, the rail 

becomes part of a circuit, where an ampere generator through brushes, in contact with the 

rail surface, injects high currents, which in presence of a defect are distorted. This 

distortion of the current flux in the rails generates discrepancies, in the associated 

magnetic field, detected by a special designed group of sensors placed on the inspection 

car [17].  

 

Figure 2.26: Scheme of the contact induction technique 

Recently, a non-contact induction technique based on eddy currents was developed [5]. 

This method does not employ brushes to close the circuit with the rail, but uses, instead, a 

magnetic core to induce eddy currents in the rail, which losses are correlated to the 

damage presence. However, although this technology allows using bogies of a standard 

railway car or coach at the standard speed of the line, only damages on the surface, or 

close to it, can be monitored.  Another disadvantage of the induction methods is their 

Sensing coil 
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pronounced sensitivity to electromagnetic noise.  Rail inspection systems based on 

induction methods are also sensitive to the presence of joints, bars and holes in the rail, 

resulting in false detections that need to be purged from the results.   

Table 2.3: Advantages and disadvantages of different rail inspection methods 

Inspection 

technique 
Advantages Disadvantages 

Visual inspection Easy to perform. 

Increased speed in case of 

automated visual inspection. 

Not reliable. 

Low testing speed 

Traditional UT Well established. 

Reliable for detecting many 

internal and surface defects. 

Unable to detect transverse defects 

under shelling. 

Low testing speed. 

Contact required. 

Contact 

induction 

Reliable for surface defect 

detection. 

Low testing speed. 

Unreliable for internal deep defect 

detection. 

Contact required. 

Sensitivity to electromagnetic 

noise. 

Sensitivity to presence of joint, 

bar, holes. 

Eddy current Reliable for surface defect 

detection. 

Non-contact deployment. 

High testing speed. 

Unreliable for internal deep defect 

detection. 

Contact required. 

Sensitivity to electromagnetic 

noise. 

Sensitivity to presence of joint, 

bar, holes. 

Guided waves* Potentially reliable for surface 

and internal defect detection; 

Potentially sensitive to 

transverse defects covered by 

shelling. 

High testing speed. 

Non contact deployment. 

Signal processing technique 

required to increase signal SNR 

and to interpret results and classify 

defects. 

Lower frequencies may reduce 

sensitivity to certain small defects. 

Reliable use needs to be fully 

demonstrated in the field. 

* Next section will describe in detail the use of guided waves for rail inspection 
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Other methods for rail inspection are currently being investigated, such as the magnetic 

particle and the acoustic emission techniques [30], but both are in the early stages of 

research.  In the last decade, the ultrasonic guided wave method appears to be among the 

most promising techniques, which has been and currently is a topic of interest among 

research groups around the world.  A more detailed description of the use of ultrasonic 

guided waves for structural health monitoring of rails is presented in the next section.  

Table 2.3 summarizes the features of the different techniques described in the chapter, 

along with their advantages and disadvantages.  Current data indicates that 70 to 80% of 

rail detector car indications prove false after hand-test verifications.  Significant time is 

therefore, consumed hand-verifying false indications.  Another significant concern is that 

current detector cars systems fail to detect detail fractures or other defects masked by 

shelled rail, details fractures, under spall, or even dirty rail.  Thus, the frequency of 

detecting false indications has to be reduced while also improving the ability to detect 

certain types of defects. 

2.3 Ultrasonic guided waves for Structural Health Monitoring of 

rails 

Guided waves result from the constructive interference of bulk longitudinal and 

shear waves propagating within a confined geometry. An illustration of the guided wave 

phenomenon, thought of as the superposition of bulk longitudinal and shear waves, is 

shown in Figure 2.27.   To satisfy the boundary conditions at each interface, mode 

conversion into to both longitudinal and shear waves occurs due to an incoming bulk 



 

 

31 

wave. With enough propagation distance, the large number of mode converted bulk 

waves result in bulk wave resonances, otherwise known as guided waves. 

 

Figure 2.27: Guided waves propagating within a confined geometry. 

Most structural elements such as a plates, rods, pipelines, wing skin, or rails are natural 

waveguides, thereby lending themselves to ultrasonic guided wave based SHM methods.  

The guided wave method can be an effective diagnostic tool due to its capability of short- 

and long- range inspection.  For the former, sensitivity is of key importance and the effect 

of dispersion is relatively unimportant when the monitored distances are small.  The 

ability to inspect hidden structures under water, coatings, insulations and concrete with 

great sensitivity, is another advantage of guided waves.  From the economical point of 

view, the high cost effectiveness of guided wave-based techniques, is related to large 

coverage and potential high testing speeds, in case of non-contact probing.  A remarkable 

feature of guided wave analysis is the flexibility in selecting sensitive mode-frequency 

combinations.  In view of dispersion, in a large structure test, it is practically essential to 

excite a mode in a nondispersive region since otherwise the shape of the wave packet will 

change as it propagates along the structure and the maximum amplitude present in the 

signal will decay towards the noise floor, even in the absence of attenuation. It is most 

conveniently achieved by testing at frequency-thickness products close to the maxima in 



 

 

32 

the group velocity dispersion curves [31,32,33].  In addition, before choosing a particular 

mode, it is obviously essential to check that it is sensitive to the defect types of interest. 

The wave structures give a good indication of the likely sensitivity to defects at different 

positions through the plate or shell thickness.  The difficulties associated with the use of 

guided waves for SHM include their dispersive nature (wave velocity is frequency 

dependant) and the existence of multiple modes propagating simultaneously.  The effect 

of dispersion is that the energy in a wave-packet propagates at different speeds depending 

on its frequency content. This manifests itself as a spreading of the wave-packet in space 

and time as it propagates through a structure, and it appears as an increase in the duration 

of the wavepacket in time and a decrease in its amplitude, which is undesirable in long 

range guided wave testing and consequently reduces the resolution and the sensitivity of 

the testing system.  For SHM applications, guided wave excitation methods are mainly 

classified into two classes: contact ones and non-contact ones. For the former, the probe 

contacts the surfaces of tested structure.  Contact excitation can be conducted using 

relatively inexpensive, unobtrusive, piezoelectric ceramics such as PZT (Pb(Zr-Ti)O3)  or 

piezoelectric composites like the MFC (Macro Fiber Composite)[34] or AFC (Active 

Fiber Composite) [35,36] transducers.  An alternative transducer array system for 

generating guided waves is comb transducer [37]. It is made of some bulk waves 

transducers (usually longitudinal waves) that are pasted on comb structures. The 

transducer element size and spacing dimensions (along with the excitation frequency 

variables) allow us to select modes and frequencies on the guided wave dispersion 

diagrams.  Ultrasonic guided waves can also be produced by a variety of different 

techniques including angle beam transducers, electromagnetic acoustic transducers 
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(EMATs) [38] and magnetostrictive type sensor [39].  Although the contact methods 

have advantage of simple operation, strict surfaces and couplant are needed. All these 

limit their application ranges. For example it is unsuitable for the inspection of the rough 

surface, curve surface, complex structure or structures that prohibit using couplant.  

Based on the excitation, the non-contact methods are mainly divided into two classes: 

laser excitation and EMAT excitation. These two techniques do not contact the surface 

and so need not couplant.  Sensing of guided waves can be achieved by similar 

piezoelectric transducers in addition to fiber optic sensors and piezoelectric films such as 

PVDF (ployvinylidene fluoride).  Top of the art capacitive and piezoelectric air-coupled 

transducers allow for a non-contact sensing approach, very useful in circumstances which 

the contact sensor-specimen is not possible, or not favorable to the achievement of good 

system performance, such as high testing speed.  Feature extraction occurs within the 

ultrasonic regime. As a result guided wave methods are effective at identifying small 

localized damage while being relatively insensitive to in-service loading conditions 

related to operational variability or to low frequency vibrations created within the 

structure.  Different guided wave methods can be categorized as either active 

interrogation, i.e. actuation and sensing within the system or passive monitoring, i.e. 

―listening‖ for impact/damage signatures. For an active diagnostic approach, the selection 

of specific mode-frequency combinations allows for enhanced sensitivity to a wide 

variety of damage types. Passive diagnostic methods can monitor relatively large areas 

for impacts or incipient/progressive internal damage.  The most common features 

employed for damage detection are related to wave energy or shape. Quantification of 

these features can be done within the time [40, 41], frequency [42-43] and joint-time 
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frequency domain [44-47] of reflected [48], diffracted [49] and through transmitted 

guided waves [50].  In addition, the dispersive nature of guided waves and their complex 

interaction with defects necessitate extensive signal processing and knowledge of the 

wave behavior. Variation in the environmental conditions and gradual aging of structural 

components may significantly alter baseline features of the pristine state, further 

complicating accurate damage identification. For this reason, intelligent feature 

extraction and the use of robust statistical pattern recognition algorithms is necessary for 

active SHM diagnostic methods. 

2.3.1 Guided wave advantages for rail inspection 

Guided wave based damage detection techniques on rails exploits reflection 

coefficient spectra [51] and wave mode conversion signatures for various defects [52, 9].  

In the research work conducted by the author, the first approach to the rail inspection 

with the use of ultrasonic guided waves consisted of a low-frequency ( kHz) method 

probing the rail along its longitudinal, running direction (―long-range method‖), shown in 

Figure 2.28.Laboratory and field testing of 115-lb A.R.E.M.A. rails were performed to 

 

Figure 2.28: Rail defect detection: “long-range method” 
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characterize speed and attenuation of three primary guided-wave modes, namely the 

longitudinal, the lateral and the vertical modes.  The interaction of these modes with rail 

defects were then examined in terms of wave reflection coefficients as a function of the 

wave frequency.  The method proved successful in detecting transverse head defects of 

various sizes and orientations including transverse surface cracks as shallow as 1 mm 

from the head surface.  These tests were carried out by using a combination of impulse 

hammers, pulsed lasers and air-coupled ultrasonic sensors.  The primary advantages of 

this method are 1) increased reliability of detection of transverse-type defects, even in the 

presence of shallow, horizontal surface cracks that often mask critical internal defects in 

conventional inspections, 2) potential for extremely high testing speeds, since guided 

waves propagate at the speed of sound in steel (~5,000 mph), 3) extended rail coverage in 

a single test, since several feet of rail can be inspected at once, and 4) ease of field 

deployment since sensors can be positioned above the rail head and as far as 3.5‖ (  89 

mm) from the rail surface thus meeting the recommended clearance envelope for rail 

inspection systems.  

2.3.2 Laser generation of ultrasonic guided waves 

An excellent reference for the laser ultrasonic science is given by Scruby and 

Drain [53].  Laser generation of ultrasound was first demonstrated by White (1963). 

Since then, lasers have been used to generate ultrasound in solids, liquids, and gases for a 

number of applications. The dominant mechanisms involved in laser generation of 

ultrasound in a solid are easy to outline. A pulsed laser beam impinges on a material and 

is partially absorbed by it. The optical power that is absorbed by the material is converted 
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to heat, leading to rapid localized temperature increase. This results in rapid thermal 

expansion of a local region, which leads to generation of ultrasound into the medium. If 

the optical power is kept sufficiently low enough that the material does not melt and 

ablate, the generation regime is called thermoelastic (see Figure 2.29 (a)). In this case the 

excitation can be represented by two in-plane forces opposite to one another. If the 

optical power is high enough to lead to melting of the material and plasma formation, 

once again ultrasound is generated, but in this case via momentum transfer due to 

material ejection (see Figure 2.29(b)).  In this ablative regime the excitation can be 

represented by a force normal to the illuminated surface. 

 

Figure 2.29: Laser generation of ultrasound in (a) thermoelastic regime and (b) ablative regime. 

The ablative regime of generation is typically less preferred for nondestructive 

characterization of materials.  However, it is useful in some process monitoring 

applications, especially since it produces strong bulk wave generation normal to the 

surface. In some cases where a strong ultrasonic signal is needed but ablation is 

unacceptable, a sacrificial layer (typically a coating or a fluid) is used either 
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unconstrained on the surface of the test medium or constrained between the medium and 

an optically transparent plate. The sacrificial layer is then ablated by the laser, again 

leading to strong ultrasound generation in the medium due to momentum transfer.  It is 

important to characterize the ultrasound generated by laser heating of a material in order 

to determine the amplitude, frequency content, and directivity of the ultrasound 

generated. If the material ablates, the ultrasound that results from momentum transfer can 

be modeled as arising from a normal impulsive force applied to the surface.  The 

prototype described in the context of this dissertation will use laser generation of guided 

waves in the slightly ablation regime.  The ablated material however, consists of foreign 

material usually present on the rail surface, such as dust, dirt or moisture, and it does not 

cause appreciable damage to the surface of the rail.  It should also be noted that the small 

amount of material that is removed at each laser ablation is well below that removed by 

conventional rail grinding techniques. 

2.4 Modeling guided wave propagation in rails 

Various numerical and experimental studies have examined the propagation of 

ultrasonic guided waves in railroad tracks. This topic is of interest in the area of rail 

defect detection by long-range ultrasonic inspection as well as in the context noise 

generated by a passing train.  The classical theories of Euler–Bernoulli and Timoshenko 

for rail vibrations are only accurate at frequencies below 0.5 and 1.5 kHz, respectively. 

At higher frequencies these theories cannot account for the significant cross-sectional 

deformations of the rail [54,55] Numerical approaches have been proposed to predict the 

acoustic and ultrasonic modal properties of rails as dispersion curves.  In Ref. [54], the 
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finite element method was used to model transient vibrations in rails with beam and plate 

elements at frequencies as high as 6 kHz. A double Timoshenko beam model that 

allowed relative displacement between the head and the foot of the rail was used in Ref. 

[55] to model vertical waves, again below 6 kHz.  In the area of rail defect detection by 

long-range ultrasonic waves, however, frequencies in the range 10–50 kHz have shown 

the best promise [9-57]. In this case, complications arise from the multimode and 

dispersive character of high frequency guided waves in rails that sometimes makes the 

mode identification challenging. For example, at 50 kHz, about 20 vibrational modes 

theoretically propagate in typical rails. In Refs. [58,59], the complexity of finite element 

modeling of waves in acoustic waveguides including rails was relaxed by proposing a 

discretization in the rail cross-sectional plane only. The three-dimensional problem was 

thus successfully treated as a bi-dimensional one with significant savings in 

computational efforts.  Among the different solutions obtained with the use of numerical 

methods, Nigro [60] used the Ritz method for bars with rectangular cross-section while 

Fraser [61,62] obtained dispersion curves for bars with rectangular and elliptical cross 

section using the method of collocation. Elliptical and truncated elliptical cross-sections 

were investigated by Nagaya [63], still using a collocation method.  The bi-dimensional 

method was employed in ref. [64] where a cyclic symmetry condition was imposed in the 

wave propagation direction. With the cyclic symmetry approximation, Gavric‘s bi-

dimensional method could be implemented in standard finite element programs.  Semi 

Analytical Finite Element (SAFE) methods, also referred to in the literature as spectral or 

waveguide finite element methods, have emerged for modeling the guided wave 

propagation numerically as an alternative to ―exact‖ methods based on the superposition 
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of bulk waves (SPBW), that include the popular matrix-based method [65].  The main 

advantage of SAFE methods consists in the fact that the only bi-dimensional 

discretization of the cross-section is needed, with considerable computational savings 

compared to a 3-D model of the entire waveguide.  Recent studies [66] allowed the 

inclusion of damping in the model of the waveguide.  The described techniques are very 

efficient to calculate the wave modal solutions in terms of dispersion curves and cross-

sectional mode shapes.  However, predicting the interaction of the waves with structural 

defects generally requires a three-dimensional model. Sophisticated numerical methods 

have been used to predict reflections of ultrasonic waves from rail defects, including 

three-dimensional time marching models [9,52] and adaptive mesh refinement models 

[67]. The reflection coefficients of guided waves from defects are the basis of defect 

detection in rails by long-range inspection. Defects that develop transversely to the rail 

running direction are notoriously the most dangerous in rails, as seen earlier in the 

chapter.  A recent paper [10] demonstrated the use of a commercial finite element code 

(ABAQUS) to model the reflection of vertical bending waves from transverse defects in a 

rail that is subject to impulsive excitation. The examined defects were transverse-type 

flaws in the rail head of different sizes and orientations. Reflection coefficients were 

predicted in the 20–45 kHz frequency range and good agreement was shown with a 

limited set of experimental data.  Although the implementation of the SAFE algorithm is 

straightforward and the solutions can be found in a stable manner for several types of 

problems, when the complexity of the waveguide requires a relative fine mesh to obtain 

the high frequency spectrum of the solutions, the algorithm can still become 
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computationally high demanding.  A deep insight on the SAFE method used in the 

context of this dissertation, will be given in chapter three. 

 

3 Modeling ultrasonic wave propagation in waveguides of 

arbitrary cross-section 

3.1 Introduction 

This chapter gives insight to the ultrasonic wave propagation in arbitrary cross-

section waveguides.  As an introduction to this phenomenon, the analytical solution for 

the simple case of wave propagation in an isotropic single plate is presented.  The 

geometrical complexity of the rail cross section requires a different approach to be used 

in order to obtain the solution. A semi -analytical finite element method is described as an 

alternative yet still robust approach to get the solution of the problem. The free-vibration 

solution (unforced) and the forced solution to a laser excitation are shown for the case of 

an undamped rail. The effects of different load patterns and frequency range of the 

propagating wave are discussed.  Experimental results are provided corroborating the 

numerical predictions.   

3.2 Guided Waves in an unbounded medium  

Prior to deriving the guided wave solutions for the case of a bounded medium 

such as a plate, it is important to understand wave propagation in an unbounded medium.  

According to Newton‘s second law, the equations of motion of a three-dimensional body 

(neglecting body forces) are described as [68]  
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where  is the density of the material and x
u , y

u  and z
u  corresponds to the displacement 

along the x, y and z cartesian coordinates.  These equations hold regardless of the stress-

strain behavior of the medium.  The generalized form of Hooke‘s law relating stress and 

strain in elastic material is: 
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where ij
C  represent the elastic constants of the material.  For a material which is 

anisotropic, 21 independent elastic constants exist.  For an isotropic solid, the number of 

independent elastic constants reduces to two, denoted as Lamé‘s constants  and .  The 

Lamé constants are directly related to the Young‘s modulus, E and Poisson‘ ratio,  of 

the material.  The stress-strain relation for an isotropic medium can thereby be 

represented in tensor form as: 

2
ij ij kk ij          (3.3) 
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where ij is the Kronecker delta and kk xx yy zz  is the dilatation.  Substitution of 

the stress-strain relation into the equations of motion described by eq. (3.1) leads to 

Navier‘s equation of motion for an isotropic, elastic medium: 

2

2

2
( ) ( )

u
u u

t

   
        (3.4)  

In Navier‘s equation, u


 is the displacement vector, and 


 represents the divergence 

vector and the operator
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.  Based upon Clebsch theorem, the 

displacement u


 can be decomposed into dilatation and rotation using the scalar and 

vector potentials  and 


 such that: 

u
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       (3.5) 

Substituting the displacement vector into Navier‘s equation results in the following 

expression: 
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This equation is satisfied if both the scalar or vector potential vanish, resulting in two 

decoupled wave equations: 
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where: 

1 1
2 2

1 2

+2
= ,       =   c c        (3.8) 

Therefore, two types of bulk waves exist; namely dilatation waves traveling with a 

constant speed of 1
c  and rotational waves traveling at a constant speed of 2

c . 

3.3 Guided waves in a bounded medium. Case of a single isotropic 

plate 

Now let us consider wave propagation in a bounded isotropic elastic plate with 

thickness 2h.  Displacement y
u  and the y axis corresponds to the through thickness 

direction and the displacement x
u

 
and the x axes corresponds to the direction of 

propagation, as shown in Figure 3.1.   

 

Figure 3.1: Guided wave propagation within a thin isotroipc plate 

The coordinate y = 0 is taken to be at the mid-plane of the plate.  It is assumed that plane 

strain conditions exist such that the displacement 0
z

u  and 0z
u

z
.  From eq. (3.5), 

the displacement is expressed as [69] 
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          (3.9) 

For simplicity, the subscript z has been omitted from  in eq. (3.9).  Substituting the 

expressions for x
u  and y

u  into Navier‘s equation, we obtain the two partial differential 

wave equations for which plane strain is two-dimensional: 
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         (3.10) 

The general solution for  and  are expressed as:  

( ) exp[ ( )]

( ) exp[ ( )]

y i x t

y i x t
        (3.11) 

where ( )y  and ( )y  is an expression that represents standing waves in the y direction 

and the exp[ ( )]i x t  term represents a propagating wave in the x direction.  The terms 

 and represent the spatial distribution and temporal frequency of the wave, otherwise 

known as wavenumber and angular frequency respectively.  Now substituting eq. (3.11)  

into the two partial differential wave equations, they reduce to two ordinary differential 

equations such that the solution, with p and q imaginary, leads to two complex 

exponential expressions for ( )y  and ( )y , which can be simplified as: 
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1 2

1 2

( ) sin( ) cos( )

( ) sin( ) cos( )

y A py A py

y B qy B qy
       (3.12) 

where 1 2 1 2
, ,  and A A B B  are the wave amplitudes.  The terms p and q are represented as: 

1
2 2

2

2

1
2 2

2

2

L

T

p
c

q
c

         (3.13) 

Using the wave equation solutions in eqs. (3.11), the displacements and stresses can be 

evaluated from eq. (3.3) and eq. (3.9) respectively as: 

2

2

2

2 2

2

2 2

[ ]exp[ ( )]

[ ]exp[ ( )]

[ (2 )]exp[ ( )]

[ ( ) 2 ( )]exp[ ( )]

x

y

xy

yy

d
u ik i x t

dy

d
u i i x t

dy

d d
i i x t

dy dy

d d d
i i x t

dy dy dy

    (3.14) 

where ( )y  and ( )y are defined in eq. (3.12).  From eq. (3.14) it can be seen that the 

displacement components can be written in terms of elementary functions.  For the 

displacement in the x direction, the motion is symmetric (antisymmetric) with respect to 

the mid-plane, if x
u contains cosines (sines).  The displacement in the y direction is 

symmetric (antisymmetric) if y
u  contains sines (cosines) [69].  The modes of wave 
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propagation can thus be split into symmetric and antisymmetrc solutions.  Therefore for 

symmetric and antisymmetric modes: 

2

1

( ) cos( )

( ) sin( )

h A py

h B qy
 Symmetric        (3.15) 

1

2

( ) sin( )

( ) cos( )

h A py

h B qy
 Antisymmetric      (3.16) 

Where the expression relating frequency  to the wavenumber  is obtained by 

utilization of the boundary conditions.  For free boundaries, we thus impose at y h  

that 0.
xy yy   For the symmetric modes, application of these boundary conditions 

yields a system of two homogeneous equations for the constants A2 and B1.  Similarly, for 

the antisymmetric modes we obtain two homogeneous equations for the constants A1 and 

B2.  Since the systems are homogeneous, we take the determinant of each system to 

obtain the simplified expressions which relate and .  These expressions are shown as: 

2

2 2 2

tan( ) 4

tan( ) ( )

qh pq

ph q
 Symmetric modes     (3.17) 

2 2 2

2

tan( ) ( )

tan( ) 4

qh q

ph pq
 Antisymmetric modes    (3.18) 

These are the commonly found expressions for the Rayleigh-Lamb frequency equations.  

An infinite number of eigensolutions exist for eqs. (3.14) and (3.15), thereby an infinite 

number of guided wave modes exist.  Each eigenvalue corresponds to a particular angular 

frequency and mode of propagation, namely symmetric or antisymmetric.  At low 
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frequencies, only two propagating modes exist corresponding to the fundamental 

symmetric mode, S0 and antisymmetric mode, A0.  For each eigenvalue, a corresponding 

set of eigencoefficients also exist: 2 1
,A B  and 1 2

,A B  for the symmetric and 

antisymmetric case respectively.  These coefficients can be used in eq. (3.14) to evaluate 

the Lamb mode shapes across the plate depth.  The Lamb wave speeds are also a function 

of the frequency and are given as 
p

c  where p
c  denotes the phase velocity for a 

particular mode.  As a result, Lamb waves are dispersive.  The speed at which the guided 

wave packet (or envelope) travels is known as the group velocity and is evaluated as 

gr

d
c

d
.  The guided wave dispersion solutions for a particular system are most 

commonly represented through phase velocity-frequency and group velocity-frequency 

plots.  

3.4 Semi Analytical Finite Element Method 

The exact analytical analysis of wave propagation characteristics is only possible 

for wave guides with simple cross sections such as cylinders, ellipses, and rectangles with 

certain ratios of width to depth [70,71,72].  In order to obtain dispersion curves for an 

arbitrary cross section like the rail over a wide range of frequencies and wave numbers, it 

is necessary the use of numerical methods.  Semi-Analytical Finite Element (SAFE) 

methods have emerged for modeling the guided wave propagation numerically as an 

alternative to the ―exact‖ methods based on the superposition of bulk waves (SPBW), that 

include the popular matrix-based methods [65]. Motivations for the numerical methods 



 

 

48 

include the necessity for modeling waveguides with arbitrary cross-section for which 

exact solutions do not generally exist. The complexity of the problem consists in the 

existence of multiple modes, in the frequency-dependent velocities (dispersion), and in 

the frequency-dependent attenuation. For example, the knowledge of the wave velocity is 

important for mode identification. Similarly, the knowledge of those mode-frequency 

combinations propagating with minimum attenuation losses helps maximizing the 

inspection coverage.  The general SAFE approach for extracting dispersive solutions uses 

a finite element discretization of the cross-section of the waveguide alone.  The 

displacements along the wave propagation direction are conveniently described in an 

analytical fashion as harmonic exponential functions.  Thus only a bi-dimensional 

discretization of the cross-section is needed, with considerable computational savings 

compared to a three-dimensional discretization of the entire waveguide.  In addition, 

since polynomial approximation of the displacement field along the waveguide is 

avoided, the method is applicable to predicting waves with very short wavelengths, where 

a traditional three-dimensional approximation may fail.  A SAFE method for waveguides 

of arbitrary cross-section was demonstrated for the first time in 1973 [73, 74].  In these 

works dispersive solutions were obtained for the propagative modes only (i.e. real 

wavenumbers only).  The same technique was used a decade later [75] to calculate both 

propagative modes and nonpropagative, evanescent modes (complex wavenumbers) for 

anisotropic cylinders. While the evanescent modes do not transport any energy along the 

structure, they are important from a theoretical viewpoint to satisfy the boundary 

conditions.  More recently, SAFE methods confined to obtaining the propagative 

solutions were applied to thin-walled waveguides [58], and railroad tracks [59]. Similar 
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FE methods were proposed for example by Gry [76], Hayashi et al. [77, 78] and 

Damljanovic and Weaver [79].  A recent work extended the SAFE method for modeling 

dispersive solutions in waveguides of arbitrary cross-sections by accounting for material 

damping [76]. When accounting for damping, the exact energy velocity, rather than the 

conventional group velocity, is calculated along with the frequency-dependent 

attenuation of the modes.  

3.4.1 SAFE Mathematical Framework 

 

   

Figure 3.2: Waveguide in vacuum: infinitely wide plate. 

The mathematical model is presented here for the case of a waveguide immersed 

in vacuum, as shown in Figure 3.2 for an infinitely wide plate; this formulation is also 

applicable to an arbitrary cross-section such as the rail.  The wave propagates along 

direction x with wavenumber ξ and frequency ω.  The arbitrary cross-section lies in the y-

z plane.  The waveguide can generally be composed of anisotropic viscoelastic materials. 

+inf

-inf
O

z

x
y

Propagation direction
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The harmonic displacement, stress and strain field components at each point of the 

waveguide are expressed by:  

T

 x y zu u  uu          (3.19) 

T

     x y z yz xz xyσ        (3.20)  

T

     x y z yz xz xyε
 

       (3.21) 

The constitutive relations at a point are given by σ Cε , where C  is generally complex.  

The compatibility equations can be written in matrix form as: 

x y z
x y z

ε L L L u        (3.22) 

where: 

1 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 1
, ,

0 0 0 0 0 1 0 1 0

0 0 1 0 0 0 1 0 0

0 1 0 1 0 0 0 0 0

x y zL L L    (3.23) 

The equations of motion for the cross section are formulated by inserting the kinetic and 

potential energies into Hamilton‘s equation.  Although the nonconservative form of 

Hamilton‘s principle should be used to account for dissipation, the following analysis 

adopts a simplified approach that assumes a conservative waveguide; the resulting 
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imaginary cross-sectional strain energy distribution is used to estimate the power 

dissipated by the section via imaginary wavenumbers.  The time-averaged variation of 

the Hamiltonian of the waveguide, which vanishes at all material points, is: 

2

1

0

t

t

H K dt 

 

       (3.24) 

where  is the strain energy and K is the kinetic energy. The strain energy is given by: 

T1

2
V

VdCε ε                                                                           (3.25) 

 

where the upper script T means a transpose vector and V is the volume.  The kinetic 

energy is given by: 

T1

2
V

VK du u 

  

       (3.26) 

 

where  is the mass density and the dot represents a time derivative.  By integrating by 

parts the kinetic term, eq. (3.24) can be written as: 


2

1

T T 0

t

t V V

dV dV dtε C ε u u

                   

(3.27) 
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The displacement field is assumed harmonic along the propagation direction, x, and 

spatial functions are used to describe its amplitude in the cross-sectional plane y - z: 

( )

( , , , ) ( , )

( , , , ) ( , , , ) ( , )

( , , , ) ( , )

x x

i x t
y y

z z

u x y z t u y z

x y z t u x y z t u y z e

u x y z t u y z

u

     

(3.28) 

where i = sqrt (-1) is the imaginary unit.  The waveguide‘s cross-sectional domain Ω can 

be represented by a system of isoparametric finite elements with domain Ωe.  Commercial 

Finite Element software can be used to obtain the discretization of Ω. The discretized 

version of the displacement expressions in eq. (3.28) over the element domain can be 

written in terms of the shape functions, Nk(y,z), and the nodal unknown displacements, 

(Uxk , Uyk , Uzk ) in the x, y and z directions: 

( )

1

( ) ( ) ( ) ( )

1

1

( , )

( , , , ) ( , ) ( , )

( , )

e
n

k xk
k

n
e i x t e i x t

k yk
k

n

k zk
k

N y z U

x y z t N y z U e y z e

N y z U

u N q

             

(3.29) 

where: 

1 2

1 2

1 2

( , )

n

n

n

N N N

y z N N N

N N N

N







         (3.30) 

T( )
1 1 1 2 2 2

e
x y z x y z xn yn znU U U U U U U U Uq      (3.31) 
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and n denotes the number of nodes per element.  The strain vector in the element can be 

represented as a function of the nodal displacements: 

( ) ( ) ( ) ( ) ( )
1 2( , )

e e i x t e i x t
x y z y z e i e

x y z
ε L L L N q B B q   (3.32) 

where L is given by eq. (3.23), 1 , ,y y z zB L N L N , 2 xB L N , and N,y and N,z are the 

derivatives of the shape function matrix with respect to the y and z directions, 

respectively.   Indicating by nel the total number of cross-sectional elements, the discrete 

form of the Hamilton formulation of eq. (3.27) becomes: 

( )T ( ) ( )T ( )

1

2

1

0
el

e e

n

e e e e
e e e e

e V V

t

t

dV dV dtε C ε u u
             

 (3.33) 

where eC  and e  are the element‘s complex stiffness matrix and density, respectively.  

The substitution of eq. (3.32) into the strain energy term in eq. (3.33), followed by 

algebraic manipulations, yields:  







   

( )T ( )

*
( )T T T ( ) ( ) ( )

1 2 1 2

( )T T T ( )

1 2 1 2

( )T T T T 2 T ( )

1 1 2 1 1 2 2 2

e

e

e

e

e e
e e

V

e i x t e i x t
e e

x

e e
e e

e e
e e e e e

dV

i e i e dxd

i i d

i i d

ε C ε

q B B C B B q

q B B C B B q

q B C B B C B B C B B C B q

    (3.34) 
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where ( )* indicates complex conjugate and i
T 

= -i.  Thus the element stiffness matrix can 

be calculated by integrating over the cross-sectional domain e only, since the integration 

over x reduces to a unity factor due to the complex conjugate terms e
±i( x- t)

.  For 

viscoelastic materials, the strain energy defined by eq. (3.34) consists of a real 

component, describing the time-averaged elastic energy in the section, and an imaginary 

component, related to the time-averaged power dissipated by the section.  As for the 

element kinetic energy contribution in eq. (3.33), by using the displacement expressions 

of eq. (3.29) and simplifying the harmonic terms e
±i( x- t)

, the following can be written: 

( ) ( )
( )T ( )T 2 ( )T T ( )

e e e

e e
e e e e

e e e e e e

V x

dV dxd du u u u q N N q 

    

(3.35) 

 

Substituting  eqs. (3.34) and (3.35) into eq. (3.33) yields: 

 

( )T ( ) ( ) 2 ( ) 2 ( ) ( )

1 2 3

1

2

1

0
eln

e e e e e e

e

t

t

i dtq k k k m q                    (3.36) 

where:  



 



( ) T

1 1 1

( ) T T

2 1 2 2 1

( ) T

3 2 2

( ) T

e

e

e

e

e
e e

e
e e e

e
e e

e

e e

d

d

d

d

k B C B

k B C B B C B

k B C B

m N N

      

 (3.37) 
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Applying to eq. (3.36) standard finite element assembling procedures yields:  

 

T 2 2

1 2 3

2

1

0

t

t

i dtU K K K M U

     

(3.38) 

where U is the global vector of unknown nodal displacements, and: 

( ) ( ) ( ) ( )

1 1 2 2 3 3

1 1 1 1

, , ,
el el el eln n n n

e e e e

e e e e

K k K k K k M m   
  

 (3.39) 

 

Due to the arbitrarity of δU, the following homogeneous general wave equation is finally 

obtained:  

2 2

1 2 3
0

M
iK K K M U                   (3.40) 

where the subscript M is the number of total degrees of freedom of the system.  

Nontrivial solutions can be found by solving a twin-parameter generalized eigenproblem 

in ξ and ω.  The frequency ω is a real positive quantity.  The wavenumber ξ can be either 

real or complex and can have both positive and negative signs.  A classic technique to 

solve the eigenvalue problem ξ(ω) consists of recasting eq. (3.40) to a first-order 

eigensystem by doubling its algebraic size: 

2M
A B Q 0                                                                             (3.41)  
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where: 

2
1

2
1 2

ˆ

0 K M
A

K M K
,               

2
1

3

K M 0
B

0 K
,               

 

U
Q

U
                                                                                                 (3.42) 

Solving eq. (3.41) at each frequency ω, 2M eigenvalues ξm and, consequently, 2M 

eigenvectors are obtained. The eigenvectors are the M forward and the corresponding M 

backward modes.  In general the eigenvalues are pairs of complex coniugate numbers     

(  ξRe  iξIm), representing propagative waves exponentially decaying in the  x-

directions.  The phase velocity can be then evaluated by cph=ω/ξRe and the attenuation, in 

Nepers per meter, by ξIm.  

3.4.2 Modeling the attenuation in the rail 

Although damping was not considered for the rail model examined later, the basic 

SAFE formulation for a damped wave guide is discussed here following the work in [76].  

Linear viscoelasticity can be modeled by allowing complex components in the material‘s 

stiffness matrix  

 ' ''iC C C               (3.43) 
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where 
'C  contains the storage moduli and 

''C  contains the loss moduli.  The matrix C  

can be expressed as a combination of the elastic stiffness tensor, C , and the viscosity 

tensor, η : 

11 12 13 14 15 16 11 12 13 14 15 16

22 23 24 25 26 22 23 24 25 26

33 34 35 36 33 34 35 36

44 45 46 44 45 46

55 56 55 56

. .66 66Sym Sym

C C C C C C

C C C C C

C C C C

C C C

C C

C

C η  (3.44) 

In the hysteretic model [77] the complex component of the stiffness matrix is 

independent of frequency, thus: 

 ' iC C η                                                                              (3.45) 

As a consequence, the hysteretic stiffness matrix has to be determined only once for the 

entire frequency range examined.  The wave attenuation, defined as the loss per unit 

distance travelled, is commonly modelled as proportional to the frequency times the 

imaginary part of the stiffness matrix 
''C [77].  It is obvious from eq. (3.45) that the 

attenuation is a linear function of the frequency.  Since the stiffness matrix C  is now 

complex, and consequently, the matrices A and B of eq. (3.41) are now complex as well, 

2M complex eigenvalues ξm and, consequently, 2M complex eigenvectors are obtained 

for each input frequency ω.  The stiffness matrices K1 and K3 in eq. (3.40) are 

symmetric, while K2 is skew symmetric.  When damped motion is being considered, the 
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Ki are all generally complex.  The mass matrix M, is real symmetric and positive 

definite.  

3.4.3 Rail as undamped waveguide 

Modeling the rail as an undamped waveguide, the stress-strain relation is 

governed by a real stiffness matrix C .  In this case a 3nel×3nel transformation diagonal 

matrix T is useful to eliminate the imaginary unit in eq. (3.40).  The elements of T 

corresponding to the uy and uz displacement components are equal to 1, while those 

corresponding to ux are equal to the imaginary unit: 

1

1

1

1

i

i

T 
                                                           (3.46) 

This matrix has the properties T
T
=T

*
 and T

*
T= TT

*
=I, where I is the identity matrix.  

The terms in eq. (3.40) are pre-multiplied by T
T
 and post-multiplied by T. This 

manipulation does not alter the symmetric matrices K1, K3 and M since they do not mix 

ux with uy or uz: 

 

1 1

3 3

T

T

T

T K T K

T K T K

T MT M

          (3.47) 
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The skew symmetric matrix K2, instead, mixes ux with uy and uz but it does not mix uy 

and uz with each other.  It follows that: 

2 2
ˆi

T
T K T K                                                                                   (3.48) 

where 2
K̂  is now a symmetric matrix. The introduction of the matrix T is equivalent to 

multiplying ux by the imaginary unit to force the quadrature with uy and uz as done in 

previous works [58, 59].   The final form of the eigenvalue problem in eq. (3.40) is: 

2 2

1 2 3
ˆ ˆ 0

M
K K K M U                                                       (3.49) 

where Û  is a new nodal displacement vector.  If the full complex spectrum for both 

propagative and evanescent modes is of interest, the unknown complex wavenumbers 

ξ(ω) must be obtained for a given frequency ω, solving eq. (3.49) as a second-order 

polynomial eigenvalue problem or the linearized eigensystem of eq. (3.40).  In this case, 

the eigenvalues occur as pairs of real numbers (  ξRe), representing propagative waves in 

the  x-directions, as pairs of complex conjugate numbers (  ξRe  iξIm), representing 

evanescent waves decaying in the  x-directions, or as pairs of purely imaginary numbers 

(  iξIm), representing the exponentially decaying near fields in the  x directions.  The 

waves which are evanescent at low frequencies become propagative above the cut-off 

frequencies, c .  The cut-off frequencies can be computed by letting ξ = 0 in eq. (3.49) 

and solving the simple eigenvalue problem of eq. (3.50). 
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2

1
ˆ 0

c
M

K M U
                                                           (3.50) 

3.4.4 Group and energy velocity 

In order to compute the group velocity by the conventional manner, the 

derivatives of the frequency-wavenumber dispersion relations must be calculated based 

on the differences of the values for adjacent points of the same mode, i.e. 

1 1
( )g k k k k

c .  This implies that the accuracy of the velocity 

solution is very sensitive to that of the ( , ) solutions.  Also, in this case the ( , ) 

solutions must be categorized for the different modes (mode tracking). Tracking the 

modes is not straightforward when one mode approaches another; a technique to track the 

same mode will be shown later in the chapter.  The necessity for mode tracking, as well 

as the dependency on the frequency step resolution, can be avoided by calculating the 

group velocity directly at each ( , ) solution points without any contribution from 

adjacent points ref. [81]: 

T
2 3

T

ˆ ˆ ˆ2

ˆ ˆ2

L R

g

L R

c
U K K U

U MU
                                                 (3.51) 

From this relation the group velocity can be evaluated for each individual solution ( ,ξ) 

of the dispersion relations at a time independently of any adjacent solution.  As reported 

in refs. [82-83], the group velocity definition is not valid in damped waveguides.   

The energy velocity, Ve, is the appropriate property for damped media.  The definition of 

the energy velocity can be found in classical textbooks [68].  The expression used in the 

present work is given in eq. (3.52) 
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1
ˆ

1 1
e

tot
T

d

V

e d dt
T

P x

                                                                  (3.52)   

where x̂ is the unit vector along the wave propagation direction, 1/T∫T (..)dt denotes the 

time average over one period T, etot is the total energy density (kinetic and potential), and 

P represents the time averaged Poynting vector (real part only).  The time averaged 

Poynting vector can be calculated from: 

1
Re( )

2
P σu*

                                                                               (3.53) 

where s is the classical 3×3 stress tensor, and u*  is the complex conjugate of the 

particle velocity vector.  The denominator in eq. (3.52) can be evaluated by introducing 

the expressions of the time averaged energy for the kinetic component, 
k t

e , and the 

potential component, 
p

t
e , following the formulation in reference [80]: 

2
T

4
k t

e u u
                                                                 (3.54) 

T1
'

4
p

t
e ε C ε

                                                 (3.55)  

3.4.5 Methods to accelerate the SAFE solution process 

Solving the eigensystem can be computationally consuming, especially when the 

system contains more than 1000 x 1000 elements.  As an example, the computational 
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time spent to solve a 2,104x2,104 matrix eigensystem, in the range of frequency 0-300 

kHz with 1 kHz step, was measured at 150 hours on a Pentium IV 3 GHz workstation 

with 3 GB of RAM, running Matlab on Windows XP 32 bit O. S., using the traditional 

‗eig‘ function to solve the generalized eigenvalue problem.  One way to reduce the 

computational time is to increase the frequency step, which unfortunately reduces, the 

frequency resolution of the analysis.  This is not always feasible, since a poor resolution 

could miss some important solutions in the proximity of mode coupling or mode cut-off 

points; low-resolution could also lead to misinterpretation of the results, as depicted in 

Figure 3.3 referring to phase velocity dispersion curves of a 115 lb A.R.E.M.A. section  

  

Figure 3.3: Dispersion curves of a 115 lb A.R.E.M.A. section rail; high frequency resolution is needed 

to correctly interpret the solutions in proximity of two modes (detail inside the circle) 
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rail, when a larger number of points would be needed to track the correct mode after the 

intersection.  For undamped waveguides; the introduction of the T operator is very 

helpful since it eliminates any imaginary components of the elements of the matrices A 

and B, and the eigensystem becomes real and symmetric.  When the matrices of the 

system are real and symmetric, the ‗eig‘ function can compute the eigensolutions of the 

standardized problem much faster than in the complex case.  If damping is considered in 

the waveguide and an accurate frequency resolution is needed to address the issues 

presented previously, the ‗eig‘ function performance is very limited.  At every frequency 

step ωi only a few elements n(ωi) of the eigenvalue spectrum are needed, since the 

remaining eigenvalues are discarded because associated to nonpropagative highly 

attenuated modes (e.g. end-modes).  Moving from zero to the maximum frequency of 

interest, the number of computed eigenvalues n(ω) increases; looking at the phase 

velocity curves, the lowest frequency at which one mode appears in the graph, is called 

cut-off frequency.  An algorithm able to solve the eigensystem only for a finite number of 

eigenvalues would accelerate the process of finding the solution.  An algorithm 

implemented by the author is explained here.  The eigensystem in eq. (3.41) is equivalent 

to:  

AQ BQ            (3.56) 

A shift and invert transformation is applied to the system in order to enhance the 

convergence to a desired portion of the eigenvalue spectrum [84].  If ,Q  is an eigen-
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pair for ,A B  and , the shifting process consists in rewriting the eq. (3.56) in the 

following form: 

1
A B BQ Q          (3.57) 

where: 

1
          (3.58)

 

and  is a first trial value for the sought eigenvalues.  This transformation is effective for 

finding eigenvalues near  since the n largest-in-magnitude eigenvalues of the 

standardized problem: 

CQ Q ,          (3.59) 

where  

1
C A B B

 
        (3.60) 

correspond to the n eigenvalues i of the original problem that are nearest to the shift in 

absolute value.  These transformed eigenvalues of largest magnitude are precisely the 

eigenvalues that are easy to compute with a Krylov method [85].  Once they are found, 

they may be transformed back to eigenvalues of the original problem using the following 

relation : 

1
i

i

.          (3.61) 



 

 

65 

The eigenvector iQ associated with i  in the transformed problem is also an eigenvector 

of the original problem corresponding to i .  In order to implement this transformation, 

the linear system of eq. (3.60) has to be solved.  One feasible solution is to operate an 

LUP matrix factorization of A B , where  

A B LUP          (3.62) 

being L, U, P a lower triangular, an upper triangular and a permutation matrix 

respectively.  Matrix C can be obtained as a solution of the system 

*B LUP C           (3.63) 

computed by Gaussian elimination.  In the described process, the application of the 

Krylov method is iterative, and the convergence to the solution is depending on the 

spectral distribution of the eigenvalues.  If the sought eigenvalues are clustered, the 

performance of this approach is very elevated.  The steps of the described algorithm, 

following the shift and invert spectral transformation, are known in literature as the 

Arnoldi Iterations.  Software has already been implemented to perform this iterative 

process, and it is known under the acronym of ARPACK (Arnoldi Package) [86]; 

ARPACK is a collection of Fortran77 subroutines designed to solve large scale 

eigenvalue problems.  Matlab routines are also available, such as the ‗eigs‘ and ‗eigs2‘ 

functions, which have been used to compute the results shown later on in this chapter.  

Tests of the application of the described process showed substantially smaller 

computational time in comparison to traditional methods; the solution of the 2,104 x 
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2,104 matrix eigensystem, presented at the beginning of this section, was obtained in just 

about 13 hours, approximately one twelfth of the 150 required with the ‗eig‘ routine.   

3.5 Unforced solution of guided waves in rails 

This section will present the results obtained analyzing the guided wave 

propagation in a railroad track using the SAFE method.  The solutions of the system 

eq.(3.41) are the eigenvalues and eigenvectors, computed for the entire frequency 

spectrum of interest.  For a given frequency step ω, the n(ω) obtained eigenvalues are the 

wavenumbers, and the eigenvectors are the associated vibrational modeshapes of the rail 

cross-section.  The rail considered is a typical 115-lb A.R.E.M.A. section, modeled as an 

isotropic material with hysteretic damping, and having the following properties: ρ=7932 

kg/m3, cL = 5960 m/s, cT = 3260 m/s, κL = 0.003 Np/wavelength and κT  = 0.008 

Np/wavelength.  The rail cross-section has a complex geometry with one vertical axis of 

symmetry.  The mesh, shown in Figure 3.4 and generated by the FEM software package 

ABAQUS™, used 351 nodes for 632 triangular elements with linear interpolation 

displacement functions.  The rule of 5 or more nodes per wavelength at the maximum 

frequency, has been followed along the cross the section.  It should be noted that only the 

rail head and the upper part of the web have been modeled; the mesh is also finer in the 

rail head, while is coarser towards the bottom of the web.   
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Figure 3.4: Mesh of the rail cross section generated by ABAQUS™ 

This is under the assumption that the loading considered in this context will 

induce low or no energy in the foot.  The results are shown for a frequency range up to 50 

kHz.  Wavenumbers as function of the frequency are depicted in Figure 3.5, while phase 

velocity dispersion curves are plotted in Figure 3.6.   Looking at the phase velocity 

curves, it can be deducted that the maximum number of eigenvalues at the frequency of 

50 kHz is 11, not accounting for the modes with negative phase velocity, which are not 

reported in the graph.   
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Figure 3.5: Wavenumbers as a function of frequency 

The number of branches present in the wavenumber plots are instead 12; this can be 

explained by the fact that plotting only the modes with phase velocities smaller than 

10,000 m/s is equivalent to filtering out branches that are located below the separation 

line shown in Figure 3.7, whose equation is:  

          (3.64) 

where 2 50,000  and 
1

10 31.4
10,000 m
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Figure 3.6: Phase velocity dispersion curves 

The lowest order modes have been named and labeled according to their 

symmetry (Sn) or antisymmetry (An) in respect to the y axis.  In this case one branch 

(mode) is located below the separation line, and that is the one excluded from the phase 

velocity plot. The plots of the energy velocities (Poynting vector) and attenuation are also 

 

S1 
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shown in Figure 3.8 and 

 

Figure 3.9.  The plot of the energy velocities shows that modes S0, S1, A0 and A1 

have small dispersion on the frequency range considered.  This makes these modes good 

candidates for defect probing, since they carry energy traveling with almost constant 

velocity. 



 

 

71 

 

Figure 3.7: Mode filtering by thresholding the phase velocity 

Later in the chapter it will be shown that these modes stay nondispersive up 

higher frequencies.  Higher order modes velocity curves become stable at higher values 

of the spectrum.  From the attenuation curves it is evident that the lowest order symmetric 

and antysimmetrical modes S0, S1, A0 and A1, show low attenuation along the spectrum.  

At 200 kHz, the eight lowest order modeshapes have been obtained as eigenvectors of the 

system in eq. (3.41) and are shown in Figure 3.10 through Figure 3.17.  Next section will 

present the forced solution of the rail subjected to an impulsive excitation.  

ξ ξ  
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Figure 3.8: Energy Velocity (Poynting vector) dispersion curves 

 

Figure 3.9: Imaginary part of the wavenumber (mode attenuation) 
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Figure 3.10: Modeshape of S0 at 200 kHz 
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Figure 3.11: Modeshape of A0 at 200 kHz 
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Figure 3.12: Modeshape of S1 at 200 kHz 
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Figure 3.13: Modeshape of A1 at 200 kHz 
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Figure 3.14: Modeshape of S2 at 200 kHz 
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Figure 3.15: Modeshape of A2 at 200 kHz 
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Figure 3.16: Modeshape of S3 at 200 kHz 
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Figure 3.17: Modeshape of A3 at 200 kHz 
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3.6 Forced solution for guided waves in rails 

This section will discuss the response of the rail to an arbitrary load acting on the 

section at x = xs.   The contribution of the potential of the harmonic external load has to 

be now taken in account in the Hamilton‘s principle.  The expression of such potential 

associated to the external traction t is equal to: 

T du t           (3.65)

 

where the traction t acting on the domain Ω  is expressed as: 

T

 x y zt t  tt           (3.66)

 

The new contribution of potential has now to be added in eq. (3.27), and the following 

governing equations are then obtained: 

T T T

V V

d dV dVu t ε C ε u u
.     

(3.67) 

The same notation used in the previous section is here maintained for displacement u , 

stress σ  and strain ε expressions.  The displacement vector at an arbitrary point of the     

e-th element can be still written as a function of the nodal displacements 
( )e

q  

( )
( , , , ) ( , )

e i t
x y z t y z eu N q         (3.68)  
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The nodal displacements can be rewritten in terms of their Fourier transform expressions 

( )e
q , calculated with respect to the wavenumber [77]: 

( ) ( )1

2

e e i x
e dq q         (3.69) 

The displacement vector at an arbitrary point in the e-th element, considering only a 

certain wavenumber  is  

( ) ( )1
( , )

2

e i x t
y z eu N q .         (3.70) 

In the e-th element, the external traction vector can be expressed by the interpolation 

function:  

( ) ( )
( , , , ) ( , )

e e i t
x y z t y z et N T        (3.71) 

Similarly, 
( )e

t can be expressed by 

( ) ( ) ( )1
( , )

2

e e i x t
y z et N T         (3.72) 

being ( )e
T the Fourier transform of ( )e

T with respect to the wavenumber.  Substituting the 

displacement and the traction vectors, along with the stress and strain expressions and 

rearranging, this gives: 

( ) ( ) ( ) 2 ( ) 2 ( )

1 2 3

e e e e e

M
if K K K M U       (3.73) 
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where 

 
( ) ( )

'

'
e T e

df N NT          (3.74) 

and U  is the special Fourier transform of the global vector of unknown nodal 

displacements.  Applying standard assembling procedures the following final expression 

can be obtained: 

2 2

1 2 3
M

if K K K M U        (3.75) 

This system can be reordered in the same fashion of eq. (3.41) obtaining the following 

eigensystem with a first order wavenumber : 

2M
A B Q p              (3.76)                                                                                                

where: 

 

2
1

2
1 2

ˆ

0 K M
A

K M K
,               

2
1

3

K M 0
B

0 K
,      (3.77)          

U
Q

U
,             

0
p

f
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The solution of eq. (3.76) can be expressed as a linear combination of the right 

eigenvector m

R
Φ : 

2

1

M

m m
m

Q
R

Q Φ          (3.78) 

The coefficients mQ can be calculated substituting last expression in the eigensystem 

equation, obtaining: 

 
2

1

M

m m

m

Q
R

A B Φ p


           (3.79) 

Pre-multiplying the last equation by the left eigenvector n

L
Φ  

 
2

1

M

n m m n

m

Q
L R L

Φ A B Φ Φ p


          (3.80) 

and applying the bi-orthogonality conditions: 

0
n m

m m m m

L R

L R L R
Φ AΦ

Φ AΦ Φ BΦ

  
     

n m

n m




       (3.81) 

0
n m

m m

L R

L R
Φ BΦ

Φ BΦ




       
n m

n m




        

the following expression is obtained 

( )
m m m m

A Q
L R L

Φ B Φ Φ p          (3.82) 
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Substituting eq. (3.81) in the last expression, the sought coefficients are obtained as: 

( )

m

m

m m

Q
B

L
Φ p

 



         (3.83) 

where  

m m m
B

L R
Φ BΦ .          (3.84) 

The nodal displacement Mx1 vector U can be obtained by the following expression: 

2

1 ( )

M
upm

m

m m m
B

L

RΦ p
U Φ

        

(3.85) 

where up

m

R
Φ  is the upper part of the m-th right eigenvector m

R
Φ .  If point loading on the 

surface at x = xs is considered, the forces can be represented by the Dirac delta expression

( )
s

x x .   

Being p  the Fourier transform with respect to  of the point load, it can be expressed in 

the following way: 

ˆ ˆ( ) si xi x

s
x x e dx ep p p        (3.86) 

where p̂  contains the spectral amplitudes of the nodal loads applied in x = xs.   
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To obtain the time domain displacement vector U, the inverse Fourier transform of eq. 

(3.85) must be computed.  Substituting the expression of p  in the inverse Fourier 

transform of U , the final expression for the displacement vector U is  

2

1

ˆ1 1

2 2 ( )

s

M
i xi x up i xm

m

m m m

e d e e d
B

L

RΦ p
U U Φ     (3.87) 

Computing the integral in eq. (3.87) by using the residue theorem, the following 

expression is obtained:  

2
[ ( )]

1

ˆ1

2

m s

M
i x xupm

m

m m

e
B

L

RΦ p
U Φ        (3.88) 

It should be cited that except for the 
1

2
 term, the expression of this equation was first 

proposed by Hayashi et al. in [77].   For x > xs the last equation can be written extending 

the sum only to the M forward propagating modes: 

[ ( )]

1

1

2

m s

M
i x xup

m m

m

e
R

U Φ         (3.89) 

where the modal participation factors are: 

ˆ
m

m

m
B

L
Φ p

            (3.90) 
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If x < xs the included modes needs to be replaced by the M backward propagating ones. It 

should be noted that the vector ˆ ˆ ( , , , )
s

x y zp p  contains the spectral amplitudes of the 

applied nodal loads, and the calculated vector ( , , , )x y zU U  contains the displacement 

spectral amplitudes of the cross sectional nodes at the coordinate x.  In order to obtain the 

time domain displacement of those nodes, an inverse Fourier Transform from the 

frequency to the time domain is needed; said transformation is expressed in the following 

equation: 

( , , , )x y z tU =
1

( , , , )
2

i t
x y z e dU       (3.91) 

3.7 Response of the rail to a laser excitation 

The forced response theory of the previous chapter has been applied to the 115-lb 

A.R.E.M.A. rail studied in section 3.5 for the unforced solution.  The rail cross-section 

mesh was the same as that used for the unforced solution (Figure 3.4), 351 nodes for 632 

triangular elements with linear interpolation displacement functions.   
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Figure 3.18: Time and frequency domain of the load function 

The acting load was created to simulate the effect of a laser generator, able to 

provide a very short pulse; as depicted in  

 

Figure 3.18 the simulated 1 µsec pulse is able to provide energy up to the frequency of 1 

MHz, which was consistent with the experimental data for the available laser.  In order to 

obtain a good approximation of the rail response to this type of excitation, the SAFE 

model should be run for the entire sub-spectral range up to 1 MHz, the maximum 

frequency at which the simulated excitation is still providing energy.  Since the 

computational effort for the execution of the entire process over such a wide spectral 

range would be extremely demanding, some approximations were made.  A first 

assumption is not accounting for the damping in the rail, which along with the 

introduction of the T operator, will result in a real and symmetric eigensystem to be 

solved at each frequency step.  Another approximation is increasing the frequency step to 

1 kHz and limiting the sub-spectral range to 500 kHz, beyond which, very low energy is 

generated.  The plots of the wavenumbers, phase velocity and group velocity are shown 

in Figure 3.19 through Figure 3.21. 
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Figure 3.19: Wavenumbers as a function of frequency in undamped rail. 
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Figure 3.20: Phase velocity dispersion curves in undamped rail 
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Figure 3.21: Group velocity dispersion curves in undamped rail  
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The plotted curves show the complexity of the propagating modes between 0 and 500 

kHz.  At the highest frequency, 152 forward propagating modes are found, limiting the 

phase velocity under 10,000 m/s.  It is necessary to isolate the individual modes, in order 

to analyze their attenuation and dispersivity.  This is not a trivial task given the proximity 

of the solutions.  Each branch of the graphs is not a function; the plots are obtained 

solving the eigenvalue problem of eq. (3.41) for each frequency step.  The results of step 

j  are mathematically independent from the results of step 1j , even if consideration 

can be made for two adjacent frequency values, as it will be shown later in this chapter.  

An algorithm able to perform a mode separation (mode tracking) is needed to analyze 

 

Figure 3.22: Frequency domain displacement of the central node of the top of the railhead subjected 

to laser excitation at 4” (≈ 102 mm)  away from the node 
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the complex propagation scenario.  A description of the algorithm will be provided later 

in the chapter.  Including all the concurrent modes, the frequency and time domain nodal 

displacements of any section at arbitrary distance x along the propagation direction, can 

be obtained.  The frequency domain displacement of the central node on the top of the 

rail head is shown in Figure 3.22.  The analyzed node was on the cross-section located at 

xs = 4‖ (≈ 102 mm). The time domain displacement of the same node is shown in Figure 

3.23. 

 

Figure 3.23: Time domain displacement of the central node of the top of the railhead subjected to 

laser excitation at 4” away from the node 

A validation of the model and the overall procedure was performed by checking the 

match between the calculated response and experimental results.  A pre-amplified air-

coupled transducer was deployed at 4‖ (≈ 102 mm) from the excitation source, which was 

provided by a pulsed laser beam in the shape of a full-head wide line; the air-coupled lift-

off was about 1.5‖ (≈ 38 mm).  The laser generator was a Q-Switched Big Sky Laser 

CFR-400 capable of 300 mJ pulse of ~10 ns duration, on 30 Hz max repetition rate.  The 
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frequency spectrum of the air-coupled transducer was very broad, ranging between 40 

kHz to 2.25 MHz.  A detailed description of the characteristics of the laser generator and 

transducer can be found on chapter five.  The signal acquired by the air-coupled sensor is 

shown in Figure 3.24, while the raw and filtered simulated responses are shown in Figure 

3.25. 

 

Figure 3.24: Laser-generated signal acquired by the air-coupled sensor  

The delay in arrival time of the measured signal, with respect to the simulated one, is due 

to the path that the ultrasonic wave had to travel within the air, in order to reach the 

transducer, from the top of the rail head.  In fact, being that distance equal to the 1.5‖ (≈ 

38 mm) transducer lift-off, and assuming the speed of the sound in air equal to 340 m/sec, 

the delay corresponds to about 1 µsec.  Since the simulated response was calculated in 

the spectral range of 0 to 500 kHz and the experimental signal was high-passed at 40 kHz 

by the sensor pre-amplifier, a filtering process is needed to prepare the signals for a test 

of matching. A third order Butterworth filter was used to perform the signal conditioning.   
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.  

Figure 3.25: Raw simulated(red) and 40 kHz high-passed(blue) simulated response 

Figure 3.26 contains the measured and the 500 kHz  low-passed experimental signals. 

 

Figure 3.26: Raw and 500 kHz low-passed experimental signals 
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In both graphs, the signals in red, or filtered signals, have been normalized to their 

maximum absolute amplitude.  The predicted and experimental filtered normalized 

signals are compared in Figure 3.27, after appropriately delaying the experimental 

response, in order to account for the time traveled in air. 

 

Figure 3.27: Comparison of the measured response with the results of the SAFE simulation 

Clearly, the response obtained by the SAFE model shows a very good match with 

the experimental results; the first arrival is almost perfectly reproduced, while the 

scattered peaks which follow are caused by other phenomena such as multiple reflections 

along the rail.  The mismatch of parts of the signals can also be due to the sensor vertical 

orientation, whose effect is band pass filtering the phase velocities at values close to the 

Rayleigh velocity.  Figure 3.28 shows the comparison between the simulated and 

experimental responses in the frequency domain. 
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Figure 3.28: Simulated and experimental spectral responses  

The frequency content of the simulated response is very similar to the experimental one; 

the peaks around 80 and 110 kHz are reproduced, along with the valleys at about 100 and 

130 kHz.  The simulated response contains two unrecognized peaks around 30 and 40 

kHz, circled in Figure 3.28; that can be explained considering that those are the cut-off 

frequencies of two low order propagating modes [82].  In the undamped SAFE model, it 

is known that modes may have a resonance-type behavior in proximity of the cut-off 

frequency, showing an amount of energy which is erroneously larger than the real one.  

This should not be considered as a failure of the semianalitycal model, but it is showing 

that the SAFE response is sensitive to the unreal modeling of the rail waveguide as 

undamped.  There are a couple of ways to overcome this problem.  The first possibility is 
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to include damping in the model, which automatically reduces the amplification 

phenomena.  Another method is to filter out the modes with large phase velocities, as 

previously mentioned in the chapter.  This filtering is shown in Figure 3.29 where 

solutions with phase velocity greater than 6,000 m/sec are discarded.  Following a single 

mode backward up to its cut-off frequency, it is clear that the curve is approaching a 

vertical tangent.  Eliminating the points where the tangent becomes pseudo-vertical helps 

solving the resonance type problem.  Theoretically, since each mode approaches its cut-

off frequency with a different slope along the spectrum, a different value of limiting 

phase velocity should be chosen for each mode.  Unfortunately this process removes 

some of the propagation components which in reality would be in the response itself. 

 

Figure 3.29: Phase velocity dispersion curves filtering. 
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It should be noted that in order to limit the phase velocity per mode, an algorithm able to 

track the single modes is needed.   

3.7.1 Mode tracking algorithm 

It was mentioned that the plots in Figure 3.19 through Figure 3.21 are sets of 

frequency-wavenumber points, rather than a family of curves in which the wavenumber 

and the phase velocity are functions of frequency.  It is therefore important to develop a 

mode tracking algorithm, which can isolate the individual modes in the dispersion curves.  

As it is mentioned in the previous sections, in some cases it could be interesting to focus 

on just one particular mode of propagation; in that case it would be necessary to extract 

the wavenumber of this particular mode at each frequency.  Considering the 

orthogonality of the modes, a technique was developed to perform mode tracking [82].  

Mode orthogonality can be expressed in the following way: 

0
( ) ( )

0
r s

T T
Φ B Φ     

r s

r s        (3.92)
 

where ( )
r

Φ and ( )
s

Φ are eigenvectors of the eigensystem in eq. (3.76) and matrix B is 

expressed by eq. (3.77).  It is reasonable to assume that if the frequency resolution of the 

problem is high, the mode shapes will not vary significantly between adjacent frequency 

steps.  Hence, the B-orthogonality can also be expressed between modes related to two 

adjacent frequency steps: 

1

0
( ) ( )

0
r k s k

T T
Φ B Φ      

r s

r s
.      (3.93) 
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The creation of an orthogonality matrix between the modeshapes of adjacent frequency 

steps is then useful to obtain a tracking of the computed modes.  Defining the 

orthogonality matrix  

1
( ) ( )

k k

T T
Φ B Φ          (3.94) 

for each value of  along the spectrum, its principal diagonal can give information about 

the position of the different modes; if the wavenumber versus frequency curves have not 

crossed in the considered frequency interval, the largest terms in the matrix will be the 

diagonal ones.  The presence of an off-diagonal term that is larger than the corresponding 

diagonal term indicates that the curves have crossed.  As an example, if the terms , 1i i  

and 1,i i  are larger than the terms ,i i  and 1, 1i i  this indicates that the i
th

  mode at 

frequency step k became the i
th+1

 mode at frequency step k+1 and that the i
th+1

 mode at 

frequency step k became the i
th

  mode at frequency step k+1.  Applying the introduced 

algorithm, a correct mode tracking can be preformed. The implementation of the 

algorithm requires some numerical tolerance in order to satisfy eq. (3.93).  In some cases, 

a mode may have two wavenumbers at certain frequency values, as shown in Figure 3.30, 

related to the analysis performed on the damped rail. In that case, the first portion of the 

curve with a negative slope indicates a negative energy velocity, implying components 

that propagate in the negative x-direction.  The ordering algorithm has to check for this 

occurrence, and needs to exclude points with negative energy velocity. 
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Figure 3.30: Wavenumber as a function of frequency for damped rail.  Case of double solutions 

 

3.7.2 Distribution of in-plane strain energy in the rail cross-section 

Critical to this study is the knowledge of how the energy provided by the 

excitation is distributed across the waveguide.  A propagating guided wave is a probe, 

which is sensitive to the occurrence of discontinuities along his path.  Depending on the 

cross-sectional distribution of the wave energy, the inspection can be targeted to different 

areas.  Since the most critical defects are usually located in the rail head, being able to 

excite the modes which show most of the energy in that area greatly increases the 
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sensitivity of the detection.  This process can be performed through different steps; 

initially the mode-tracking algorithm needs to be applied in order to isolate each of the 

propagating modes.  The forced response process can be run multiple times, limiting only 

one mode per run, in the computation.  Plotting the cross sectional strain energy will then 

provide a description of the different rail defect-sensitive areas for each of the considered 

modes.  The expression of the cross-sectional strain energy of the e-th element is given 

by  

( ) ( )T ( )

e

e e e
ep e

V

e dVε C ε          (3.95) 

Linear interpolation functions imply constant strain within any element of the bi-

dimensional mesh. Limiting the strain energy calculation to the cross-sectional plane (y-

z), the expression of the e-th element in-plane strain energy is the following: 

( ) ( )T ( )

,

1 ˆˆ ˆ
4

e e e

p yz e
e ε C ε          (3.96)

 where ( )ˆ e
ε and ˆ

e
C represent respectively the expressions of element strain and stiffness 

matrix, reduced to the in-plane coordinates y and z, and are expressed as: 

( )

( )ˆ

e

y

e

z

yz

ε                (3.97)

 
1 0 0

ˆ 0 1 0
1 (1 2 )

0 0 1 2

e

v
E

v
v v

v

C       (3.98)
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where E and respectively represent the Young Modulus and Poisson coefficient of 

steel.  The reduced strain can then be expressed by: 

( )

,

( ) ,( )

,( )

( )

,

,

,

0 0 0
1

ˆ 0 0 0
2

e

y i

e z ie

y k j i k j i
y je

z j k k i i je

z j

j k k j k i i k i j j iyz

y k

z k

u

u
z z z z z z

u
y y y y y y

uA
y y z z y y z z y y z z

u

v

ε  (3.99)

 

being ( , , )
( , )

i j k
y z and ( , , )

( , )
y z i j k

u u respectively the in-plane coordinates and displacements 

of the i-th , j-th and k–th nodes of the e-th triangular element.  The term A
(e)

 in the 

reduced expression of the element strain corresponds to the e-th triangular element area, 

that can be calculated in the matricial form  

( )

( )
det

1 1 1

e

i j k

e

k k k

y y y

A z z z .        (3.100) 

Table 3.1, Table 3.2 and Table 3.3 report the eight lowest order propagating modes, along 

with their modeshapes and in-plane cross-sectional strain energy distributions, calculated 

at 200 kHz. 
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Table 3.1: Modeshapes and strain energy distributions of S0, A0 and S1, computed at 200 kHz 

Mode 
Modeshape @ 200 kHz In-plane strain energy density [a.u.] 

S0 

  

A0 

  

S1 
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Table 3.2: Modeshapes and strain energy distributions of A1, S2 and A2, computed at 200 kHz 

Mode Modeshape @ 200 kHz In-plane strain energy density [a.u.] 

A1 

 
 

S2 

  

A2 
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Table 3.3: Modeshapes and strain energy distributions of S3 and A3, computed at 200 kHz 

Mode Modeshape @ 200 kHz In-plane strain energy density [a.u.] 

S3 

  

A3 

  

The energy plots show that mode S0 is a candidate for the detection of surface cracks, 

chips or shallow internal defects located anywhere within the full width of the rail.  

Modes S2 and A2 are good probes for surface cracks, chips or shallow internal defects 

located respectively in the center head and in the gage/field sides.  Modes A1 and S2 

develop most of the strain energy along the depth of the gage and field sides of the rail 

section; they are candidates for the detection of detail fractures and transverse fissures.  

Higher order modes S3 and A3 develop energy at the bottom of the gage and field sides of 

the head, being sensitive to deep internal defects at the earliest stage of their growth.  
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Modes A0 and S1 are unsuitable for rail head inspection, since they carry most of the 

energy in the rail web; as it will be shown later, those modes are barely excited by the 

laser excitation on the top of the head.  Table 3.4 contains the summary of the analysis of 

the strain energy distribution for each mode in regard to its defect sensitivity.  Among the 

good candidates for surface defect detection, S0 is almost nondispersive and propagates 

with low attenuation. Among the good candidates for internal defect detection, mode A1 

shows low attenuation and limited dispersion.   

Table 3.4: In-plane strain energy distribution and defect sensitivity of the eight lowest order modes in 

rails 

Mode Area of the rail cross-section 

with highest strain-energy 

Type of detectable defects 

S0 Top 15 mm of rail head Surface cracks, chips, shallow internal defects anywhere 

along the full width of the rail head 

A0 Bottom 10 mm of meshed web Not usable for head defect detection 

S1 Bottom 15 mm of meshed web Not usable for head defect detection. 

A1 Areas at gage and field sides of 

the head, 15 mm wide 

Surface cracks, chips, shallow internal defects, deep 

internal defects such as transverse fissures or detailed 

fractures at the gage and field side of the head. 

S2 Middle and bottom part of the 

gage and field sides of the head, 

plus a  localized area at the top 

of the center head 

Deep internal defects such as transverse fissures or 

detailed fractures at the gage and field side of the head. 

A2 Areas at the four corners of the 

head side wings 

Surface cracks, chips at the gage and field side of the 

head 

S3 Areas at the bottom corners of 

the gage and field sides of the 

head 

Deep internal defects such as transverse fissures or 

detailed fractures at the bottom of the gage and field 

side of the head. 

A3 Areas at the bottom corners of 

the gage and field sides of the 

head 

Deeper internal defects such as transverse fissures or 

detailed fractures at the bottom of the gage and field 

side of the head. 
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This leads to the conclusion that an antysimmetric excitation would be needed in order to 

inspect the rail head gage and field sides for internal defects, while a symmetric 

excitation would be optimal to detect surface flaws.  Experimental results will be shown 

in chapter four to validate this concept.  As an intermediate step, the following section 

will show how the excitation pattern influences the generated propagating modes. 

3.7.3 Influence of the excitation pattern on the propagating mode  

A symmetric and a nonsymmetric excitation patterns were applied on the modeled 

rail.  The nodal amplitudes of the load were adjusted so that the same amount of energy 

was transferred to the rail in both cases.  Figure 3.31 shows the symmetric pattern, while 

the nonsymmetric one is depicted in Figure 3.32. 

 

Figure 3.31: Symmetric excitation pattern on the meshed rail section 

p̂  



 

 

112 

In order to understand how a different pattern excitation influences the response of the 

rail, the values of the modal participation factors ( )
m

f have been plotted along the 

frequency spectrum up to 500 kHz.  The excitability curves, which are plots of the modal 

participation factors as a function of frequency, are shown in Figure 3.33 and Figure 3.34 

for the case of symmetric and nonsymmetric excitation respectively.   

 

Figure 3.32: Nonsymmetric excitation pattern on the meshed rail section 

With increasing value of frequency, the complexity of the scenario is evident; 152 

forward propagating modes are identified at 500 kHz.  In both the excitability plots, it is 

clear that a few number of lowest order modes are dominant along the majority of the 

ˆ2p  
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spectrum.  An accurate analysis of the eight lowest order mode excitability is useful to 

appreciate the influence of the loading pattern on the response. Figure 3.35 and Figure 

3.36 give a closer look at the excitability of S0, A0, A1 and S2 modes for the two load 

cases. 
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Figure 3.33: Mode excitability curves for a case of symmetric excitation of the rail head  
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Figure 3.34: Mode excitability curves for a case of nonsymmetric excitation of the rail head 
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Figure 3.35: S0, A0, A1 and S2 mode excitability curves for a symmetric excitation of the rail head  

 

Figure 3.36: S0, A0, A1 and S2 mode excitability curves for a nonsymmetric excitation of the rail head 
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It should be noted that in the discussion that follows, the nonsymmetric load is 

considered as the sum of a symmetric and an antisymmetric contribution, as depicted in 

Figure 3.37. 

 

Figure 3.37: Nonsymmetric load as sum of symmetric and antisymmetric contributions 

In both symmetric and nonsymmetric loading cases, mode S0 is the most excited along 

the spectrum; this is due to the fact that its modeshape shows maximum displacements in 

the area where the load has been applied.  In the nonsymmetric load case, mode A1 is 

excited as well.  It is clear from the plots in Figure 3.38 and Figure 3.39, that in the 

symmetric cases the excitability is almost only confined to symmetric modes; in the 

ˆ

ˆ

p

p
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nonsymmetric cases, instead, symmetric and antisymmetric modes are simultaneously 

excited.  Mode A0 is never excited since it transfers energy mainly through the rail web, 

while mode S2 shows medium excitability for the symmetric case; its modal participation 

factors lower than S0 since it shows energy in critical areas of the rail, but not in close 

proximity to the loaded modes.  Figure 3.38 and Figure 3.39 show the excitability plots of 

S1, A2, S3 and A3 modes for the two different excitation patterns; in general, these modes 

show lower excitability than S0, A0, S2, and A1, which remain dominant in the response.  

Modes S1 and S3 are excited in the symmetric loading case, while A0 and A1 are triggered 

only in the nonsymmetric.  Two cases of mode-coupling between S1 and A2 are occurring 

in proximity of 140 and 215 kHz, as highlighted in Figure 3.39.  Mode coupling is a 

known phenomenon that can be caused by damping effects in a single layer plate [82] or 

solely by geometrical effects in undamped multilayered structures [88]; it is also known 

to be dependent on the material properties of the media where the propagation occurs 

[11].  The phenomenon has not yet been studied intensively for the case of arbitrary cross 

sections, such as the rail, although, it is believed that its occurrence is due to the complex 

shape of the rail cross section.  Including all the propagating modes, the response has 

been obtained for the two excitation patterns, and the related cross sectional in-plane 

strain energy distributions have been plotted in Figure 3.40 and Figure 3.41.  
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Figure 3.38: S1, A2, S3 and A3 mode excitability curves for a symmetric excitation of the rail head 

 

Figure 3.39: S1, A2, S3 and A3 mode excitability curves for a nonsymmetric excitation of the rail head 
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Figure 3.40: In-plane cross sectional strain energy distribution for a symmetric excitation at 4” (≈ 

102 mm) from the source 

 

Figure 3.41: In-plane cross sectional strain energy distribution for a nonsymmetric excitation at 4” (≈ 

102 mm) from the source 

It is evident that the energy distribution on the rail section reflects the symmetry 

of the excitation pattern.  This assertion will be validated by experimental results shown 

[a.u.] 

[a.u.] 
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later on in chapter four.  Calculating the response at different distances from the 

excitation, modulation among modes occurs be experienced when many of them are 

excited.  Hesse and Cawley [11] studied this phenomenon plotting the maximum of the 

signal envelope, measured at different distances from a narrowband excitation source; 

while a gradually decaying amplitude was expected, the resulting amplitude showed an 

irregular pattern, caused by constructive and destructive interference of multiple modes 

[11]. 

 

Figure 3.42: Maximum of the signal envelope acquired at different distances from the source 

Similar plots were obtained using laser excitation on the test rail at UCSD.  The results of 

the UCSD test are shown in Figure 3.42, where the irregular pattern can still be observed, 

although the variability of the measure amplitude is very limited. This is due to the broad 
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spectrum of the excitation, where higher frequencies contribute to an earlier formation of 

a constant wavefront.   

.  

Figure 3.43: In-plane cross sectional strain energy distribution for a symmetric excitation (2” ≈ 51 

mm) from the source) 

In order to generalize the results obtained regarding the influence of the excitation 

pattern on the rail response, this response was calculated at different distances from the 

source (100 ± 50 mm), for both the symmetric and nonsymmetric load cases.  The 

distribution of the in-plane strain energy across the cross-section shows to be slightly 

different, but it still follows the symmetry (or nonsymmetry) of the load as shown in 

Figure 3.43 through Figure 3.46 

 

[a.u.] 
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Figure 3.44: In-plane cross sectional strain energy distribution for a symmetric excitation                  

at 6” (≈ 152mm) from the source 

 

Figure 3.45: In-plane cross sectional strain energy distribution for a nonsymmetric excitation      at 

2” ≈ 51 mm) from the source 

[a.u.] 

[a.u.] 
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Figure 3.46: In-plane cross sectional strain energy distribution for a nonsymmetric excitation           

at 6” (≈ 152 mm) from the source 

 

3.7.4 Effect of the frequency on the penetration depth of the guided wave 

In this section, the penetration depth of the propagating guide wave is discussed.  

A mode j propagating with phase velocity  

j k

p

j

c                         (3.101) 

at the circular frequency 
k

, will develop a penetration depth on the order  of its 

wavelength j  
[69]. Substituting the values of circular frequency and wavenumber in eq. 

(3.101), as expressed in eq. (3.102) 

 

[a.u.] 
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2

2

j k k

p k j

j

j

f
c f         (3.102) 

the mode wavelength can be expressed as the ratio between the phase velocity and the 

frequency: 

 

j

p

j

k

c

f
.          (3.103) 

From the dispersion curves of Figure 3.20, it can be deduced that lower-order 

modes, which contribute to the majority of the strain energy, tend to the Rayleigh wave 

velocity at higher frequencies.  Hence it is reasonable to assume that the penetration 

depth of these modes is proportional to their wavelength, or inversely proportional to 

their frequency.  Table 3.5 summarizes the correspondence between frequency and 

penetration depth (wavelength) for different values along the spectrum. 

Table 3.5: Correspondence between frequency and penetration depth (wavelength) into the rail head 

for different values of the spectrum 

 

 

 

 

 

 

Frequency [kHz] Penetration depth (wavelength) [mm] 

60 48 

100 29 

200 14.5 

300 ≈10 

500 ≈6 

700 ≈4 
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The value of 60 kHz has been included in Table 3.5 since modes S0 and A1 phase 

velocities are already stable at the value of the Rayleigh wave velocity.  The 

semianalytical model solution proved the above considerations; this can be shown 

plotting the cross-sectional in-plane strain energy for the case of symmetric pattern 

excitation for different frequency ranges.  Figure 3.47 contains the in-plane strain energy 

of the rail response, after being filtered through a 3-order Butterworth highpass set at the 

cut-off frequency of 300 kHz.  As expected the energy developed in the rail is confined to 

a surface depth of about 10 mm; these results are also well confirmed in literature [11].  

Figure 3.48 instead, contains the reduced strain energy after being filtered through a 3-

order Butterworth bandpass, between 100 and 300 kHz.   

 

Figure 3.47: Cross sectional in-plane strain energy of rail response, filtered with a 300 kHz, 3-order 

Butterworth highpass 

[a.u.] 
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Figure 3.48: Cross sectional in-plane strain energy of rail response, filtered with a 100-300 kHz, 3-

order Butterworth bandpass 

It can be seen that at the lower frequency, the excitation can induce energy up to a depth 

of about 25 mm into the rail head.  It is important mentioning that in both cases no energy 

appears within the top 3 mm of the rail cross section; that is because the mesh used is not 

fine enough to have the spatial resolution required to match the short wavelength of 

frequencies around 700 kHz, which can penetrate to that depth.   

3.8 Conclusions  

A semi analytical approach was shown to be successful for modeling the 

ultrasonic wave propagation in rails.  The unforced and forced solutions of the rail 

response were obtained with the SAFE method and some were validated by experimental 

results.  An algorithm which uses the Arnoldi Iterative solution process was presented 

and its efficiency was validated by computational time test results.  Analytical and 

[a.u.] 
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experimental results showed how the load pattern influences the rail response.  

Understanding cross-sectional energy distribution of the propagating modes is crucial to 

the design of a detection system targeted to defects of interest.  A symmetric excitation 

pattern on the top of the rail develops strain energy in a symmetric fashion along the 

cross-section, with maxima close to the top of the head; a nonsymmetric pattern, instead, 

induces energy at the sides of the head.  For the symmetric load case, high frequency 

waves generate energy close to the top of the head, while lower frequency waves induce 

energy in deeper areas of the head.  Among the lower order modes, S0 and A1 are shown 

effective for surface defect detection, while A1 and S2 are more suitable for the detection 

of internal flaws.  Material damping was included in the model for the unforced response 

solution, and it was neglected in the forced response solution.  Neglecting material 

damping caused the occurrence of resonance-like phenomena, which were corrected by 

filtering out modes at cut-on frequencies, after applying a mode tracking algorithm, 

which employs mode orthogonality. 

4 Defect-sensitive feature extraction from ultrasonic waves 

4.1 Introduction 

The drawback of any noncontact ultrasonic testing system is a reduced signal-to-

noise ratio of the defect detection procedure, when compared to conventional contact 

testing.  The use of signal processing is necessary, yet sometime not sufficient to 

overcome this problem.  Different techniques are currently available and are good 

candidates to be employed for the signal conditioning of ultrasonic waves.  As mentioned 

before, the main objective of a signal processing technique to be adopted in the defect 
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detection prototype is the capability of increasing the signal-to-noise ratio and the ability 

of compressing data and retaining only useful information from the acquisition.  Dealing 

with a large amount of data acquired by multi-channel systems and looking at high 

frequency ranges such as the spectrum of the ultrasonic region contribute to make the 

issue not a trivial one.  The choice of a signal processing technique is also strictly 

connected with the implementation of an efficient feature extraction procedure; the 

output of the former is fed as the input to the latter.  Robustness, low computational 

speed, low false positive and false negative rates are some of the distinctive properties 

which characterize the good performance of a signal processing-feature extraction 

procedure.  This chapter introduces the theoretical background of the different signal 

processing approaches which have been tested for the best performance of the defect 

detection prototype for rail tracks based on noncontact (laser generation/air-coupled 

detection) ultrasonic testing.  Experimental results obtained varying multiple sensitive 

parameters are shown in the last section of this chapter, as a validation of the different 

methods. 

4.2 Continuous and discrete wavelet analysis 

This section will give a brief introduction of the main signal processing tools 

currently known in literature, which were considered for the rail inspection prototype 

implementation.  The information contained within an ultrasonic signature is both present 

in the time and in the frequency domain.  Time of Flight (TOF) is an important signal 

feature, which can be used to recognize the position of a peak corresponding to an echo 

reflected from a defect (―reflection mode‖) or to a first arrival in the ―transmission mode‖ 
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case [90].  The frequency content of a signal is critical for the identification of the 

propagating modes and, as seen in chapter three, it is strictly related to the area of the 

inspected rail cross-section.  The Fourier Transform ( )X  of a signal x(t) is defined as: 

( ) ( )
i t

X x t e dt          (4.1) 

where t and  are the time and frequency variables, respectively. It defines the spectrum 

of x(t) which consists of components at all frequencies over the range for which it is 

nonzero.  For stationary signals, Fourier analysis is extremely useful because the only 

signal's frequency content is of great importance.  However, Fourier analysis has a 

serious drawback. In transforming to the frequency domain, time information is lost. 

Instead, the ultrasonic signals to be processed by the prototype, contain numerous 

nonstationary characteristics, such as drift, abrupt changes, beginning and end of events.  

These characteristics are the most important part of the signal and Fourier analysis is not 

suited to detecting them.  The complex propagation scenario described in Figure 3.19 of 

the previous chapter, creates an inevitable need to retain the time information, for 

performing efficient mode recognition.  To correct this deficiency, Dennis Gabor (1946) 

adapted the Fourier transform to analyze only a small section of the signal at a time. It is 

called the Short-Time Fourier Transform (STFT) [91, 92].  The STFT is obtained from 

the usual Fourier Transform by multiplying the time signal x(t) by an appropriate sliding 

time window w(t).  The location of the sliding window adds a time dimension and gets a 

time-varying frequency analysis.  Thus, instead of the usual Fourier Transform 

expression, a time frequency expansion can be expressed in the form: 

( , ) ( ) ( )
i

X t x t t e d        (4.2) 
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where w(t) is the time window applied to the signal.  It provides some information about 

time and frequencies that a signal event occurs.  However, this information can only be 

obtained with limited precision, which is determined by the size of the window.  The 

STFT has also strict limitations on the time-frequency resolution.  If greater frequency 

resolution is required, it can be achieved only at the expense of temporal resolution. 

Many signals require a more flexible approach where the window size can be varied to 

determine more accurately either time or frequency.  This adaptive approach can be 

obtained using the Wavelet Transform, in its continuous and discrete expressions.   

4.2.1 Theory behind wavelet analysis 

The Continuous Wavelet Transform (CWT) has been extensively [93, 94, 95, 96, 

97] used to process ultrasonic signals in time and frequency domains.  The CWT of a 

signal x(t) with respect to an analyzing or parent, or mother) wavelet ( )t  is defined as: 

*

,
( , ) ( ) ( )

u s
Wx u s x t t dt

 

       (4.3) 

where * denotes a complex conjugate and ,
( )

u s
t  is obtained by scaling the mother 

wavelet ( )t  by the scaling parameter s and translating it by the translation parameter u, 

as expressed by: 

,

1
( )

u s

t u

ss           

   (4.4) 

The mother wavelet should have a certain number of properties.  The importance is 

satisfying square integrability, and being concentrated in the time and frequency as much 

as possible.  
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The admissibility condition is expressed by: 

2
( )

d             (4.5) 

where ( ) is the Fourier transform of ( )t . The weak condition for the existence of 

the integral in eq. (4.5) is 

0
( )    which is equivalent to   ( ) 0t dt .  This means that wavelets must behave 

like a band-pass like spectrum.  A zero at the zero frequency also means that the average 

value of the wavelet in the time domain must be zero, and therefore the function has to be 

oscillatory.  An analytical wavelet can be created by modulating the frequency of a real 

and symmetric window g(t) as follows: 

( ) ( ) exp( )t g t i t                (4.6) 

whose Fourier transform is  

( ) ( )G              (4.7) 

with a central frequency of , being ( )G the Fourier transform of g(t).  According to 

Heisenberg uncertainty principle, a signal cannot be fully resolved both in time and in 

frequency simultaneously.  The time-frequency resolution of the signal depends on the 

time-frequency resolution of the analyzing wavelet ,
( )

u s
t  [98].  Each time-frequency 

window ,
( )

u s
t can be represented by a Heisenberg box centered on the frequency axis at 

s
, and on the time axis at u, being the central frequency of ( ) .  The sides of the 

Heisenberg box are of lengths 
s

and t
s , where is the spread of the wavelet 
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window in frequency and t  is the spread of the wavelet window in time.  The 

uncertainty principle implies that the area of the Heisenberg box must be lower bounded 

by 0.5, that is 0.5
t .  The Gabor wavelet transform provides the best balance 

between time resolution and frequency resolution since it uses the smallest possible 

Heisenberg uncertainty box (σtσω=0.5) [98].  In the case of the Gabor wavelet, g(t) is a 

Gaussian window defined as  

2 22

2 424

( / )1 1
( ) exp( ) exp( )

22( )

s

s

G tt
g t

G
    (4.8) 

where η is the Gabor center frequency, σ is the standard deviation of the Gaussian 

window, and Gs = ση is known as the Gabor shaping factor [99].  The choice of η and Gs 

influences the time–frequency resolution of the analysis.  As for the Gs parameter, while 

the product of the time resolution and the frequency resolution (area of the Heisenberg 

box) is kept at the best possible value of 0.5 with the Gabor wavelet, the choice of the 

factor Gs (and therefore σ, for fixed η) selects the relative resolution achievable in time 

and in frequency (shape of the Heisenberg box).  For example, decreasing Gs decreases 

the achievable time resolution while increasing the frequency resolution.  The optimum 

value of Gs must be chosen on the basis of the particular application.  Although 

theoretically any value of Gs 1 will satisfy the admissibility condition equation (4.5), it 

has been found in practice that Gs cannot have a value lower than 3.5 [95]. Most authors 

use Gs = 5.336 for dispersive wave propagation studies [94,96,100,101].  The energy 

density spectrum of a WT, defined as Pwf(u,s) = |Wf(u,s)|
2
 and commonly referred to as a 

scalogram, indicates the energy of signal f(t) in the Heisenberg box of each wavelet 
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window ψu,s(t) around time t = u and angular frequency ω = η/s. The scalogram is often 

normalized by the scaling parameter.  In this case it is referred to as the normalized 

scalogram Pwf(u,s)/s.  Besides providing the time–frequency information of the signal 

components, the scalogram retains the signal energy content. It is therefore possible to 

extract both the dispersion curves and the frequency-dependent attenuation.   The morlet 

wavelet is a particular case of the Gabor wavelet, obtained setting Gs= 5.  Figure 4.1 

shows an example of a Gabor wavelet, with central frequency 2  and Gabor shaping 

factor Gs = 5.34, plotted in both frequency and time domain. 

 

Figure 4.1: The Gabor wavelet with 2  and Gs = 5.34. (a) Time domain, real (continuous line) 

and imaginary (dotted line) components. (b) Magnitude of Fourier spectrum 

 

4.2.2 Discrete Wavelet Transform (DWT) analysis for signal 

decomposition 

The implementation of the CWT is not always feasible for applications that 

require real-time processing, such as the rail defect detection prototype, due to the high 

computational load of its algorithm.  The CWT is calculated by continuously shifting a 

continuously scalable function over a signal and calculating the correlation between the 
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two.  Some considerations must be given to accelerate the solution process, while still 

maintaining the advantages that an adaptive time-frequency approach has to offer.  The 

obtained wavelet coefficients are highly redundant, since the scaled functions are not an 

orthogonal basis.  Even resolving the redundancy problem of the CWT, the analyzing 

wavelets would still be infinite [102].  Last, for most functions, the wavelet transforms 

have no analytical solutions and can be calculated only numerically.  The removal of the 

redundancy can be achieved through the introduction of discrete wavelets, which are 

continuous functions that can only be scaled and translated in discrete steps. This is 

achieved modifying the wavelet representation of eq. (4.4) into the expression [103] 

0 0

,

00

1
( ) ( )

j

j k jj

t ku s
t

ss
        (4.9) 

Where j,k are integers and s0 is a fixed dilation step; the translation factor u0 depends on 

the dilation step.  The effect of discretizing the wavelet is that the time-scale space is now 

sampled at discrete intervals. Choosing s0 = 2 and u0 = 1, the sampling of both the 

frequency and time axis are dyadic.  The results of a Discrete Wavelet Transform (DWT) 

of a continuous signal will be a series of wavelet coefficients, and it is referred as the 

wavelet series decomposition.  As a backward process, from the wavelet series 

decomposition it is possible to reconstruct the original signal.  The necessary and 

sufficient condition for a stable reconstruction is that the energy of the wavelet 

coefficients must lie between two positive bounds, such as 

22 2

,

,

,
j k

j k

A f f B f        (4.10) 
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where 
2

f  is the energy of f(t), A <0, B<∞ and A, B are independent of f(t). If eq. (4.10)

is satisfied, the family of basis functions ,
( )

j k
t  with j,k  Z is referred to as a frame 

with frame bounds A and B [103].  When A=B the frame is tight, and the discrete 

wavelets behave exactly like an orthonormal basis.  If A≠B the reconstruction is still 

possible, at the expense of a dual frame, in which different wavelets are used for the 

decomposition and reconstruction processes.  In order to make the discrete wavelets 

orthonormal, they have to satisfy the following condition 

*

, ,

1
( ) ( )

0
j k jm n

t t dt           
j m and k n

otherwise
     (4.11) 

that means each wavelet has to be orthogonal to its dilations and translations. An 

arbitrary signal can be then reconstructed by summing the orthogonal wavelet basis 

functions, weighted by the wavelet transform coefficients [104]: 

,

,

( ) ( , ) ( )
j k

j k

f t j k t         (4.12) 

In the representation of the signal, the orthogonality is not essential and the redundancy 

can actually help to reduce the sensitivity to noise [104] and to improve the shift 

invariance of the transform [105].  The shift invariance of a transform, implies that the 

transform of a signal and of a time-shifted version of the same signal are not simply 

shifted versions of each other.  This is a disadvantage of the DWT, which generally is not 

shift invariant.  Even using discrete wavelets, an infinite number of scaling and 

translations is needed, to calculate the wavelet transform of a signal.  It is possible to 

reduce the number of scaled wavelets to be included in the analysis of a signal, still 

maintaining a meaningful result.  An upper bound for the number of wavelet to retain, is 
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given by the duration of the signal under investigation, since the translations of the 

wavelet cannot go pass that limit.  A lower bound can be obtained looking at the 

frequency spectrum of the analyzing wavelet.  One of the properties of the Fourier 

transform states that compression a signal in time is equivalent to stretching its spectrum 

and shifting it upwards, as expressed by: 

1
( ) ( )F f st F

s s
         (4.13) 

Using this insight, the finite spectrum of the investigated signal can be covered with the 

spectra of dilated wavelets in the same way as its time domain can be covered with 

translated wavelets.  For a good coverage of the signal spectrum, the stretched wavelet 

spectra should touch each other, as shown in Figure 4.2, and this can be arranged by a 

correct design of the analyzing wavelets. 

 

Figure 4.2: Wavelet spectra resulting from scaling of the mother-wavelet in the time domain 

From this point of view, considering the wavelet as a band-pass filter, a series of dilated 

wavelets can be seen as a band-pass filter bank, in which the ratio between the center 

frequency of a wavelet spectrum and its width, is the same for all the wavelets.  This ratio 

often referred to as the fidelity factor Q of a filter, which in this case names the above 

decomposition, as constant-Q filter bank.  It should be noted that covering the time and 

frequency domains of the investigated signal, is only possible if the signal itself does not 
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have infinite energy; this does not constitute a problem, since natural signals, and in 

particular pulsed laser generated ultrasonic signals, have finite energy.  With the filter 

bank approach, since every time the wavelet is stretched in the time domain with a factor 

of 2 its bandwidth is halved, theoretically an infinite number of wavelets will still be 

needed in order to cover the whole spectrum of interest.  The solution was found limiting 

the wavelet sub-spectra which would leave a small enough gap between his left boundary 

and zero frequency. A scaling function was introduced by Mallat [98] in order to fill this 

gap; from the low-pass nature of the function, it is often referred to as the averaging or 

low-pass filter.  The scaling function itself is composed by wavelets, and it can be 

expressed by: 

,

,

( ) ( , ) ( )
j k

j k

t j k t

    

    (4.14) 

with j j , being j  the scale of the wavelet spectrum with lowest frequency, considered 

in the decomposition.  The connection between wavelet and scaling function spectra is 

described in qualitative way, in Figure 4.3 

 

Figure 4.3: Replacement of an infinite wavelet set by one scaling function 
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The obtained low-pass spectrum, allows the definition of an admissibility condition for 

the scaling function 

( ) 1t dt           (4.15) 

which shows that the 0-order moment of the function itself cannot vanish.  Regarding the 

wavelet transform as a filter bank, then wavelet transforming a signal can be considered 

as passing the signal through the same filter-bank, which is often known as sub-band 

coding.  The filter bank can be built in several ways.  One way is considering many 

independent band-pass filters to split the spectrum into frequency bands with arbitrary 

bandwidths.  The drawback of this choice is that every filter would have to be designed 

separately, implying a very time consuming process.  Instead, splitting the signal 

spectrum in two equal parts, a low-pass and a high-pass part, containing respectively the 

approximation and the details of the signal, would create an iterated filter bank, and only 

two filters have to be designed.  The drawback of this approach is that the signal 

spectrum coverage is fixed, but the advantage of the ease of implementation is 

substantial.  On top of that, implementing the wavelet transform as an iterated filter bank, 

eliminates the need of specifying the wavelet explicitly, which is often impossible.  In 

order to implement the wavelet filter bank, some considerations still need to be made.    

Since the scaling function could be expressed in wavelets from minus infinity up to a 

certain scale j, if a wavelet spectrum is added to an existing scaling function spectrum, 

another scaling function can be obtained, with a spectrum twice as wide as the first.  

Through this addition, the first scaling function can be expressed in terms of the second,  

1

1
(2 ) ( ) (2 )

j j

j

k

t h k t k

  

     (4.16) 
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also known as multi-resolution formulation of the scaling function[105].  Since the first 

scaling function replaced a set of wavelets, therefore also the wavelets in this set can be 

expressed in terms of translated scaling functions at the next scale.  The wavelet at scale j 

can then be expressed as 

1

1
(2 ) ( ) (2 )

j j

j

k

t g k t k        (4.17) 

which is the multi-resolution relation between the scaling function and the wavelet. 

Since the investigated signal f(t) can be expressed in terms of dilated and translated  

wavelets up to a scale j-1, this means that f(t) can also be expressed in terms of dilated 

and translated scaling functions at a scale j: 

( ) ( ) (2 )
j

j

k

f t k t k         (4.18)

 

If the wavelet analysis is performed only up to the scale j-1, then wavelets need to be 

added in order to keep the same level of detail, and the signal f(t) can be expressed as 

 

1 1

1 1
( ) ( ) (2 ) ( ) (2 )

j j

j j

k k

f t k t k k t k

 

    (4.19) 

 

If the scaling functions ,
( )

j k
t  and the wavelets ,

( )
j k

t  are orthonormal or constitute a 

tight frame, then the coefficients 1
( )

j
k  and 1

( )
j

k  can be found by taking the inner 

products 

1 ,

1 ,

( ) ( ), ( )

( ) ( ), ( )

j j k
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k f t t

k f t t
           (4.20) 
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Substituting in eq. (4.20), suitably scaled and translated versions of the scaling functions 

and the wavelets expressed in their multi-resolution forms of eq. (4.16) and eq. (4.17), 

and manipulating the results, the following important result can be obtained[105]: 

1

1

( ) ( 2 ) ( )

( ) ( 2 ) ( )

j j

m

j j

m

k h m k m

k g m k m
        (4.21) 

These equations state that both the wavelet- and scaling function coefficients at a certain 

scale, can be found by calculating a weighted sum of the scaling function coefficients 

from the previous scale.  Equations (4.21) are typical expressions of a digital filter; since 

the coefficients ( )
j

k  come from a low-pass part of the splitted signal spectrum, the 

weighting factors ( )h k  must form a low-pass filter. Similarly, the weighting factors 

( )g k  must form a high-pass filter.  The former are defined the scaling filter, while the 

latter are known as the wavelet filter.  The most important property of these filters is that 

they have both a step-size of 2 in the variable k, and this is known as the subsampling 

property.  As a consequence of this, the convolution will include only every other ( )
j

k , 

with the results that the output data rate is equal to the input data rate.  At every iteration 

step, the number of samples for the next stage is halved, so that the last iteration in 

theory, will end with just one sample.  Usually the iteration will stop at the point where 

the number of samples is smaller than the length of the scaling or wavelet filters, 

whichever is longest.  The discrete wavelet decomposition based on the iterated filter-

bank algorithm is schematized in Figure 4.4, where An and Dn are the approximations and 

details at level n.  The inverse reconstruction process is also shown, performed through a 

backward process, involving the reconstruction filters and the up-sampling stages. 
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Figure 4.4: (a) Discrete Wavelet filter-bank decomposition; (b) signal reconstruction from wavelet 

coefficients; (c) reconstruction of original signal 

 

4.2.3 DWT for Data De-noising and High Speed Data Manipulation 

The DWT is useful for its data de-noising and data compression abilities.  De-

noising and compression of the original signal can be achieved if only a few wavelet 

coefficients  representative  of  the  signal  are  retained  and  the  remaining  coefficients,  
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Figure 4.5: Example of discrete wavelet processing. (a) Unprocessed signal; (b), (c) wavelet 

coefficient vector of levels cD3, cD4, and cD5 relative to the direct and the echo signal, respectively; 

(d), (e) thresholded wavelet coefficient vectors in (b) and (c), respectively; (f) and (g) reconstructed 

direct and echo signals, respectively, using the thresholded wavelet coefficient vectors in (d) and (e).  

related to noise, are discarded [106, 107, 108].  An example of DWT processing to an 

ultrasonic signal is illustrated in Figure 4.5; the ultrasonic wave was generated 

 

-0.50

-0.25

0.00

0.25

0.50

0 512 1024 1536 2048

Number of points

W
a
v

e
le

t 
c
o

e
ff

. 
am

p
l.

-0.50

-0.25

0.00

0.25

0.50

0 512 1024 1536 2048

Number of points

W
a
v

e
le

t 
c
o

e
ff

. 
am

p
l.

-0.50

-0.25

0.00

0.25

0.50

0 1000 2000 3000 4000 5000

Number of points

A
m

p
li

tu
d

e
 (

V
)

-1.00

-0.50

0.00

0.50

1.00

0 100 200 300 400 500

Number of points

W
a
v
e
le

t 
c
o

e
ff

. 
a
m

p
l.

-1.00

-0.50

0.00

0.50

1.00

0 100 200 300 400 500

Number of points

W
a
v

e
le

t 
c
o

e
ff

. 
a
m

p
l.

-1.00

-0.50

0.00

0.50

1.00

0 100 200 300 400 500

Number of points

W
a
v

e
le

t 
c
o

e
ff

. 
a
m

p
l.

-1.00

-0.50

0.00

0.50

1.00

0 100 200 300 400 500

Number of points

W
a
v

e
le

t 
c
o

e
ff

. 
a
m

p
l.

(b) (c) 

(d) 

(a) 

(e) 

(f) (g) 



 

 

146 

illuminating a rail with a pulsed laser source, and it was acquired by an air-coupled 

sensor, positioned at some distance away from the source.  The unprocessed signal 

recorded during the test is shown in Figure 4.5(a).  Two ultrasonic signatures are visible.  

The first one is the direct signal propagating from the laser excitation point; the second 

ultrasonic signature (echo signal) is the surface wave reflected from a 5 mm notch 

positioned 500 mm away from the sensor.  The time interval was divided into two 

windows, detailed in Figure 4.5(a), containing the direct signal and the echo signal, 

respectively.  For each window, the wavelet coefficients at detail levels 3, 4 and 5 only 

were considered, since these three levels contained the frequency band of interest.  Figure 

4.5(b) and (c) show the clustered coefficients for each of the two windows, namely the 

direct signal and the echo signal, respectively.  Most of these coefficients have very low 

amplitude and thus do not carry any information on the signal of interest.  These 

coefficients can be discarded if not exceeding a given threshold, which is related to the 

maximum amplitude modulus of each decomposition level.  Figure 4.5(d) and (e) are the 

result of a threshold setting equal to 70%, 50% and 80% of the maximum coefficient 

modulus of levels 3, 4 and 5, respectively.  Signals reconstructed from the thresholded 

wavelet coefficient vectors are shown in Figure 4.5(f) and (g) and they demonstrate that 

only a few wavelet coefficients are indeed representative of the ultrasonic signatures of 

interest.  The small waves reconstructed in Figure 4.5(g) should be ignored compared to 

the predominant defect echo. In order to reconstruct the direct signal decomposed by the 

DWT, only 6 coefficients are needed, compared to the 2048 points of the entire first 

gated window of the original signal.  Although the mother wavelet and the filter bank 

coefficients have to be stored once in the algorithm, the reached level of compression is 
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noticeable.  In systems that require time-critical execution of data acquisition, processing 

and delivery of the results, the use of the DWT is highly efficient.  As demonstrated, the 

DWT is able to give insight in the time-frequency domain of the acquired signal as the 

CWT does, while performing at speed that are orders of magnitude faster than the CWT; 

the amount of data to be handled and delivered to consuming processes is also 

substantially smaller.  The success of a proper DWT decomposition is highly dependent 

on a correct choice of the mother-wavelet.  The pruning and compressing performances 

of the decomposition are consequently a function of the chosen analyzing wavelet.  A 

mother wavelet that matches the shape of the signal that is being analyzed is a perfect 

candidate for a good DWT decomposition.  It is also confirmed in recent literature [43], 

that the best mother wavelet is the one that generates the smallest number of nonzero 

wavelet coefficients when decomposing a given signal, or in other words, the one which 

maintains the closest shape to the signal.  Other practical issues concerning the 

implementation of the DWT include a correct choice of the sampling rate and length of 

the signal to be decomposed.  Due to aliasing effects, the sampling rate determines the 

highest wavelet scale MAX
s  that can be meaningfully interpreted [109]; if the acquisition 

time step is equal to s
t , then MAX

s  is given by: 

2
log (2 )

MAX s
s t

         
 (4.22) 

Although Nyquist sampling theorem is respected, for consistent results, oversampling is 

necessary, and the current practice is to use sampling rate of 6-10 times the signal 

frequency of interest [109].  The length of the signal instead, controls the lowest wavelet 

scale that produces meaningful coefficients, and it is dependent on the chosen mother-
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wavelet.  Considering the Gabor wavelet for example, given the extension of its support 

region, the lowest scale of interest should be greater than 2
log (5 / )

L
T  [109].  Since the 

DWT is not shift invariance, as stated in the previous section, the position of significant 

points within the signal is critical for a good decomposition.  The truncation of a finite 

signal, originates unwanted effects in proximity of the signal ends, called end-effects.  It 

can be demonstrated that at least 1
2

p  samples have to be present after the last point of 

interest and before the end of the signal, for a good wavelet decomposition at p scale 

[109]. 

4.3 Digital processing of ultrasonic signals 

4.3.1 Digital filtering 

In the implementation of the defect detection prototype, the need of looking into 

different frequency ranges of the acquired signals, to inspect different areas of the rail 

section, sometime required more freedom in the choice of the filters, than what it is 

allowed by the filter-bank decomposition.  The calibration the D.I. computation, which 

implies the choice of the correct number of wavelet coefficients to be retained for each of 

the considered scale, can be a time demanding procedure.  This procedure could be 

avoided or at least simplified, in particular at the time of debugging or calibration of the 

prototype.  A solution was found in the use of digital filters.  

With the drawback of not contributing to the compression of the acquired signals, 

the digital filters have the great advantage of giving complete freedom for setting the de-

noising parameters.  Once a digital filter and its order are chosen, the only variables that 

need to be set are the cut-on and cut-off frequencies, for a case of a pass-band filter, and 
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they can be chosen along the entire frequency spectrum up to the Nyquist frequency.  

Experimental tests on the prototype suggested that the use of the third order Butterworth 

pass-band filter was successful.  Laboratory results in terms of Damage Index (D.I.) 

computation for known defects in the rails available at the UCSD NDE & SHM lab, will 

be shown later in the chapter. 

4.3.2 Spatial averaging algorithm for enhancement of defect detection in 

“reflection mode” 

In this section, a new approach for detecting defects in rails was investigated. As 

opposed to deploying two receiving sensors in the traditional detection scheme, a series 

of multiple sensors was located at one side from the laser excitation, as shown in Figure 

4.6. 

 

Figure 4.6: Detection scheme for coherent acquisition of guided waves reflected by a flaw in the rail 

head 

The laser excited guided waves in the rail in the traditional fashion, and all the 

transducers were oriented towards the source, waiting for a reflection from a defect 

located downstream along the rail.  The laser provided a 2‖ (≈ 51 mm) wide line beam 
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across the top of the rail head, inducing a symmetrical excitation.  As discussed in the 

previous chapter, the propagation of surface waves is confined to a superficial region of 

the rail head of a thickness compared with the wavelength.  The broad excitation 

produced by the laser generates guided waves with a wide frequency spectrum, and 

indeed, different penetration depths.  Two cases of known defects were tested in this 

configuration.  The first was a surface defect with a 5% H.A. reduction, 8 mm deep, 

while the second was an internal defect with a 23% H.A. reduction.  To prove the validity 

of the new approach, contact sensors were used, with a better SNR than the air-coupled 

transducers.  The Krautkramer ultrasonic contact transducer centered at 2.25 MHz was 

employed, with a 90 deg wedge, to receive a surface wave traveling along the rail.  Gel 

was used in the interfaces sensor/wedge and wedge/rail, to increase the acoustic coupling 

of the sensing parts.  As it will be demonstrated later in this section, the use of a high 

number of sensors improves the system sensitivity to the detection of defects that are 

usually difficult to catch, due to their small size, orientation or depth within the rail head 

[110].  A set of 12 transducers, with a constant spacing of 0.5‖ (≈ 13 mm) was chosen for 

the tests. Due to the unavailability of the 12 sensors, the test setup was reproduced by 

using a spatial averaging method [111].  This was done by shifting the ultrasonic 

signatures of adjacent positions, moving only one sensor along the probe, within the 6‖ (≈ 

152 mm)  long sensing area (delta=0.5‖ (≈ 13 mm), N=12). A picture of the test setup is 

shown in Figure 4.7. 
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Figure 4.7: Test setup: laser excitation and transducer spacing in proximity of the 5% H.A. reduction 

surface defect 

The first test was performed in proximity of a surface defect. The defect was custom 

made saw-cutting the top of the rail-head for a depth of 8 mm.  The excitation line-beam 

was 4‖ (≈ 102 mm) away from the defect; the closest position of the sensor was 9‖ (≈ 229 

mm) away from the defect, as depicted in Figure 4.8. 
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Figure 4.8: Probe spacing and laser-beam position relative to the defect 

 

Figure 4.9: Waterfall plot of ultrasonic signals acquired in proximity of the 8 mm deep surface defect 

Figure 4.9 shows a waterfall graph of the ultrasonic signatures obtained after moving the 

transducer over the 12 positions.  Looking at the graph, the surface defect can be easily 
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detected due to the clear presence of a reflected wave after the first arrival.  The waterfall 

graph also shows that the energy of the reflected wave attenuates from the closest to the 

furthest position.  A better view of the relative amplitude of the reflected waves is given 

in Figure 4.10, where a normalized mesh of the A-scans is depicted, excluding the first 

arrival from the plot (mesh starts after the first 400 points). 

 

Figure 4.10: Mesh of the reflected waves extracted from the 12 A-scans acquired in proximity of the 

8 mm deep surface defect 

Using a threshold-crossing method, it is possible to compute the difference in arrival 

times between each reflected wave and the adjacent ones.  The scan-rate of the 

acquisition board was set at 5 MS/s; the computed average difference between the arrival 

of the reflected waves is 22 points, which means 4.4 μsec in terms of time.  Since the 

spacing of the transducer between the different acquisitions was set to 0.5‖ (≈ 13 mm) the 

group velocity of the reflected wave can be easily computed equal to 2,890 mm/μsec. A 
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time-scale analysis of the acquired signals, gives insight on the frequency content of the 

first arrival and the reflected wave as well. Figure 4.11 shows the Continuous Wavelet 

Transform (CWT) of the first acquired signal, obtained using the Complex Morlet 1-1 as 

a mother wavelet. 

 

Figure 4.11: CWT of the first A-scan acquired in proximity of the 8 mm deep surface defect 

It is clear that the reflected energy is confined to a frequency range above 350 kHz; this is 

consistent to the depth of the flaw, which is about 8 mm.  The multiple acquisition 

technique was useful to provide further information about the attenuation of the 

propagating wave and to give accuracy on the measurement of the group velocity of the 

reflected wave.  No spatial averaging was applied here, since it was not necessary for 

detecting this surface defect.  The second test was performed in proximity of an internal 

defect equivalent to a 23 % H.A. reduction.  The excitation line-beam was kept at 4‖ (≈ 

102 mm) from the defect; the closest position of the sensor was 9‖ (≈ 229 mm) from the 
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defect (Figure 4.8). The sensor was then moved over the remaining 11 positions, spaced 

0.5‖ (≈ 13 mm) one from each other.  In Figure 4.12 a waterfall of the 12 A-scans signals 

is depicted. 

 

Figure 4.12: Waterfall plot of the 12 A-scans acquired in proximity of the 23% H.A. reduction 

internal defect 

As it can be deducted by looking at the saturated first arrival, the energy of the laser line-

beam was here increased to generate larger guided wave amplitudes and to better detect 

the presence of the internal defect.  It is hard to pinpoint the presence of any reflected 

wave just looking at Figure 4.12. 
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Figure 4.13: A-scans acquired in proximity of the third internal defect, high-passed at 100 kHz 

An interesting plot is shown in Figure 4.13, where the A-scans were high-passed using a 

Butterworth filter with a cut-off frequency of 100 kHz.  Eliminating of the low frequency 

content makes the signals much cleaner, but it is still not trivial to find out whether there 

is any waveform being reflected from the internal defect.  A zoom on the signals 

excluding the first arrival (starting after the first 400 points) contains some interesting 

information about the presence of a small reflection which can be recognized among the 

incoherent noise (Figure 4.14). 
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Figure 4.14: Zoom in, of the waveforms reflected from the 23% H.A. reduction internal defect 

In Figure 4.15, a normalized mesh of the same extracted signals shows a better view of a 

wave coherently spaced between the different acquisitions which could be the one 

reflected back from the internal defect. 
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Figure 4.15: Mesh of the reflected waves extracted from the 12 A-scans acquired in proximity of the 

23% H.A . reduction internal defect 

The process of spatial averaging consists of 2 operations.  First, the A-scans of adjacent 

positions are phase-shifted such that the individually received wavefronts are synced.  

The delays were calculated looking for the maximum of the cross-correlation of the A-

scans extracted excluding the first arrival.  Considering the 0.5‖ (≈ 13 mm) spacing, once 

again the group velocity of the reflected wave was calculated being 2,890 mm/μsec, as 

for the case of the surface defect in test #1.  The second step consists in taking a fixed 

number N of phase-shifted A-scans for each one of the probe positions and in summing 

them up.  This procedure allows to increase the strength of the reflected signal and to 

cancel out unwanted noise.  This noise is due to the presence of multiple modes which 

have been excited by the laser.  During the summation the unwanted modes are added 

not-in-phase, so their intensity substantially decreases relatively to the strength of the 
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reflected wavefronts, which are added in phase.  Part of the noise is also due to the 

reverberation of the ultrasound in the probe. The mesh of the A-scans, after spatial 

averaging them (N=5) is shown in Figure 4.16. 

 

Figure 4.16: Mesh of the reflected waves extracted from the 12 A-scans acquired in proximity of the 

23% H.A . reduction internal defect, after the application of the spatial averaging technique (N=5, 

spacing 0.5” ≈ 13 mm) 

In this case the reflected wavefront can be seen much clearly.  To get a deeper insight on 

the problem, a time-scale analysis of the first A-scan was performed.  Figure 4.17 and 

Figure 4.18 show the resulting scalograms, respectively adopting the Gabor and the 

Complex Morlet 1-1 mother-wavelets. 
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Figure 4.17: CWT of the first A-scan using the Gabor motherwavelet 

 

Figure 4.18: CWT of the first A-scan using the Complex Morlet 1-1 motherwavelet 
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In both the plots the reflected wave is well visible, with an arrival time of 125 μsec.  

Considering the calculated group velocity of the reflected wave equal to 2,890 mm/μsec, 

and that the difference in traveled paths between the first arrival and the reflection is 8‖ 

(≈ 203 mm), it is easy to identify that the reflected mode is the one indicated by the left 

arrow.  The frequency of the reflection ranges between 200 kHz and 600 kHz; 

considering the propagating speed of the wave, the penetration depth for that frequency 

range is between 5 and 15 mm from the top of the rail head.  In the past, the internal 

defect was mapped using a Krautkramer Ultrasonic Testing Machine.  An approximate 

plot of the defect is shown in Figure 4.19, where the defect depth appears to be ranging 

between 5 and 20 mm.   

 

 

 

 

Figure 4.19: Front and 3-D view of the rail head with the 23% H.A. reduction internal flaw 
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Since the defect is extending only at the gage side of the rail head, the area with high 

energy visible in the scalogram at about 40 μsec can be associated to the presence of 

propagating modes that transmit through the part of the rail head clear from the flaw 

(field side) and that are not reflected.  SAFE results for cross-sectional strain energy for 

the lowest order selected symmetric vibrational modes at propagation frequency of 200 

kHz were shown in Table 3.1 and Table 3.2 in the previous chapter.  It is clear that at this 

frequency range the energy of the selected modes is confined to a region with a depth up 

to about 10 mm from the top of the rail head.  This confirms that the modes excited in the 

rail are surface-wave type. Also, the strain distribution confirms that these modes can be 

very sensitive to the defects that have been tested.   

4.4 Feature extraction in ultrasonic rail inspection 

4.4.1 Joint time-frequency domain feature extraction 

An efficient damage index must be robust against noise and must allow for the detection, 

as well as for the sizing of the defect.  These performances can be achieved by the 

appropriate selection of the signal features used for the damage index computation [112].  

With reference to Figure 4.20, if the defect detection is based on reflection measurements 

(reflection mode), the proposed Damage Index (D.I.) uses the ratio between certain 

features of the echo signal Freflection and the same features of the direct signal, Fdirect : 

reflection

direct

F
DI

F      

     (4.23) 
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Figure 4.20: Defect detection schemes examined. “Reflection mode” with a single air-coupled sensor 

(top); “transmission mode” with a pair of air-coupled sensors (bottom). 

Clearly, the D.I. is expected to increase with increasing defect size or the % of head area 

reduction (% HA).  Alternatively, if defect detection is based on transmission 

measurements (transmission mode), the proposed D.I. uses the ratio between certain 

features of the signal detected by the further sensor #2, Fsens2 over the same features from 

the closer sensor #1, Fsens1: 

2

1

sens

sens

F
DI

F   

         (4.24) 

Laboratory tests were made in order to analyze the performance of different features in 

the computation of the D.I..  The light source was a Q-switched, Nd:YAG pulsed laser 
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operating at 1064 nm with an ~ 8 ns pulse duration.  Through conventional optics the 

laser beam was focused on the rail head to a 20 mm long line to excite high-frequency 

surface waves travelling along the rail running direction.  The present investigation was 

focused to detecting small cracks on the order of few millimetres in depth; thus only 

high-frequency waves were considered by using a 50 kHz high-pass filter. Micro-

machined, air-coupled capacitive transducers were used for signal detection with a 76.2 

mm (3") lift-off distance.  As traditionally done with conventional wedge transducers, the 

alignment angle of the air-coupled detectors was adjusted to maximize the sensitivity to 

the guided waves.  The optimum air-coupled detection angle from the normal to the rail 

surface θ, is given by Snell‘s Law of refraction: 

arcsin( sin )air

p

p

c

c
     

    (4.25) 

where cp is the phase velocity of the guided wave in the rail, cair =330 m/s is the wave 

velocity in air and θp = 90º for a guided wave propagating parallel to the rail surface.  

Considering that high-frequency nondispersive waves, surface waves, propagate at cp = 

3,000 m/s, eq. (1) gives θ = 6.3º.  The convention here is positive angle towards the 

defect (ie away from the generating laser light).  Thus θ = 6.3º is the optimum orientation 

to detect crack reflections.  Similarly, θ = -6.3º is the optimum orientation to detect the 

first arrival of the wave propagating from the laser source.  In an effort to examine the 

use of both reflection and transmission measurements for crack detection, three different 

tests were carried out on two 2100 mm (7 ft) long, 115-lb A.R.E.M.A. rail sections 

donated by San Diego Trolley, Inc.  The test set-ups are summarized in Table 4.1. In the 

first test (Test #1), a transverse crack located at the centre of the rail head top surface 
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(centre crack) was monitored by reflection measurements with a single sensor oriented 

towards the notch.  The same sensor orientation was used to monitor a transverse crack 

located in the gauge-side corner of the rail head, again by reflection measurements (Test 

#2).  Finally, in Test # 3, a pair of air-coupled sensors oriented towards the laser source 

was used to monitor the centre surface crack by transmission measurements.  The cracks 

were simulated by narrow notches that were machined at depths ranging from a minimum 

depth of 0.5 mm to a maximum depth of 10 mm.  The relation between the defect depth 

and the corresponding cross-sectional area reduction of the rail head (% HA reduction) is 

illustrated in Figure 4.21 for both the centre crack and the corner crack. The largest crack 

depth of 9 mm for the centre crack resulted in a 20% HA reduction. 

Table 4.1 Experimental parameters for the three tests performed (Ld = distance laser source – crack; 

L1 = distance laser source-air-coupled sensor) 

 

A number of signal features were considered to construct the D.I. for the 

reflection and the transmission modes.  First appropriate DWT thresholds were selected 

to maximize the de-noising of the defect signatures.  The features of variance, root mean 

square (RMS), kurtosis, peak amplitude and peak-to-peak amplitude of the thresholded 

wavelet coefficient vectors were computed.  The direct and echo signals were then 

reconstructed from the corresponding wavelet coefficient vectors and the maximum and 

the peak-to-peak amplitudes were calculated.   
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Figure 4.21: Cross-sectional head area reduction as a function of the defect depth for the centre 

crack and for the corner crack 

Both reconstructions were then processed through the Fast-Fourier Transform (FFT) and 

the Hilbert Transform (HT).  The following additional features were finally extracted: the 

peak amplitude and the area below the FFT frequency spectrum within the frequency 

range of 100 kHz – 900 kHz, the area below the HT, the maximum amplitude and the 

corresponding arrival time of the HT.  All but one of the selected features were related to 

the size of the crack; the arrival time computed from the HT maximum amplitude was 

related to the location of the crack from the sensing system.  
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Figure 4.22:  Feature-based Damage Index as a function of the center crack depth monitored in the 

“reflection mode”; (a) variance of the wavelet coefficients; (b) area of the frequency spectrum of the 

reconstructed signal; (c) maximum amplitude of the Hilbert transform of the reconstructed signal 

0.0

0.5

1.0

1.5

2.0

2.5

3.0

0 2 4 6 8 10

Notch depth (mm)

D
.I

. 
- 

R
ef

le
ct

io
n

 (
V

ar
 W

av
el

et
 C

o
ef

f.
)

0.0

0.5

1.0

1.5

2.0

0 2 4 6 8 10

Notch depth (mm)

D
.I

. 
- 

R
ef

le
ct

io
n

 (
A

re
a 

F
F

T
)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

0 2 4 6 8 10

Notch depth (mm)

D
.I

. 
- 

R
ef

le
ct

io
n

 (
M

ax
 H

il
b

er
t 

A
m

p
l.

)

 Crack depth 
(mm) 

 Crack depth 
(mm) 

 Crack depth 
(mm) 

(a) 

(b) 

(c) 



 

 

168 

 

Figure 4.23: Feature-based Damage Index as a function of the corner crack depth monitored in the 

“reflection mode”; (a) variance of the wavelet coefficients; (b) area of the frequency spectrum of the 

reconstructed signal; (c) maximum amplitude of the Hilbert transform of the reconstructed signal 
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Eleven different damage conditions, ranging from no defect up to a 9 mm crack 

depth, were monitored during Test #1 by using a single sensor optimally oriented to 

detect the wave reflected from the crack. It was previously demonstrated that this set-up, 

once aided by the DWT processing, can detect surface-breaking cracks in rails at depths 

as shallow as 1 mm and located 500 mm away from the sensoring system [113].  The 

results presented here were obtained using the following threshold values for the wavelet 

coefficients: 60% for levels 3 and 4, and 100% for level 5.  This selection was found 

adequate to denoise the defect signatures under the test set-up adopted.  Figure 4.22 

shows the D.I. results calculated in Test #1 from the variance of the wavelet coefficient 

vector, plot (a), from the area below the FFT frequency spectrum of the reconstructed 

signal, plot (b), and from the maximum amplitude of the HT of the reconstructed signal, 

plot (c). The plots show the average results of ten acquisitions along with the 2σdev 

variations, where σdev is the standard deviation of ten measurements. It can be seen that 

the D.I. values monotonically increase with increasing crack depth until s = 4 mm, after 

which the values decrease and then increase again at s = 8 mm.  It should be also noted 

that the D.I. values calculated for defects larger than 1 mm are clearly above the D.I. 

values calculated for the pristine structure and for s = 0.5 mm which corresponds to a 

head area (HA) reduction below 0.8%.  Similar analyses were carried out for the oblique, 

corner crack (Test #2).  The same feature-based indexes are presented in Figure 4.23, 

which illustrates seven different crack sizes between 0 and 10 mm.  The general trend is 

similar to what found for the centre crack, with D.I. increasing from the no damage 

baseline  and  then  decreasing  for  defect  depths  larger  than  s = 6 mm.   Also, the D.I.  
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Figure 4.24: Feature-based Damage Index as a function of the center crack depth monitored in the 

“transmission mode”; (a) variance of the wavelet coefficients; (b) area of the frequency spectrum of 

the reconstructed signal; (c) maximum amplitude of the Hilbert transform of the reconstructed 

signal 
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values calculated for the corner crack are generally smaller than those calculated for the 

centre crack at the same depth.  This is an expected result since the % HA reduction is 

smaller for the corner cracks at the same depth, as previously illustrated in Figure 4.21.  It 

should be noted that for the pristine cases the D.I. should be equal to zero, since the crack 

reflection is absent.  The nonzero D.I. values reported at s = 0 in Figure 4.22 and Figure 

4.23 are the result of the wavelet threshold that is relative to the maximum coefficient 

modulus.  Thus, some wavelet coefficients are always retained.  The nonzero values 

should be considered as baselines against which all D.I. from potential defect signatures 

are compared.  In summary, the results in Figure 4.22 and Figure 4.23 are encouraging 

for defect detection and sizing, particularly considering that the cracks being targeted are 

smaller than 20% HA reduction, the distance at which they are being targeted is as large 

as 500 mm from the sensoring system, and the fact that air-coupled sensors are being 

used for noncontact signal detection at 76.2 mm (3") from the rail head. Nine different 

damage conditions, ranging from pristine structure to s = 8.5 mm (17% HA reduction) 

were monitored by using two sensors inclined towards the laser source in Test # 3.  In 

this case the following thresholds were imposed on the DWT decompositions of sensor # 

1 and sensor # 2: 80% for level 3, 70% for level 4 and 80% for level 5.  Figure 4.24 

shows the transmission D.I. calculated from eq. (4.24) using the same features as those 

used for the reflection D.I. in the two previous figures.  Again, the mean value of ten 

measurements is plotted as a function of crack depth and the vertical line is equal to 2σdev.  

The D.I. value at pristine conditions (s = 0) is not exactly one due to slight differences in 

alignment/sensitivity of the two sensors and signal attenuation.  It can be seen that the 

desired monotonic behavior of the D.I. with respect to crack depth is more pronounced 
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for the transmission D.I.. This suggests that the reliability of sizing the crack is higher 

with transmission measurements than it is from reflection measurements. This is also due 

to the fact that the orientation of the single sensor used to detect the defect echo was not 

optimized for the incoming signal and the resulting reflection D.I. may thus suffer from 

increased instabilities.  The maximum sensitivity to the crack depth (slope of the D.I. 

curves) is given by the wavelet coefficient variance in Figure 4.24(a).  The D.I.s 

calculated with individual features suggest that the use of two sensors operated in the 

transmission mode provides the best determination of the damage severity.  The portion 

of the rail that can be monitored in this case is strictly related to the distance between the 

two sensors; however, the method signals that a defect is present between the sensors but 

it does not exactly locate its position.  The reflection mode though, has the advantage to 

give direct information on the location of a defect ahead of the sensoring system. 

4.4.2 DWT-based feature extraction.  A synopsis of univariate  and 

multivariate approaches 

Further testing were made on a different rail specimen, in order to investigate the 

performance of several DWT-based features for the D.I. computation; the features are 

listed in Table 4.2.  The acquired signals were corrupted with two levels of noise; the 

SNRs of the corrupted signals were on the order of 40 dB (low noise level) and 10 dB 

(high noise level).  An unsupervised learning algorithm was employed to rate the 

performance of each of the selected features, in terms of outliers detected, over a defined 

number of acquired test, related to defected areas of the rail.  Details of the test setup and 

of the employed Outlier Analysis algorithm are available in [114].   
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Table 4.2– List of features considered in the unsupervised learning defect detection. 

 

The results of the detection in the case of low and high levels of noise corruption, 

are shown in Table 4.3 and Table 4.4 in terms of number of outliers for each of the 

selected features.  

Table 4.3. Outliers detected from the different D.I. features and for each defect type when the 

ultrasonic signals were corrupted with the low-level noise. 

 

It is evident that the in both cases of noise corrupted signals, the RMS of the 

wavelet coefficients and the RMS of the reconstructed signals are the best performing 

features, with the former prevailing on the latter for the low noise case.  Further 

investigations showed that the definition of a multivariate Damage Index composed by a 

combination of some of the features presented in Table 4.2 was able to improve the 

results of the univariate definitions of the D.I..   

 

Feat #   Feat # Features  

1 Variance of the wavelet coefficient vector  7 Max  ampl. of the DWT reconstructed time signal 

2 RMS of the wavelet coefficient vector  8 Peak-to-peak  ampl. of the DWT reconstructed time 

signal 

3 Max ampl. of the wavelet coefficient vector  9 Max  ampl. of the FFT of the DWT reconstructed 

time signal 

4 Peak-to-peak  ampl.of the wavelet coefficient vector  10 Area of the FFT of the DWT reconstructed time 

signal 

5 Variance of the DWT reconstructed time signal  11 Max  ampl.of the Hilbert Transform of the DWT 

reconstructed time signal 

6 RMS of the DWT reconstructed time signal  12 Area of the Hilbert Transform of the DWT 

reconstructed time signal 

 

 Wavelet Coefficient Reconstructed Signal Fourier Transf. Hilbert Transf. 

Def. Var Rms Max Ppk Var Rms Max Ppk Max Area Max Area 

0 10 0 0 10 0 0 10 10 2 10 10 10 

1 10 32 0 0 0 32 50 30 0 20 40 26 

2 0 10 0 0 0 10 0 0 0 20 0 40 

3 0 230 0 20 0 230 0 0 39 242 0 179 

4 75 499 0 91 87 499 228 139 225 402 160 217 

5 250 580 208 530 440 580 537 498 430 560 500 413 

6 329 600 549 590 590 600 570 570 572 600 570 575 

7 540 600 580 600 600 600 600 600 600 600 600 595 

Tot. 1204 2551 1337 1831 1717 2551 1985 1837 1866 2444 1870 2045 

Tot % 27.6% 58.0% 30.4% 41.6% 39.0% 58.0% 45.1% 41.8% 42.4% 55.6% 42.5% 46.5% 
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Table 4.4. Outliers detected from the different D.I. features and for each defect type when the 

ultrasonic signals were corrupted with the high-level noise. 

 

 

Three combination of features, named ―Best‖ including the features (1,2,3,5,9), 

―Wvlt coeff‖ including the features (1,2,3,4) and ―Worst‖ including the features 

(3,4,8,9,10,11,12) were analyzed, and the results are shown in Table 4.5 and Table 4.6. 

Table 4.5. Outliers detected from the multivariate analysis for three different D.I. feature 

combinations and for each defect size when the ultrasonic signals were corrupted with low noise. 

 

 

 Wavelet Coefficient Reconstructed Signal Fourier Transf. Hilbert Transf. 

Def. Var Rms Max Ppk Var Rms Max Ppk Max Area Max Area 

0 6 1 4 7 11 1 13 14 6 3 16 5 

1 34 21 0 4 0 21 46 35 8 18 37 12 

2 0 20 0 2 0 20 2 0 0 29 1 4 

3 5 147 0 12 0 147 10 3 9 147 2 67 

4 28 399 1 77 39 399 180 118 82 329 135 58 

5 89 524 187 476 335 524 518 466 284 500 459 223 

6 148 590 517 587 538 590 574 561 387 586 560 390 

7 273 600 565 600 596 600 600 599 519 600 599 390 

Tot. 577 2301 1270 1758 1508 2301 1930 1782 1289 2209 1793 1144 

Tot. % 13.1% 52.3% 28.9% 40.0% 34.3% 52.3% 43.9% 40.5% 29.3% 50.2% 40.8% 26.0% 

 Best Wvlt coeff Worst 

Def # of outl. % outl. # of outl. % outl. # of outl. % outl. 

0 40 2.5% 29 1.8% 20 1.3% 

1 348 43.5% 320 40.0% 7 0.9% 

2 407 67.8% 121 20.2% 0 0.0% 

3 490 81.7% 243 40.5% 11 1.8% 

4 577 96.2% 510 85.0% 125 20.8% 

5 590 98.3% 590 98.3% 126 21.0% 

6 600 100.0% 600 100.0% 491 81.8% 

7 600 100.0% 600 100.0% 584 97.3% 

Tot. 3612  2984  1344  

Tot. % 82.1%  67.8%  30.6%  

 

(a) 
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Table 4.6. Outliers detected from the multivariate analysis for three different D.I. feature 

combinations and for each defect size when the ultrasonic signals were corrupted with high noise. 

 

 

The advantage of using contemporary more than one defect sensitive feature substantially 

improved the performance of the defect detection.  It should be also noted that the 

performance of the multivariate analysis is highly influenced by the selection of the 

participating features. 

4.4.3 Feature extraction for Energy Normalized D.I. computation 

Different methods can be implemented for quantitatively comparing the two 

ultrasonic signals acquired by a pair of sensors deployed on the rail in the transmission 

mode.  Some operational testing parameters influencing the computation of the D.I. are 

not invariant through the test.  Table 4.7 includes the main sources of variability that 

affect the D.I. computation in a typical noncontact acquisition, related to the laser, to the 

ultrasonic sensors and to the condition of the top rail surface. 

 

 

 Best Wvlt coeff Worst 

Def # of outl. % outl. # of outl. % outl. # of outl. % outl. 

0 31 1.9% 25 1.6% 29 1.8% 

1 291 36.4% 302 37.8% 29 3.6% 

2 273 45.5% 88 14.7% 2 0.3% 

3 453 75.5% 188 31.3% 15 2.5% 

4 552 92.0% 335 55.8% 40 6.7% 

5 587 97.8% 572 95.3% 78 13.0% 

6 600 100.0% 600 100.0% 327 54.5% 

7 600 100.0% 600 100.0% 498 83.0% 

Tot. 3356  2685  989  

Tot. % 76.3%  61.0%  22.5%  
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Table 4.7. Different sources of variabilities affecting the D.I. computation 

Laser generation Non-contact acquisition Rail surface condition 

Variability of beam 

intensity 

Variability of the different 

sensors frequency response 

spectrum 

Variability of the ablation 

phenomenon effect due to 

local presence of material 

on the top surface of the rail 

(water, moisture, dust, dirt) 

Variability of beam 

inclination, due to local rail 

misalignments 

Variability on the sensor 

lift-off over the rail surface 

due to local rail 

misalignments 

 

 Variability of the sensor 

inclination due to local rail 

misalignments 

 

The different varying parameters described in Table 4.7, can influence the computation of 

the D.I., which can vary substantially even if calculated for rail areas characterized by the 

same damage.  The direct effect of these unstable parameters, is that the energy of the 

acquired signal is not constant, and not only dependent upon presence of damage in the 

rail.  Normalizing the energy of the acquired signals and the effect of the described 

variations is reduced and the robustness and reliability of the computed D.I. critically 

improves.  This section introduces the analysis of two energy-normalized D.I.‘s, 

respectively based on RMS amplitude differencing and temporal coherence.  These 

features are common in acousto-ultrasonic tests where it is necessary to achieve a 

baseline-subtracted feature for defect detection.  For the two methods, parameters are 

computed that are a measure of the difference between the two signals.  As a first case, 

the Root Mean Square (RMS) of the amplitude of the gated signals in the time domain 

was analyzed.  The definition of the RMS of signal x(n), where n=1…N is given by: 

2

1
( )

( )

N

n
x n

RMS x
N

        (4.26) 
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The RMS quantity expressed in eq. (4.26) is also an expression of the power (time 

averaged energy) of the signal x.  The normalized RMS based D.I. computed on two 

ultrasonic signature included in the signals x1 and x2 is expressed 

1 2

1 2

2 2

1 2, ,2

, 1 ,

( ) ( )( )

( )

signature x signature x

RMS

signature x signature x

x n x nRMS x
DI

N RMS x N
    (4.27) 

where signature, x1 and signature, x2 are the time-windows containing the first arrival of 

the propagating guided wave, in the signals x1 and x2 respectively.  The absolute value 

was considered in eq. (4.27) to generalize the method, which accounts for signal 

differences due to the decrease of 1
( )RMS x  in respect to 2

( )RMS x or vice versa.  This 

latest expression highlights relative differences in RMS‘s independently from the 

absolute energy of the individual signals.  The different D.I.‘s were tested and their 

performance will be discussed in the following section.  The normalized RMS based D.I. 

demonstrated to be very successful in the detection of several types of surface and 

internal defects during test performed in UCSD.  Although this feature showed to be 

sensitive to very small defects in the tested rail, its behavior was very stable in defect-free 

areas, proving to be robust and reliable.  Following the analysis of the time-domain 

amplitudes difference, another approach can be followed to identify the discrepancies 

between two ultrasonic signals.  The novelty approach is based on monitoring the shape 

of the function, which embeds contemporary both the time and frequency information.  

The temporal coherence is a measure of the time-dependent shape change between two 

signals.   
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The temporal coherence is based upon the cross-correlation between two time invariant 

discrete signals x1(t) and x2(t), which is defined as [115]: 

12 1 2
( ) [ ( ) ( )]R E x t x t         (4.28) 

where E denotes expectation.  The time of the cross-correlation peak typically is used to 

estimate the time delay between the two signals if they are sufficiently similar in shape. 

The normalized cross-correlation, or temporal coherence, provides an amplitude-

independent measure of the similarity in shape of the two signals when the second signal 

is delayed by  from the first [116]: 

12

12

11 22

( )
( )

(0) (0)

R

R R
.        (4.29) 

The expression of the D.I. based on the peak of the temporal coherence is  

12
max[ ( )]

PeakCoherence
DI         (4.30)

Due to its nature, the normalized temporal coherence performs at best when applied on 

signals with broad frequency spectra.  This behavior is due to the fact that a local change 

in the signal spectrum will greatly affect the signal shape when other frequencies are 

present as well.   

4.5 Validation of signal processing for defect detection in rails 

4.5.1 Introduction 

The rail defect detection prototype assembled at UCSD, described in depth in 

chapter five, was used at UCSD to test the performance of the different D.I.‘s discussed 

in the previous section.  A rail track mock-up 20‘ long was built by aligning five rail 

sections with surface and internal defects.  A photo and a sketch of the mockup are 
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presented in Figure 4.25(a). Figure 4.26 depicts the prototype deployed on the rail 

mockup. Details of the site lay-out are schematized in Figure 4.25(b) and presented in 

Table 4.8.  The most significant discontinuities, along with their locations (distance from 

the start of the test zone) are listed therein.  

 

Figure 4.25: (a) Photo of the rail track mock-up at UCSD; (b) schematic of the mock-up layout; (c) 

defect detection scheme in „transmission mode‟ with a pair of air-coupled transducers  

The first joint is considered the start point (location #1).  The second section contains 

four surface defects: three defects (namely at locations #2, #5, and #6) were transverse 

notches; the fourth defect (location #3-4) was a longitudinal notch over 40 mm long. The 

second and third section contained each an internal defect located closer to the gauge 

side.  A hand mapping conducted by using commercial contact ultrasonic equipment 

estimated that the internal defects were 8% HA (location #8) and 23% HA (location #10). 
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Finally, the last section contained an oblique defect and a surface transverse defect 

accounting for 7% and 20% HA reductions, respectively. The oblique cut was machined 

on the gauge side a 45-degree inclination from the running direction.  The relative 

position of the laser head and air-coupled sensors is schematized in Figure 4.25(c). The 

cart was manually pushed on the mock-up and an acquisition was made approximately 

every inch (25.4 mm).  The ultrasonic signals were acquired at a 5 MHz sampling rate. 

Table 4.8. Mock-up layout 
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Figure 4.26:  Rail defect detection prototype deployed on the rail track mock-up at UCSD 

 

4.5.2 Parametric study of Damage Index computation using the DWT 

A first set of test were made considering a DWT-based D.I., and different 

combinations of parameters were investigated.  A preliminary study on the sensitivity of 

the mother wavelet selection to detect defects was carried.  First, eighty acquisitions were 

made during one run.  Column 5 of Table 4.8 shows which portion (damaged, defect free, 

or joint) of the rail was probed during each acquisition.  Figure 4.27(a) and (b) present 

typical waveforms recorded from the rear and front sensors, respectively, at acquisition 

#17 when the laser light illuminated the rail head at 1150 mm from the start point. 
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Figure 4.27: Typical waveforms detected by the hybrid laser/air-coupled transducer system. (a), (b) 

Time waveforms detected by the rear and front sensors, respectively, when the inspection system is 

probing a damage–free rail; (c), (d) time waveforms detected by the rear and front sensors, 

respectively, when the inspection system is probing a 5% HA transverse surface notch; (e), (f) time 

waveforms detected by the rear and front sensors, respectively, when the inspection system is 

probing a joint 

Ideally, the shape and the amplitude of the waveforms between the two sensors should be 

identical; however, slight variations on the sensor inner sensitivity, sensor alignment, and 

relative distance of the transducer to the laser light produced small differences in the 



 

 

183 

waveforms‘ amplitude.  Figure 4.27(c) and Figure 4.27(d) show the ultrasonic signals 

recorded at acquisition #27, when the laser light impinged the rail head at 2060 mm from 

the start of the test zone.  As illustrated in Table 1 (column 5), said acquisition should be 

able to detect the surface defect machined at location #6 (Table 1, column 1).  The fact 

that the amplitude of the signal detected by the front transducer (Figure 4.27(d)) is 

smaller than the signal amplitude from the rear transducer (Figure 4.27(c)) proves that the 

laser illuminated a zone between the notch and the rear sensor.  This is also confirmed by 

noting in the time history of Figure 4.27(c) the presence of a second pulse, which is the 

result of the reflection from the surface defect.  Finally, Figure 4.27(e) and (f) show the 

ultrasonic signals recorded in the acquisition #32 by the rear and front sensors, 

respectively.  At this acquisition, the second joint was between the laser light and the 

front transducer.  The disappearing of the ultrasonic trace is observed in Figure 4.27(f).  

The signal detected by the rear sensor shows the stress wave travelling from the laser 

light to the sensor directly and shows also an echo from the joint.  For the computation of 

the DWT-based D.I., three mother wavelets were considered for their resemblance to the 

original recorded waveforms.  The mother wavelets considered are (Figure 4.28) the 

Coiflet of order 4 (coif4), the Symlet of order 6 (Sym6), and the Daubechies of order 10 

(db10), respectively.  The general DWT processing applied in this study is described in 

Figure 4.29.  The unprocessed signals recorded by the rear and front transducers are 

shown in Figure 4.29(a) and (b), respectively.  These ultrasonic signatures are relative to 

acquisition #27.  For the signal processing algorithm, the time interval was centered to 

the arrival of the signal peak amplitude and a 256-points time history was considered.  

Notice that the scale amplitude of the front sensor signal is set to one fifth of the rear 



 

 

184 

sensor signal.  For each window, the wavelet coefficients at detail levels 2 and 3 only 

were considered.  These two levels contained the frequency band between 100 and 700 

kHz, which is of interest in this study.   

 

Figure 4.28: (a) The Coiflet wavelet of order 4; (b) the Symlet wavelet of order 6; (c) the Daubechies 

wavelet of order 10 
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All wavelet coefficients from other levels were set to zero.  Figure 4.29(c) and (d) show 

the clustered coefficients for the levels 2 and 3 for each waveform, respectively.  Most of 

these coefficients have very low amplitude and thus do not carry any information on the 

signal of interest.  These coefficients can be discarded if not exceeding a given threshold, 

and set to zero in the reconstruction process.  The threshold was related to the maximum 

amplitude modulus of each decomposition level.  For level 2 only the two largest wavelet 

coefficient modules were selected and for level 3 the six largest modules.  These eight 

coefficients are indicated with an empty circle in Figure 4.29(c) and (d).  Signals 

reconstructed from the threshold wavelet coefficient vectors are shown in Figure 4.29(e) 

and (f) and they demonstrate that only a few wavelet coefficients are indeed 

representative of the ultrasonic signatures of interest.  For the transmission setup of 

Figure 4.25(c) the largest value between D.I.front/rear and D.I.rear/front was considered as the 

defect indicator.  The feature of the root mean square (RMS) was considered next.  

Figure 4.30(a) compares the RMS-based D.I. computed for the original unprocessed 

signal, the vector of the retained wavelet coefficients, and the reconstructed signals.  The 

algorithm outlined in Figure 4.29 was used.  The D.I. is plotted as a function of the 

acquisition number, which corresponds to eighty different locations of the rail head.  

Acquisition #1 corresponds to the start of the test zone.  The desirable properties of the 

D.I. are stable low values when no defect is present, and spikes, whenever the inspection 

is over a defect.  Clearly, the higher the spike, the higher the defect sensitivity of the 

system to the presence of a defect.  The dotted line overlapping the D.I. plots, is a 

threshold whose value was arbitrarily chosen to highlight the areas related to the different 

discontinuities of the rail.  The detection of the joints around acquisitions #3, #32, #48, 
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and #64 are obvious and will not be further discussed.  To improve the readability of the 

results, a detail of plots in Figure 4.30(a) is given in Figure 4.30(b). It can be observed 

that the RMS-based D.I. computed for the vector of the wavelet coefficients and for the 

reconstructed signal are more sensitive to the presence of defects compared to the same 

feature calculated for the unprocessed signal. 

 

Figure 4.29: Example of discrete wavelet processing. (a), (b) unprocessed signals detected by the rear 

and front sensors, respectively, when the inspection system is probing a transverse surface notch; (c), 

(d) wavelet coefficient vector of detail levels 2 and 3 relative to the rear and front sensors, 

respectively; (e), (f) reconstructed rear and front sensor signals, respectively, using the thresholded 

(empty circles) wavelet coefficient vectors in (c) and (d) 
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Figure 4.30:  (a) RMS-based Damage Index as a function of the acquisition number for the 

unprocessed time waveforms, the vector of the retained wavelet coefficients, and the time-domain 

reconstructed (de-noised) signal; (b) detail plot of (a) 

By looking at the spikes at acquisition #20, for example, it can be seen that the D.I. 

computed over the vector of the wavelet coefficients is two times higher than the 

unprocessed feature. At acquisition #27 and #76, the improvement is even more dramatic.  

According to the fifth column of Table 1, the system was able to detect the following 
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defects: the longitudinal surface notch expected at acquisitions #12-16; the 16% HA and 

5% HA surface transverse notches expected at acquisitions #19-22 and #27-30, 

respectively; the 16% HA and the surface transverse notch expected at acquisition #76-

80, respectively.  The first transverse notch is probably too small and too close to the first 

joint to be discriminated from the D.I. associated with the joint.  The internal defects, 

expected at acquisitions #39-42 and #56-60, as well as the 45º oblique notch located at 

the gauge side respectively, are not clearly visible.  The next step was the analysis of the 

effect of the wavelet coefficient threshold on the damage detection sensitivity. For each 

level, two and six largest wavelet coefficients were considered.  A total of four possible 

combinations were therefore studied.  The D.I. was computed considering the RMS of the 

retained wavelet coefficients.  The results are presented in Figure 4.31 where the RMS-

based D.I. is plotted as a function of the acquisition number.  By comparing the 

performance of all four combinations, some difference is observed.  For instance, at the 

acquisitions #19-22, the result of using two coefficients for detail level 2 and six 

coefficients for detail level 3 (combination 2_6), is better compared to the combination 

6_2.  The results from the parametric study on the effect of the mother wavelet on the 

damage detection sensitivity are shown in Figure 4.32. The db10, the coif4, and the sym6 

were considered.  The combination 2_6 was used to threshold the wavelet coefficient 

vector at detail levels 2 and 3.  The coif4 and the db10 mother-wavelets seem to 

outperform the sym6 in the detection of the surface defects at location #5, #6 and #12. 

However, by looking at the detailed plots in Figure 4.32(b), the sym6 appears to be more 

sensitive to the presence of the first internal defect, expected to be detected at 

acquisitions 39-42.  As already discussed in recent works [117, 118] the sensitivity to 
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internal and gauge defects can be improved by selecting the proper frequency bandwidth 

and modifying the position of the transducers.   

 

 

Figure 4.31: (a) RMS-based Damage Index as a function of the acquisition number calculated for 

four different wavelet coefficients vectors; (b) detail plot of (a) 
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Figure 4.32: (a) RMS-based Damage Index as a function of the acquisition number for the vector of 

the threshold wavelet coefficients, computed from three different mother wavelets; (b) detail plot of 

(a) 
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4.5.3 Parametric study of Damage Index computation using Digital 

Filters 

Another set of laboratory tests was performed to investigate the performance of the D.I. 

using digital filters.  The monitored features in this case were the energy normalized 

RMS of the amplitudes of a signal window, gated on the arrival of the ultrasonic wave, 

and the peak of the temporal coherence calculated on the same window.  The signal 

conditioning performed on the acquired signals was based on the application of a third 

order pass-band Butterworth filter.  Two ranges of frequency were monitored, namely the 

low frequency band, ranging 40-300 kHz and the high frequency band, ranging 300-

1,100 kHz.  This choice was dictated by the necessity for distinguishing surface defects 

(above 10 mm depth) from internal defects (below 10 mm depth).  Figure 4.33 shows 

typical waveforms filtered with the 300-1,100 kHz pass-band Butterworth.  Figure 

4.33(a) and (b) present the waveforms recorded from the rear and front sensors 

respectively, related to a defect-free area.  Figure 4.33(c) and (d) show the filtered 

waveforms acquired from the sensor pair, in proximity of the surface notch present at 

location #5, as described in Table 4.8.  Figure 4.33(e) and (f), instead, show the filtered 

waveforms recorded by the sensor pair in proximity of the joint at location #7.  The 

smaller amplitude of the signal acquired by the rear sensor shown in Figure 4.33(c ) in 

respect to the front one (Figure 4.33 (d)) indicates that the area excited by the laser was 

between the surface defect and the front sensor.  The detected joint is the reason of the 

disappearance of the signal in Figure 4.33(e), compared to Figure 4.33(f).  Figure 4.34 

instead, shows other waveforms recorded during the acquisitions and filtered with the 40-

300 kHz pass-band Butterworth.  Figure 4.34 (a) and (b) present the filtered waveforms 
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recorded from the rear and front sensors respectively, related to a defect-free area while 

(c) and (d) illustrate the filtered waveforms recorded in proximity of the internal defect at 

location #8.  Figure 4.34 (e) and (f) instead, show the filtered waveforms acquired in 

proximity of the joint at location #7. 

 

 

Figure 4.33: Typical waveforms filtered with the 300-1,100 kHz pass-band Butterworth. (a), (b) Time 

waveforms detected by the rear and front sensors, respectively, when the inspection system is 

probing a damage–free rail; (c), (d) time waveforms detected by the rear and front sensors, 

respectively, when the inspection system is probing a transverse surface notch; (e), (f) time 

waveforms detected by the rear and front sensors, respectively, when the inspection system is 

probing a joint 

a) b) 

c) d) 

e) f) 
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Figure 4.34: Typical waveforms filtered with the 40-300 kHz pass-band Butterworth. (a), (b) Time 

waveforms detected by the rear and front sensors, respectively, when the inspection system is 

probing a damage–free rail; (c), (d) time waveforms detected by the rear and front sensors, 

respectively, when the inspection system is probing a transverse surface notch; (e), (f) time 

waveforms detected by the rear and front sensors, respectively, when the inspection system is 

probing a joint 

In this case, the smaller amplitude of the signal acquired by the rear sensor shown in 

Figure 4.34(c ) indicates that the laser was exciting an area between the internal defect 

and the front sensor.  Again, the presence of the joint is the reason of the disappearance 

of the signal in Figure 4.34(e).  Plots of the D.I. based on the normalized RMS expressed 

a) b) 

c) d) 

e) f) 
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in eq.(4.27) and on the peak of the temporal coherence expressed in eq. (4.30), are 

illustrated in Figure 4.35 through Figure 4.39. 

 

Figure 4.35: Damage Index as a function of the acquisition number, based on (a) normalized RMS of 

the signal amplitudes and (b) temporal signal coherence. Sensors deployed on the Center Head of the 

rail and signals filtered with a pass-band 300-1,100 kHz third order Butterworth 

 

 

Figure 4.36: Damage Index as a function of the acquisition number, based on (a) normalized RMS of 

the signal amplitudes and (b) temporal signal coherence. Sensors deployed on the Gage Side of the 

rail and signals filtered with a pass-band 300-1,100 kHz third order Butterworth 

 

a) 

b) 

a) 

b) 



 

 

195 

Figure 4.35 and Figure 4.36, are referred to ultrasonic signals acquired by two sensor 

pairs deployed over the center head and the gage side of the rail respectively, and filtered 

with the high frequency range pass-band.  Analyzing the high frequency content of the 

acquired signals (300-1,100 kHz), the performance of the center head sensor pair was 

good for the detection of the surface transverse defects at locations #2 and #5, as shown 

in Figure 4.35; the gage side sensor pair was able to detect only the internal defect at 

location #8, as shown in Figure 4.36.  Figure 4.37 and Figure 4.38, instead, are referred to 

ultrasonic signals acquired by a sensor pair deployed over the center head and gage side 

head of the rail, but filtered with the low frequency range pass-band.  Looking at the low 

frequency content of the acquired signals (40-300 kHz), the performance of the center 

head sensor pair was very good for the detection of both the surface transverse and 

internal defects listed in Table 4.8, as shown in Figure 4.37; the gage side sensor pair was 

able to detect the internal defects at locations #8 and #10, as shown in Figure 4.38.  The 

results confirmed the influence of the inspecting guided-wave frequency on the depth of 

the defect to be detected; the low frequency range was able to better detect the internal 

flaws, while the high frequency range was successful in the detection of the surface 

defects.  Overall, the best performing D.I. was the one based on the normalized RMS, 

which proved to be sensitive to the various flaws in the different spectral configurations 

while being constantly stable in defect-free areas. 
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Figure 4.37: Damage Index as a function of the acquisition number, based on (a) normalized RMS of 

the signal amplitudes and (b) temporal signal coherence. Sensors deployed on the Center Head of the 

rail and signals filtered with a pass-band 40-300 kHz third order Butterworth 

 

 

Figure 4.38: Damage Index as a function of the acquisition number, based on (a) normalized RMS of 

the signal amplitudes and (b) temporal signal coherence. Sensors deployed on the Gage Side of the 

rail and signals filtered with a pass-band 40-300 kHz third order Butterworth 

 

Figure 4.39 is referred to ultrasonic signals acquired by a sensor pair deployed over the 

center head of the rail, and the acquired signals are filtered with a pass-band 40-1,100 

a) 

b) 

a) 

b) 
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kHz third order Butterworth.  Maintaining the low and high frequency ranges in the 

acquired signals, the best performing feature in the computation of the D.I. is the 

temporal coherence; as shown in Figure 4.39, both surface and internal flaws were 

detected.  The good performance of the temporal coherence was expected, in the case of 

signals with broader frequency range, as mentioned earlier in the chapter.  The drawback 

of keeping a broad frequency spectrum though, is the impossibility of discriminating the 

surface defects from the internal flaws. 

 

Figure 4.39: Damage Index as a function of the acquisition number, based on (a) normalized RMS of 

the signal amplitudes and (c) temporal signal coherence. Sensors deployed on the Center Head of the 

rail and signals filtered with a pass-band 40-1,100 kHz third order Butterworth 

 

4.6 Conclusions 

Different signal processing techniques to condition the ultrasonic signals have 

been presented in the chapter.  The need of retaining the time and the frequency 

information of the acquired signals, led to the use of the wavelet transform, in its 

continuous and discrete expressions.  The DWT showed to be efficient for real time 

a) 

b) 
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processing, including data de-noising and data compression.  Different combinations of 

DWT-based features proved to be successful for the detection of defects present in rails 

available in the UCSD NDE & SHM laboratory.  The experimental results showed that 

the appropriate selection of the mother-wavelet and of the wavelet coefficient threshold 

enhances the inspection sensitivity.  The performance of a D.I. based on the normalized 

RMS of the signal amplitudes was also tested, and it showed excellent results in the 

detection of surface and internal defects.  The implementation of digital filtering in the 

feature-extraction procedure, dramatically simplified the process of setting the parameters 

needed for the prototype calibration.  Although a D.I. based on the normalized temporal 

coherence proved to be very efficient in defect detection, the need of keeping a broad 

frequency spectrum of the signals, for good performance of the D.I., prevented the 

possibility of assessing the type of flaw. 

 

5 Development of Rail Inspection Prototype for the Federal 

Railroad Administration 

5.1 Introduction  

This chapter describes the development of a rail inspection prototype which has 

been designed in the NDE & Structural Health Monitoring lab of UCSD.  The majority of 

these findings have been presented into technical reports submitted to the Federal 

Railraod Administration [118,119,120,121,122].  The prototype technology embeds the 

theoretical results of the UCSD NDE group in the field of rail inspection. The laser-

ultrasonic technique was deployed on a cart, which could to be towed on a railroad track, 



 

 

199 

at a speed as high as 30 mph.  The prototype design was realized in three stages. During 

the first stage, the main pieces of hardware were identified and a simple version of 

software was implemented in order to validate the inspection concept. The second and 

main stage consisted in the deployment of the prototype on a cart, which was made in 

collaboration with Ensco Inc., and in the development of the software capable of high 

speed data processing.  During the third stage several upgrades were made to the 

prototype, such as a new scheme for the sensor position and a more robust cart capable of 

higher speed.  A detailed description of the design stages is given in the first three 

sections of the chapter.  The prototype was tested in the field twice; the tests were 

performed in March 2006 and April 2007, in collaboration with the Federal Railroad 

Administration and Ensco Inc. in Gettysburg, PA. 

5.2 Stage I: Hardware and Software  

5.2.1 Q-Switched laser generator and optical elements 

During the first stage a Q-switched laser Continuum™ Surelite SLI-20 was 

employed for ultrasound generation. The great stability of this Q-switched Laser allowed 

the generation of a 7 nanosec pulse at a 1064 nm wavelength, with a contained 

divergence and a neglectable jitter.  Table 5.1 summarizes the features of the 

Continuum™ Surelite SLI-20 laser. The power supply of the device is housed in a tower-

case of the following dimension: 11‘‘x 18‘‘x 25‘‘ (W x H x D), as shown in Figure 5.1. . 

The laser head had the dimension of 3‖x3‖x18‖ and it is depicted in Figure 5.2. 
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Table 5.1: Continuum
™

 Surelite SLI-20 specifications 

Source Power 220-240VAC, single phase, 

8 A 

Repetition rate (Hz) 20 

Energy (mJ) 420 

Pulsewidth (nsec) 5-7 

Divergence (mrads) 0.6 

Rod diameter (mm) 6 

Beam pointing stability (±%) 100 

Jitter (±ns) 0.5 

Energy stability (±%) 2.5 

Power drift (±%) 3.0 

Laser head mounting horizontal 

Laser head dimensions (W x H x D) 7‘‘x 6.5‘‘x 30.5‘‘ 

 

 

  

Figure 5.1: Continuum
®
 Surelite SLI-20 Q-Switched laser (power supply unit). 

In order to drive the lasing of this device, an external trigger procedure was developed. 

The laser control board required 2 TTL lines (+5V  +0V, falling edge triggering), to 
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fire the Flashlamp and to open the Q-Switch respectively.  The lamp needed to be fired at 

the factory-set repetition rate of 20 Hz, for the optimal performance of the device. 

 

Figure 5.2: Continuum
®
 Surelite SLI-20 Q-Switched laser (laser head) 

 

Figure 5.3: Continuum
®
 Surelite SLI-20 Q-Switched laser (control panel) 

The lasing power was trimmed by adjusting the delay between the 2 TTL lines falling 

edges; the factory-set 190 microsecond delay causes the device to fire at the maximum 

available power. The external trigger had to be provided to the laser power source 

through the external port, available on the power supply control panel, shown in Figure 

5.3.  A sequence of two optical elements will be employed to route the light emission 
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from the laser port to the rail head, as shown in Figure 5.4.  The first is a plano-concave 

lens (1), a divergent element that has a negative focal point. When a collimated light 

beam is incident on his curved surface, the exit side will form a divergent beam. The 

second is a semi-cylindrical lens (2), a convergent element that can focus the diverged 

light coming from the plano-concave lens, to a line parallel to the main cylinder direction. 

 

Figure 5.4: Layout of the optical element sequence 

 

5.2.2 Air-coupled Transducers and Preamplifiers 

MicroAcoustic
®
 Broadband Air-coupled Transducers (BAT) were chosen to acquire the 

ultrasonic signals traveling along the rail. Ruggedness, ultrasonic bandwidth and high 

reliability are the dominant features of these state-of-art sensors.  Table 5.2 summarizes 

the features of the Microacoustic™ broadband air-coupled transducers.  The unusually 

large bandwidth of the Microacoustic™ made them favorable to the application; their 
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drawback sensors being a vibrating membrane which is delicate and sensitive to large 

peaked accelerations. 

 

Table 5.2: MICROACOUSTIC
®
 broadband air-coupled transducer specifications 

Type Unfocused planar with circular aperture 

Active area 0.39‘‘ (diam.) 

Ultrasonic bandwidth in air 40 kHz – 2.25 MHz 

Housing Cylindrical, 1.33‘‘ (diam.) x 1‘‘ (leng.) 

Electrical connector Gold MicroDot on rear of housing 

Mounting Axial or transverse, via two ¼‖-20 threaded mounts 

 

Specific acoustic pre-amplifiers are provided by Microacoustic
®
 for best 

performance at the required bandwidth; a pre-amplifier is shown in Figure 5.5, paired 

with a sensor. Table 5.3 contains the specifications of the sensor pre-amplifiers. 

 

 

Figure 5.5: MICROACOUSTIC
®
 broadband air-coupled Transducer (BAT) 
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Table 5.3: MICROACOUSTIC
®
 charge-sensitive amplifier specifications 

Gain 975 mV/pC nom. 

Bandwidth <10 kHz to >5 MHz 

Polarizing voltage Safely applied/removed from transducers, +130V standard 

Transducer input > 530 kΩ above 10 kHz, BNC-type socket 

Attenuator -20 dB in a single-step (nominal) 

Output 50 Ω impedance, BNC socket 

HP filter Linear, -40 dB/decade, fc ≈ 40 kHz 

Input power 12 VAC, 1A wall-adapter 

Dimensions 4.33‘‘ x 1.18‘‘x 2.36‘‘ 

 

5.2.3 D.I. Computation 

An efficient D.I. must be robust against noise and must allow for the detection, as 

well as for the sizing of the defect. These performances were achieved by the appropriate 

selection of the signal features used for the D.I. computation.  Two different approaches 

were followed according to the air-coupled sensors configuration (Figure 5.6). When 

defect detection is based on reflection measurements (―reflection mode‖), the proposed 

D.I. (D.I.) uses the ratio between certain features of the echo signal, Freflection, and the 

same features of the direct signal, Fdirect  

 D.I.
reflection

direct

F

F
         (5.1) 

This defect detection mode can be employed by using one sensor only (Figure 5.6a), or 

two sensors oriented at opposite angles (Figure 5.6b). In the first case, the values of 

Freflection and the Fdirect are extracted by selecting two different time-windows from the 

ultrasonic signal detected by the single air-coupled sensor as shown in Figure 5.6a. The 

single-sensor configuration, however, is not optimal since the detected direct signal has a 
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low Signal-to-Noise Ratio (SNR) due to the non-optimized orientation. In the second 

case, one sensor is oriented toward the echo signal and the other one is oriented toward 

the direct signal. For both configurations, the D.I. is expected to increase with increasing 

defect size or % head area (H.A.) reduction. An alternative defect detection scheme that 

was investigated (Figure 5.6c) is based on transmission measurements (―transmission 

mode‖) [10,51,118].  The proposed ―transmission‖ D.I. uses the ratio between certain 

features of the signal detected by the further sensor from the laser source (sensor #2), 

Fsens2, over the same features from the closer sensor #1, Fsens1  

 2

1

D.I. sens

sens

F

F
          (5.2) 

As opposed to the reflection mode, in the transmission mode the D.I. is expected 

to decrease with increasing defect size or % H.A. reduction.  The two reflection schemes 

have the advantage that a longer portion of the rail ahead of the probes can be inspected 

at once; the length of this portion being limited only by wave attenuation. The 

transmission scheme is instead limited by the gage length separating the two sensors. The 

transmission mode, however, is more robust since the SNR ratio is generally larger.  

Several signal features were tested to construct the D.I. vectors for the ―reflection mode‖ 

and for the ―transmission mode‖.  These features included the variance, the Root Mean 

Square (RMS) and the peak-to-peak amplitude of the thresholded wavelet coefficient 

vectors [123,124,125].  Experimental tests confirmed that the RMS of the retained 

wavelet coefficients was the most efficient choice for the D.I. feature.  Two D.I. were 
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reconstructed, related to two different frequency ranges the reconstructing coefficients 

namely: low frequency (40-300 KHz) and high frequency (300-1200 KHz) [113]. 

 

 

 

Figure 5.6: Defect detection schemes examined. (a) “Reflection mode” with a single air-coupled 

sensor; (b) “reflection mode” with a pair of air-coupled sensors; (c) “transmission mode” with a pair 

of air-coupled sensors. 

 

(a)((

1

0 

(b) 

(c) 

a) 

b) 

c) 
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5.2.4 Hardware Controller and DAQ Boards 

The hardware controller was based on the PXI technology.  The chosen National 

Instruments
®
 4-slot chassis PXI-1031 could be rack-mounted, and house the PXI-8186 

controller, powered by Pentium 4 processor 2.5 GHz equipped with 512 MB DDR RAM 

onboard memory.  The powerful DAQ board PXI-6115, capable of high resolution analog 

input-output and high speed digital output, was installed in the chassis. The BNC-2090 

served as a rack-mountable BNC connector block.  

 The following list describes the elements that were assembled in the prototype, 

shown in the indicated Figures: 

- National Instruments® PXI Unit NI PXI-1031 (Figure 5.7);  

- PXI controller NI PXI-8186 (Figure 5.8); 

- DAQ board PXI-6115 (Figure 5.9); 

- Terminal block NI BNC-2090 (Figure 5.10). 

 Table 5.4 through  

Table 5.7 contain the specifications of the listed hardware. 

 

Figure 5.7: NI PXI-1031 Chassis 
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Table 5.4: NI PXI-1031 specifications 

Electrical   

Input voltage range 100 to 240 VAC 

Input frequency 50/60 Hz 

Environmental  

Operating location Indoor use 

Maximum altitude 6,500 ft 

Operating environment  

Ambient temperature range 32 to 122 °F 

Relative humidity range 10 to 90% 

Shock and vibration  

Operational shock 30 g peak, half sine, 11 ms pulse 

Random vibration Operating 5 to 500 Hz, 0.3 grms 

Nonoperating 5 to 500 Hz, 2.4 grms 

Mechanical  

Overall dimensions (H, W, D) 6.97 in, 10.12 in, 8.38 in 

Weight 11.0 lbs 

Chassis materials Sheet aluminum, extruded aluminum, cold rolled steel, nylon 

 

 

Figure 5.8: NI PXI-8186 controller 

 



 

 

209 

 

Table 5.5: NI PXI-8186 specifications 

Processor Pentium 4M 2.5 GHz 

DDR RAM 512 

Trigger bus routing Internal 

Integrated peripheral I/O 100BaseTC Fast Ethernet 

 GPIB (IEEE 488.2) interface 

2 USB 2.0 ports 

2 RS232 serial ports 

IEEE 1284 ECP/EPP parallel port 

 

 

Figure 5.9: NI PXI-6115 DAQ board 

 

Table 5.6: NI PXI-6115 specifications 

Analog inputs 2-4, dedicated A/D converter per channel 

Sample rate 1 to 10 MS/s per channel 

Triggering analog/digital 

Coupling AC/DC 

Input ranges 8 from ±200 mV to ±42 V 

Analog output 2 at 4 MS/s single channel, or 2.5 MS/s dual channel 

Digital I/O lines 8 

Counter/timers Two, 24-bit 
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Figure 5.10: NI BNC-2090 connector block 

 

Table 5.7: NI BNC-2090 specifications 

BNC connectors  22, for analog, digital and timing signals 

Spring terminals 28, for digital/timing signals 

Chassis shielded, rack-mountable 

 

5.2.5 Software implementation 

National Instruments LabVIEW
®
 8.0 platform was chosen for the software 

implementation, due to its convenient features which allow to : 

- interact directly with the DAQ boards, through the easy-to-use Graphic User 

Interface; 

- synchronize inputs and outputs to a common clock; 

- use shared trigger for inputs and outputs; 

- implement software for high speed data logging; 

- implement software for real-time signal processing and conditioning; 

- use predefined subroutine (Express VIs) to perform common tasks; 
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The routines running in Labview
®
 8.0 are called VIs, standing for Virtual 

Instruments; a VI is made of a series of objects, each of them representing a piece of 

hardware, virtually running. 

The developed software can be divided in two sub-branches, relative to the 

following two steps: 

- laser software triggering (digital output), programmed in the VI named 

Laser_trigger 

- signal acquisition and processing (analog input) programmed in the VI named 

Acquire_process 

The target of the Laser_trigger VI is creating two digital lines (TTL +5V  +0V, 

falling edge triggering), to fire the Flash Lamp and to open the Q-Switch respectively. 

These lines need to be precisely delayed, according to the power required for the lasing, 

as expressed by the manufacturer (Figure 5.11).  Figure 5.12 shows the block diagram of 

the Laser_trigger VI; the main box represents a while-loop, forcing the routine to run 

continuously, unless it is interrupted by the user. The two upper main lines constitute the 

two digital counters, used for the TTL lines.  The pre-defined subVIs, on the route of the 

two lines, are targeted to performing the following functions: 

- create the pulse task (1) 

- set the timing and the pulse mode (2) 

- set the trigger mode to digital edge (3) 

- set the trigger source to the 2
nd

 PFI (Programmable Function Interface) digital 

line, present on the back-panel of the PXI controller and on the connector-block 

BNC-2090 (3) 
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- start the task (4) 

- check for any hardware/software error (5) 

- clear the task (7) 

 

Figure 5.11: Continuum
®
 Surelite SLI-20 (external trigger requirements from manufacturer). 

The third line is used to create a digital trigger output for the two counters. The 

pre-defined subVIs, on the route of the third line, are targeted to perform the following 

functions: 
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- create the digital task (1) 

- start the digital task (4) 

- set the digital output to the 1st digital line DO1 (6) 

- clear the task (7) 

- wait until 50 milliseconds before reentering the loop (8) 

In the inner while loop the Lasing ON/OFF buttons are included to give the real time 

possibility to start/stop the digital triggering.  The stop button (9) gives the user the 

possibility to stop the system at any time, if needed. 

 

Figure 5.12: VI Laser_trigger, block diagram 

In Figure 5.13 the Front Panel of the VI Laser_trigger is shown. The VI gives the user 

easy access to the start/stop command for the digital triggering task of the laser device. 

8 

1 

9 

1 2 3 4 5 

1 2 3 4 5 

7 

7 

7 4 6 
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Figure 5.13: VI Laser_trigger, front panel 

Figure 5.14 through Figure 5.16 show the block diagrams of the VI 

Acquire_process; the main box, whose left upper corner is shown in Figure 5.14 

represents a while-loop forcing the routine to run continuously, unless it is interrupted by 

the user.  The first stage of the VI is to acquire two sets of samples from the first two 

analog channels from the PXI-6115.  The DAQ assistant is a powerful tool which allows 

the user to easily set scanrate, number of samples, and triggering setup of the acquisition 

(1).  The VI is sub-divided in three blocks, representing each one a gated signals, 

extrapolated from the two set of samples.  The first block is related to the first air-coupled 

transducer measuring the laser-generated ultrasonic wave.  The second and the third 

blocks are related to the second air-coupled transducer; the second block is processing the 

gated signal directly transmitted by the laser source, while the third one is processing the 
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gated signal reflected by a possible defect positioned along the rail.  The subVIs on the 

route of the three data lines are targeted to perform the following functions: 

- process the Discrete Wavelet Transform (2), VI Discrete Wavelet Transform_Ex,  

applying the wavelet filters (6), subVI WaveletFilter 

- threshold the wavelet coefficients (3), subVI Dwt_thr 

- reconstruct the decomposed signal, allowing to use only the retained coefficients 

(4), VI Inverse Discrete Wavelet Transform_Ex 

- compute the statistical features of the retained wavelet coefficients (5), subVI 

Stat2 

In Figure 5.15 the ratios between the transmission and the reflection statistical 

features are computed, resulting in the calculation of the two D.I.‘s for the ―reflection 

mode‖ and the ―transmission mode‖, respectively.  The process is repeated inside the 

main loop for 50 milliseconds (9), in order to relieve the CPU from unneeded processing 

cycles.  In Figure 5.16 the lower right end of the main while-loop is shown, and the stop 

button (10) gives the user the possibility to stop the acquisition at any time, if needed.  

Following are the subVIs employed in the main VI Acquire_process; each subVI can 

accept inputs from the user or other subVIs, and outputs data to the main VI. 
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Figure 5.14: VI Acquire_process, block diagram 
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Figure 5.15: VI Acquire_process, block diagram 
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Figure 5.16: VI Acquire_process, block diagram 
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Figure 5.17: DAQ assistant, task timing 

In Figure 5.17 the task timing panel of the DAQ Assistant is shown. The graphic 

interface allowed to set up two physical channels to be used as analog input. The chosen 

resolution was 2 volts, the sampling rate equal to 10 MS/s and the number of samples to 

be acquired equal to 2000.  The hardware clock can be specified as internal (as for this 

case) or as external, if provided by third-part devices.  The triggering task of the DAQ 

Assistant is shown in Figure 5.18; the trigger type was set at Digital Falling Edge, 

coming from the source line PFI2.  No reference point was used for triggering purposes. 
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Figure 5.18: DAQ_assistant, task triggering 

As shown in Figure 5.19, the subVI Stat receives as inputs the wavelet 

coefficients retained after the thresholding process, and calculates their statistical features 

including mean, the standard deviation, the variance (1), the RMS (2) and the magnitude 

peak values (3).  The complete set of the statistical data is sent out of the subVI as the 

Var-RMS-PpK array, subsequently employed to compute the D.I.‘s. 
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Figure 5.19: Stat subVI, block diagram 

 

 

 

Figure 5.20: Dwt_thr subVI, block diagram 
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Figure 5.21:  WaveletFilter subVI, „true case‟ block diagram 

In the subVI Dwt_thr (Figure 5.20), each element of the wavelet coefficient array 

is compared to a threshold value; the element is retained in the output array if exceeds the 

user-defined threshold. 

 

Figure 5.22:  WaveletFilter subVI, „false case‟ block diagram 

In Figure 5.21 the subVI WaveletFilter ‗true case‘ block diagram is shown, 

allowing the user to load the pre-defined Filter Coefficients to feed the Discrete Wavelet 
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Transform. The ‗false case‘ shown in Figure 5.22, allows the user to load user-defined 

Filter Coefficients related to user-defined Mother Wavelet.  Figure 5.23 and Figure 5.24 

show the subVIs targeted to the implementation of the DWT algorithm, specifically the 

decomposition and the reconstruction of the time-domain signals: wav_dec and wav_rec.  

The wavelet coefficient array and the coefficient length array (Lengths) are outputted by 

the subVI wav_dec following the decomposition process. These data are then received as 

input by the subVI wav_rec to perform the reconstruction of the filtered signal. 

 

Figure 5.23:  Wav_dec subVI, block diagram 

Figure 5.25 shows a snapshot of the VI Acquire_process Front Panel for a case of 

a defect free zone; the value of the statistical feature (in this case, the variance of the 

retained wavelet coefficients) extracted from the DWT coefficients in the ―transmission‖ 

mode, is greater than the predefined threshold.  Therefore the DEFECT FREE green 

warning is activated.  In Figure 5.26 the snapshot of the same Front Panel shows a case 
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when a flaw is present in the portion of rail between the two sensors, and the DEFECT 

red warning is activated.  The second warning on the panel is related to the Reflection 

D.I., activated only when a reflection is detected from a defect positioned down the 

length of the rail.  Figure 5.25 and Figure 5.26 show the configuration of the user 

interface of the prototype at its first stage.  

 

Figure 5.24: Wav_rec subVI, block diagram 
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Figure 5.25:  VI Acquire_process, front panel (“defect free” case). 
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Figure 5.26: VI Acquire_process, front panel (“defect” case) 
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5.3 Stage II. Prototype deployment 

5.3.1 Hardware layout  

For field installation on the Federal Railroad Administration Hy-Railer testing 

car, the Big Sky Laser
®

 CFR-400 (Figure 5.27) laser generator was adopted, because 

capable in fitting the requirements of: 

- low source power; 

- ruggedness of power supply, with the capability to be rack-mounted; 

- ruggedness of laser head plus vertical mounting capability; 

- higher repetition rate of lamp flashing (30 Hz); 

- fine adjustability of the emission power; 

- easy external triggering mode capability, through serial port. 

 

 

 

Figure 5.27: Q-Switched laser generator Big Sky Laser® CFR-400 
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Table 5.8: Big Sky Laser
®
 CFR-400 specifications 

Source Power 110 VAC, single phase, 16 A 

Repetition rate (Hz) 30 

Energy (mJ) 330 

Pulsewidth (nsec) 7-10 

Divergence (mrads) <5 

Rod diameter (mm) 7 

Beam pointing stability (±%) 100 

Jitter (±ns) <1 

Energy stability (±%) <2 

Power drift (±%) <10 

Laser head mounting horizontal-vertical 

Laser head dimensions (W x H x D) 3.7‘‘x 3.3‘‘x 12.7‘‘ 

 

Table 5.8 contains the specification of the Big Sky Laser
®
 CFR-400.   

  

Figure 5.28: Layout of the rack-mounted hardware control panel 
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The laser power supply, the PXI system and the connector block can be installed in a 19‘‘ 

rack, resulting in a compact arrangement, as shown in Figure 5.28.  The acting/sensing 

hardware components were mounted on the cart following the layout of Figure 5.29. A 

common hard frame held together laser head (1), optical elements (2), transducers and 

pre-amplifiers (3). 

 

Figure 5.29: Layout of the acting/sensing components of the rail inspection prototype. 

The mounting frame had to be well isolated from vibration and it had to guarantee 

a constant lift-off distance between the air-coupled transducers and the rail head. The 

movement (the excursion) of the lens system that routes the laser beam to the rail head 

had to be minimal. The frame lodged the laser head vertically, four air-coupled 

transducers, and their preamplifiers. Figure 5.30 shows the prototype while the different 

components were being installed on the cart.  
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Figure 5.30: Prototype hardware mounted on the cart.  Laser head and sensor holders are installed 

on the right beam of the main frame 

 

5.3.2 Software implementation 

The prototype‘s software was developed using National Instruments
©

 Labview
©

 

technology. A laptop running Labview
©

 and a National Instruments
©

 PXI unit were 

employed as a client-server Ethernet-linked platform. The hardware layout is described in 

Figure 5.31.  The server (the National Instrument PXI Unit) houses the Labview
©

 

programs needed to control the laser operation and to acquire and process the signals 

from the air-coupled transducers. Data from the on board positioning system installed on 

the research car, are constantly acquired by the server.  The data consist of two digital 
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counters relative to the sync foot and the sync pulse.  Through the serial port (RS-232) 

the server is able to trigger the laser in order to start the data acquisition. The ultrasonic 

signals detected by the air-coupled sensors are digitized through the analog inputs and 

they are processed and logged to the server.  

Since the laser repetition rate has to be set to a constant value (maximum 30 Hz), 

and the rate at which the digital counters from the positioning system are sent is 

depending on the speed of the towing vehicle, the implementation of the overall logic of 

the program was not trivial.  A solution to the problem was the implementation of the 

different activities for an independent execution timing, through a Producer-Consumer 

scheme, as depicted in Figure 5.32. 

 

Figure 5.31: Hardware layout of the hybrid laser/air-coupled transducer Long-Range method 
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The laser repetition rate was set to shoot at his maximum rate, and the ultrasonic 

signals were continuously acquired and stored in a dynamic variable. The system would 

read and process the values stored in the variable only when an updated pulse was sent 

from the positioning system. The activities which required deterministic execution 

timing, such as the analog acquisition of the signals, the digital acquisition of the 

positioning pulses and the operation of clustering these data together, were performed 

inside the Producer loop, which was set to cycle at the fastest speed allowed by the CPU.  

These data were acquired in a deterministic way and then put in a First In First Out Drop 

Tail (FIFO-DT) queue; another program would retrieve the elements from the queue and 

process them with less restrictions on the execution timing, that means a slower cycling 

of the Consumer Loop. With this method the Producer Loop had access to the CPU more 

frequently than the Consumer Loop, allowing for independent timing, yet not adding 

processing delays or errors to the data. On the client end (Laptop Unit), the user is able to 

start and stop the acquisition, adjust the laser power, change the lasing frequency, modify 

the wavelet setting, monitor the results in real-time and open a report window.  A client-

server architecture was implemented to relieve the CPU of the PXI (server) from the 

heavy computational load involved in the data display process.   

Figure 5.33 shows the architecture of the link.  TCP-IP messages were used to 

command the server for all the applications such as driving the laser, starting/stopping the 

acquisition. TCP-IP protocol insured the delivery of this type of command, due to the 

reliability of its natural implementation.  While data storage was implemented in the 

server, UDP messages were used for delivery the processed data to be displayed at client 
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side; the UDP protocol doesn‘t ensure the delivery of all data, but in case some network 

packets are lost on their  

 

Figure 5.32: Producer-Consumer scheme, allowing the Prototype for independent execution timing 

 

Figure 5.33: Client-Server architecture of the Prototype link 
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way for timing or other related issues, data that follow are still sent disregarding the lost 

information.  Figure 5.34 shows a snapshot of the software user interface. To ease the 

comprehension, the interface was subdivided into rectangular boxes.  Box 1 controls the 

lasing frequency, i.e. the rate per second of the laser shoots. The maximum available 

frequency is 30 Hz.  Through Box 2 the user may select the laser power output; 100% 

laser power means a laser beam of 330 mJ as specified by the manufacturing company.  

The power supply status is constantly monitored in box 3, through a series of led that are 

the response to a query that is periodically sent through the serial port Com 2.  Box 4 

allows opening/closing the laser head shutter and to start/stop the laser fire.  Box 5 allows 

starting the calibration task or the testing task that can be activated only once ―Shutter‖ is 

in the ―Open‖ position and the ―FIRE‖ button is on the ―Fire ON‖ position. In addition, 

Box 5 contains three led associated with the PXI (server) status.  
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Figure 5.34: Snapshot of the Vi LaserControl that controls the laser and allows opening the 

calibration task and the testing task. 
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Figure 5.35: Snapshot of the user interface when the calibration task (VI 4Calibration) is activated. 

In the background, the VI LaserControl is visible. 

Also whenever an inspection is terminated the stored data can be opened for immediate 

visualization through the button ―Open stored data‖.  The server can be remotely shut 

down through the command ―Shutdown server‖.  The button ―CALIBRATION‖ in Box 5 

of Figure 5.34 opens the calibration window as shown in Figure 5.35.  Box 6 (calibration 

session) displays the following information: 

- the raw ultrasonic waveform as detected by a pair of air-coupled sensors; the 

closer sensor is the air-coupled transducer closer to the laser source as shown in 

Figure 5.6c; the further sensor is the second air-coupled transducer of the pair;  

- the corresponding reconstructed signals after being processed with the DWT, 

- the amplitude of the wavelet coefficient vectors, 

 

  6 
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- the damage indices as a function of the laser shots.  

Two frequency bandwidths were considered in order to discriminate small surface 

defects (< 10% H.A. reduction) from large surface defects (> 10% H.A. reduction) and 

internal defects. The two D.I.‘s were calculated in ―transmission‖ mode, following eq. 

(5.2) and choosing the RMS of the retained wavelet coefficients as the extracted signal 

feature. The D.I. associated with higher frequencies is hereafter indicated as high-

frequency D.I. (H.F.-D.I.); the bandwidth considered ranges from 300 kHz up to 1100 

kHz. The D.I. associated with lower frequencies is hereafter indicated as lower-frequency 

D.I. (L.F.-D.I.); the bandwidth considered ranges from 40 kHz up to 300 kHz. The longer 

wavelengths associated with the latter range were assumed to be sensitive to the presence 

of large or deep surface defects and to the presence of internal defects. The calibration 

panel includes a series of controls which enable the user to: 

- select the temporal window of the raw waveforms; 

- select the n largest wavelet coefficients to be considered for the feature extraction 

task and for the de-noising process; 

- establish the D.I. threshold which discriminates between inliers (data associated to 

an healthy rail) and outlier (data associated with a damaged structure); 

- switch from sensor pair 1 to sensor pair 2 by clicking on the tab placed on the top 

left portion of box 6. 

Once the calibration phase is completed, the user saves the settings and closes the 

calibration window by clicking the button ―STOP AND SAVE CALIBRATION‖. The 

front panel will appear again as in Figure 5.34. Now the operator is ready to start the 

inspection by switching the ―TESTING‖ command to ―ON‖ position. The front panel 
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will appear as in Figure 5.36.  The testing window shows two tabs: D.I. visualization 

folder and Report. 

 

Figure 5.36: Snapshot of the user interface when the testing task (VI visula&report) is activated. In 

the background, the VI LaserControl is visible. 

The first tab displays four plots (two plots per sensor pair) of the D.I. as a function of the 

track position (foot). Starting from top left and going clockwise, the window displays the 

H.F.-D.I. of sensor pair 1, the H.F.-D.I. of sensor pair 2, the L.F.-D.I. of sensor pair 2 and 

the L.F.-D.I. of sensor pair 1. The window also includes the ―Chart length (points)‖ 

control to select the desired length of the plots, the ―CURRENT DATA‖ indicator that 

displays the values of the last acquisition, the ―LAST HEAD DEFECT DETECTED‖ 
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indicator, which shows the type, and the position of the last defect detected during the 

inspection.  

By clicking on the ―Report‖ tab, the front panel will appear as in Figure 5.37.  

Whenever an anomaly (outlier) is detected, the top row of the report is updated with the 

following information (from the left to the right column): 

- Head area defect (pair 1 and pair 2). The current version of the software classifies 

three types of defects: small surface defects (only the H.F.D.I. detects an outlier), 

internal defect (only the L.F.D.I. detects an outlier), large surface defect (both 

H.F.D.I. and L.F.D.I. detect an outlier); 

- Sync foot: counter of pulses sent every foot by the onboard positioning system; 

- Sync pulse: counter of the pulses sent by the onboard positioning system to 

synchronize the sync foot counter; the control ―pulse#_reset‖ sets the period 

(number of sync foot pulses) of the sync pulse;  

- Cum foot: counter of the cumulative feet received from the beginning of the 

acquisition; 

- H.F.D.I.1: value of the D.I. from sensor pair 1; 

- Thr: correspondent D.I. threshold 

- Same for the other three pairs of columns 

It must be noted that the table in Figure 5.37 does not reflect any real inspection but it is 

just a software simulation. In the top row, the first pair defect is a small surface defect 

due to the fact that H.F.D.I. > Thr (outlier) but L.F.D.I. < Thr (inlier); the second pair 

instead both D.I.‘s are above the correspondent threshold and then the second pair of 

sensor detected a large surface defect.  
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Figure 5.37: Snapshot of the user interface when the report is shown during the testing task (VI 

4visual&report) is activated. In the background, the VI LaserControl is visible. 

The same information contained in the Report window are stored in a .xls file that 

can be opened by clicking on the button ―Open Report File‖, placed in the bottom right 

portion of the window.  A control placed in the bottom left portion of the window alows 

selecting the number of row simultaneously visible in the report. An indication of the 

current time is displayed in the top right. Finally the top center control ―pulse#_reset‖ 

fixes the number of sync foot at which the onboard position system acquire a new sync 

pulse. The software described in this section controls and processes up to four channels, 

i.e. four air-coupled transducers. However, the software is coded in a modular fashion 

that easily allows the addition of more sensor pairs.   
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5.4 Stage III. Prototype upgrade 

5.4.1 New cart 

For the second field test the cart was completely redesigned and constructed by 

ENSCO to provide greater stability than the first version at sustained testing speed.  

 

Figure 5.38: 3D view of the mechanical model of the upgraded cart by ENSCO. 

The cart was designed to be stable at up to 30 mph, although the maximum speed allowed 

by the railroad at the test site was 15 mph.  A 3-D model of the upgraded cart is shown in 

Figure 5.38. As an improvement to the rigid-frame solution of the first cart, each side of 

the new cart is independent of the other, to avoid intermittent stick-slip at sustained 

speeds. The side frames can rotate with respect to the center beam. Two pneumatic 

pistons apply forces laterally and vertically to provide, respectively, flanging ability with 

the gage side of the test track, and overall stability of the cart. 
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Figure 5.39: Rail flaw detection prototype installed on the cart during second field test. 

Compressed air tanks, shown in the photo of Figure 5.39, provide the air supply to the 

pistons. The connection between the swing arm and the center beam uses a spherical joint 

to allow for variations in cross level between the cart and the towing vehicle. Rubber 

treads were installed on the wheels so as to have a smoother rolling of the cart, as well as 

to damp out shocks due to vertical misalignment present along the track at the joint 

connections. Figure 5.39 shows a picture of the prototype assembled and deployed on the 

track. 

5.4.2 Improved sensor arrangement 

As depicted in Figure 5.40, a new sensor arrangement was used by exploiting the 

bidirectionality of the laser ultrasound generation. In this arrangement, sensors were 
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placed on either side of the laser pulse. Compared to the previous same-side sensor 

disposition, the new solution resulted in a more compact prototype. Moreover, the 

measurements of the two sensors are more comparable as both are located at the same 

distance from the ultrasound source.  Defect detection was achieved by computing a D.I. 

which was conceptually equivalent to the transmission D.I. expressed previously in eq. 

(5.2) based on the ratio of the strength of the signals detected by the two sensors in a pair.  

When a defect is located on either side of the laser source, the relative strength between 

the two sensors changes as a result of the decreased transmission through the flaw.  

Consequently, the D.I. changes from his nominal value of 1. The optimal distance 

between two sensors in a pair (i.e. gage length) was fixed at ~ 8‖ (≈ 203 mm) 

 

Figure 5.40: Improved sensor arrangement adopted in second field test to exploit the bi-directionality 

of the laser ultrasound generation. 

Another improvement consisted of the addition of two sensors to the original four to form 

a total of three sensing pairs (six sensors). The three pairs provided coverage of the 

centerline of the rail head (Center Head pair), of the gage side of the rail head (Gage Side 

Laser pulse
transverse 

crack
Air-coupled 

detector
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pair), and of the field side of the rail head (Field Side pair). Review of the strain energy 

distribution for some propagating modes discussed in chapter 3, also suggests the 

usefulness of monitoring all sides of the head.  Besides the above three pairs, the D.I. was 

calculated for two extra pairs, named ―cross-channel pairs,‖ consisting of the following 

sensors: Gage Side rear and Center Head front; Gage Side front and Center Head rear.  

 

Figure 5.41: Sensing devices: air/coupled transducers at the gage side, center head and field side 

 

Figure 5.42: Details of the three-sensor holder 
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These cross-channels provided additional defect detection paths which are oblique 

relative to the rail running direction increasing the overall head coverage. Figure 5.41 and 

Figure 5.42 show the details of the 3-sensor aluminum holder on one side of the laser 

generation. To allow for adjustments, the holder was connected to the main frame 

through a spherical joint; the holder also housed two lateral adjustable wings to provide 

the gage- and field-side sensors with an extra degree of freedom. 

5.4.3 Software upgrade 

A more efficient, frequency-domain filtering of the acquired signals was employed 

through the implementation of better performing, real-time signal processing algorithms.  

 

 

Figure 5.43: Layout of the block diagram of the bandpass filtering subVI. 
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Figure 5.44: Snapshot of the Calibration Session showing the various settings for the digital filtering 

of the ultrasonic measurements. 

Such improvement was needed to enable testing at sub-foot spatial resolution (as low as 

1‖) without data loss. Butterworth band-pass digital filters were used to filter out 

unwanted noise, as the one generated by the air-shock due to the laser pulse, and other 

noise coming from the testing environment.  Figure 5.43 shows the block diagram of the 

LabView subVI performing the bandpass filtering of the measurements; on the left the 

input parameters, such as the low and high cut off frequencies and the filter order, are set; 

on the right the filtered signals are outputted.  Figure 5.44 shows a snapshot of the new 

version of the Calibration Session; the left and right sides of the screen refer, 
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respectively, to the rear and the front sensors of a given sensor pair (in this case one of 

the cross-channel pairs).  For each sensor the time-domain raw signal and its frequency 

content are shown; the user can set the limits of the time domain gate and the low/high 

frequency values of the bandpass filter. Two ranges of frequency can be set for the 

filtering, so as to allow the computation of the two L.F.-D.I. and H.F.-D.I. for defect 

classification. 

5.5 Field testing 

5.5.1 First field test 

The test site (Figure 5.46) was located near Gettysburg, PA, and consisted of a 

dismissed portion of railroad at crossing #593-381c. In the picture, the location of the 

railroad crossing and the side of the inspected track are outlined. In total, a length of 200 

ft (≈ 61 m) was tested.  Details of the site lay-out are presented in Table 5.9. The most 

significant discontinuities, along with their locations (distance from the start of the test 

zone), are listed. Ten joints were present; some of them created a gap as large as ½ inch 

between two rail sections. Three, 6-ft long, 139-lb A.R.E.M.A. sections with known 

internal defects in the head were inserted in the inspected portion of rail and fixed by 

joint bars.  The three internal defects were hand mapped prior to testing. The mapping 

was done by the UCSD team under FRA supervision using the Krautkramer USN 58L 

ultrasonic search unit. A classical pulse-echo, ultrasonic wedge inspection was carried 

out for the mapping. As customary in TDD defect mapping, a 2.25 MHz transducer was 

used with a 70° wedge. The orientation of each defect was determined from the 

inspection direction; the size of each defect was determined by hand scanning and 
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computing the appropriate conversions between the position of the transducer and the 

extent of the reflector (defect). Three independent mappings were conducted for each 

defect, in order to extract a statistically meaningful size.  All defects were predominantly 

oriented at 20° from the vertical to the rail head, as common in TDDs (Figure 5.45).  

 

Figure 5.45: Internal defect mapping (2.25 MHz ultrasonic transducer with 70° wedge) 

Internal defect 1 (location 13 in Table 5.9) was inclined away from the running 

direction; it was located in the head gage side and its average size from three 

measurements was 3.6% H.A. reduction. Internal defect 2 (location 18 in Table 5.9) was 

oriented towards the running direction, also in the gage side, and its average size was 

34.6% H.A. reduction. Internal defect 3 (location 21 in Table 5.9) was oriented as the 

Rail head area: 75mm*180mm=2,625mm
2 

 

 

INTERNAL TRANSVERSE DEFECT 1 

 

       running direction 

Location: gage side(Detail Fracture) 
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rd
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Defect depth : 5.4 mm   Defect depth : 9 mm    Defect depth : 4.3 mm 

Defect width: 10mm   Defect width: 17 mm    Defect width: 18 mm 

2% H.A.    5.8% H.A.    3% H.A. 

 

AVERAGE OF 3 MEASUREMENTS: 3.6% H.A. 
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rd
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Defect depth : 25.2 mm  Defect depth : 21.6 mm   Defect depth : 38.8 mm 

Defect width: 38mm   Defect width: 37.5 mm   Defect width: 25.4 mm 

36% H.A.    31% H.A.    37% H.A. 

 

AVERAGE OF 3 MEASUREMENTS: 34.6% H.A. 
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10.3% H.A.    10% H.A.    17% H.A. 

 

AVERAGE OF 3 MEASUREMENTS: 12.4% H.A. 
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previous defect, but it was located in the center head; its size was measured at 12.4% 

H.A. reduction.  Photos of the rail sections containing the internal defects are shown in 

Figure 5.47. The estimated location of the defects (indicated in the photos with the 

acronym TDD) is marked by a red circle. 

 

Figure 5.46: Test site near Gettysburg, PA. 

Two surface cuts were also introduced at locations 9 and 10, respectively, using a 

4‖ disc grinder, model N9501B by Makita Corporation. The defects were machined 

perpendicular to the rail running direction causing 5% and 2% H.A. reductions, 

respectively.  A photo of the surface cuts is shown in Figure 5.48.  Two oblique (45 

degree inclination from the running direction) surface cuts were also added at locations 

20 and 22, respectively; each cut corresponding to a reduction of about 3.5% H.A. As 

shown in Figure 5.49, the oblique cuts were created close to two joints at locations 19 and 

23, respectively. 

Railroad crossing 
#593-381c 

Inspected rail 
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Location Foot InchesRail sizeDescription

1 0 0 Start of Test Zone

2 13 3 Joint

3 32 0 Chip on gage side of rail head

4 46 3.5 Joint - Orange paint

5 52 5 Large chip (6" long) on gage side of rail head

6 56 2 Large chip (6" long) on gage side of rail head

7 78 9 Flaking on gage side of rail head

8 79 3.5 Joint - flaking on gage side of rail head at joint

9 81 7 Cut surface transverse notch 4mm depth, 50 mm length (~5% H.A)

10 82 7.5 Cut surface transverse notch 2mm depth, 25 mm length (~2% H.A)

11 84 5 Joint - Rail head change 1/2in gap

12 85 6 1st High joint bar (trolley wheel rides up)

13 86 4 Internal transverse defect w/surface head checks (~4% HA)

14 87 3.5 Beginning 2nd high joint bar (trolley wheel rides up)

15 88 2 Welded ramp to match rail sizes

16 88 9.5 Joint

17 90 3.5 End 2nd high joint bar (trolley wheel rides up)

18 91 3.5 Internal transverse defect (~35% HA)-possibly close to surface

19 93 10 Joint - 1/2 in gap

20 95 1 Cut surface oblique (+45deg) notch 3mm depth, 30mm length (~3.5% H.A) (ADDED LATER)

21 96 4 Internal transverse defect (~12% HA)

22 97 8 Cut surface oblique (-45deg) notch 3mm depth, 30mm length (~3.5% H.A) (ADDED LATER)

23 98 9 Joint - Rail head change 1/2in gap

24 99 5 Flaking on gage side of rail head

25 103 0 Chip on gage side of rail head

26 106 7 Flaking chip on field side of rail head

27 112 3 Joint

28 121 0 Flaking chip on field side of rail head

29 126 8 Flaking chip on field side of rail head

30 145 3 Joint (double check) and 

31 146 4 Beginnin flaking (severe) on gage side of rail head (continuous)

32 161 0 End flaking (severe) on gage side of rail head (continuous)

33 174 8 Flaking chip on field side of rail head

34 178 3.5 Joint

35 179 0 Flaking chip on field side of rail head

36 191 6 Flaking on gage side of rail head

37 200 0 Finish of test zone

Gettysburg Test Site Lay-out (ENSCO/UCSD Rail Flaw Detection - April/24-25-26/2007)

Table 5.9: Test site layout
 

 

 

Pictures of the laser and air-coupled sensors installed on the cart are shown in 

Figure 5.50 and Figure 5.51. The cart was designed and constructed by ENSCO under an 

FRA University support task. The black metallic box was devised to protect the laser 

head and the lenses from accidental impacts and dust; in addition the box avoids 

accidental reflections of the laser beam. 
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Figure 5.47: Rail sections with internal defects plugged in the railroad. 

 

Figure 5.48: Particular of the surface transverse cuts. 
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Figure 5.49: Details of the oblique surface cuts added later. 

 

Figure 5.50: Laser head and sensors on Ensco‟s cart during first field tests. 
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Figure 5.51: Detail of the air-coupled sensors. 

The sensor layout used in the field tests is schematized in Figure 5.52. The minimum 

distance between the first sensor (#1) and the laser was chosen so as to avoid the 

superposition between the air shock and the ultrasound traveling in the rail.  The angle θ, 

theoretically equal to 6.3° for maximum sensitivity to surface-type waves, was optimized 

manually by monitoring the amplitude of the detected waveforms.  Sensors #1 and #3 

formed the first pair, hereafter indicated as sensor pair 1 (s.p.1); sensors #2 and #4 

formed the sensor pair 2 (s.p.2).  The sensor lift-off distance h was maintained equal to 

2.5‖ (≈ 64 mm). The s.p.1 was placed right above the center of the rail head, whereas the 

s.p.2 was placed closer to the rail gage-side corner. The lateral offset between the two 

pairs was around ¾ inch.  
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Figure 5.52: Laser/air-coupled sensor layout for the field test. Dimension in inches. Drawing not to 

scale 

 

Figure 5.53: The inspection prototype towed by the FRA Hy-railer managed by ENSCO during the 

first field tests. 

The inspection prototype towed by the Hy-railer is shown in . The back end of the truck 

hosted the laser power supply, the PXI unit, and the laptop client. A 1,200W generator 
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was used to power all the equipment.  In these field tests, a total of 32 tests were 

conducted in two days and recorded along the 200-ft rail test site described in Table 5.9.  

A summary of all test conditions is provided in Table 5.10. The testing sessions started 

and ended slightly before and slightly after the monitored rail segment, as indicated in the 

fourth and fifth columns of the table. Tests 1÷10 and 23÷26 were performed under ―dry‖ 

conditions, i.e. ultrasound was generated by the laser pulse irradiating a dry surface of the 

rail head. In the remaining tests, the rail was wetted by using a water pressure sprayer.  

Two different combinations of the signal processing (filtering) parameters were used as 

indicated in the last column of the table. This was done to test the effect of these 

parameters on the defect detection reliability.  

Table 5.10: Summary of test conditions. 

 

Test conditions (Rail flaw detection) Gettysburg Test Conditions (ENSCO/UCSD Rail Flaw Detection - March/29-30/2006)

Test Time Position before Position after Water Movie file Firing freq / Sensor gage Sensor gage DWT coeff. @

num Date  (PST)  start point (0 ft) finish point (200 ft) (Y/N) (Y/N) /overlap (pair 1) (pair 2)  freq bands

1 3/29/2006 9:26 12' 7" 8' 4" N Y 30Hz / 50% 13" 10" 0/2/2/0

2 3/29/2006 9:44 10' 5" 9' 7" N Y 30Hz / 50% 13" 10" 0/2/2/0

3 3/29/2006 9:52 7' 8" 8' 6" N Y 30Hz / 50% 13" 10" 0/2/2/0

4 3/29/2006 10:29 10' 4" 5' 1" N Y 30Hz / 50% 13" 10" 0/2/2/0

5 3/29/2006 10:37 16' 3" 7' 8" N Y 30Hz / 50% 13" 10" 0/2/2/0

6 3/29/2006 10:45 11' 9" 4' 9" N Y 30Hz / 50% 13" 10" 0/2/2/0

7 3/29/2006 10:50 12' 0" 6' 6" N Y 30Hz / 50% 13" 10" 0/2/2/0

8 3/29/2006 10:56 12' 3" 6' 9" N Y 30Hz / 50% 13" 10" 0/2/2/0

9 3/29/2006 11:01 12' 3" 8' 10" N Y 30Hz / 50% 13" 10" 0/2/2/0

10 3/29/2006 11:08 12' 2" 7' 8" N Y 30Hz / 50% 13" 10" 0/2/2/0

11 3/29/2006 12:44 11' 5" 10' 2" Y (1/2 wet) Y 30Hz / 50% 13" 10" 0/2/2/0

12 3/29/2006 12:51 9' 1" 9' 4" Y Y 30Hz / 50% 13" 10" 0/2/2/0

13 3/29/2006 12:56 9' 10" 7' 7" Y Y 30Hz / 50% 13" 10" 0/2/2/0

14 3/29/2006 1:06 7' 10" 7' 10" Y Y 30Hz / 50% 13" 10" 0/2/2/0

15 3/29/2006 1:48 6' 2" 8' 7" Y Y 30Hz / 50% 13" 10" 0/2/2/0

16 3/29/2006 1:54 10' 7" 9' 6" Y (50% wet) Y 30Hz / 50% 13" 10" 0/2/2/0

17 3/29/2006 2:18 10' 10" 7' 5" Y Y 30Hz / 50% 13" 10" 0/2/2/0

18 3/29/2006 2:23 10' 1" 8' 9" Y Y 30Hz / 50% 13" 10" 0/2/2/0

19 3/29/2006 2:33 5' 6" 10' 3" Y Y 30Hz / 50% 13" 10" 0/2/2/0

20 3/29/2006 2:38 4' 9" 8' 11" Y Y 30Hz / 50% 13" 10" 0/2/2/0

21 3/29/2006 2:46 defected area only Y Y 30Hz / 50% 13" 10" 0/2/2/0

22 3/29/2006 2:54 8' 7" 9' 7" Y Y (calibration) 30Hz / 50% 13" 10" 0/2/2/0

23 3/30/2006 7:31 11' 10" 8' 7" N Y 30Hz / 50% 13" 10" 0/2/2/0

24 3/30/2006 7:43 10' 6" 10' 6" N Y 30Hz / 50% 13" 10" 0/2/2/0

25 3/30/2006 7:49 9' 5" 10' 0" N Y 30Hz / 50% 13" 10" 0/2/2/0

26 3/30/2006 8:08 7' 5" 11' 7" N Y 30Hz / 50% 13" 10" 4/6/4/2

27 3/30/2006 8:13 10' 7" 6' 10" Y Y (very long forgot stop recording)30Hz / 50% 13" 10" 4/6/4/2

28 3/30/2006 8:19 8' 4" 9' 8" Y Y 30Hz / 50% 13" 10" 4/6/4/2

29 3/30/2006 8:22 11' 01" 9' 0" Y Y (60% wet) 30Hz / 50% 13" 10" 4/6/4/2

30 3/30/2006 8:27 10' 6" 8' 2" Y Y 30Hz / 50% 13" 10" 4/6/4/2

31 3/30/2006 9:34 9' 7" ? Y ? 30Hz / 50% 13" 10" 0/2/2/0

32 3/30/2006 9:12 defected area only Y ? 30Hz / 50% 13" 10" 4/6/4/2
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As schematized in Figure 5.52, the gage length of s.p.1, i.e. the distance between sensors 

#1 and #3, was maintained equal to 13‖ (≈ 330 mm); the gage length of s.p.2, i.e. the 

distance between sensors #2 and #4, was maintained equal to 10‖ (= 254 mm). The lasing 

repetition rate was set to 30 Hz throughout the tests.  Figure 5.54 and Figure 5.55 

illustrate the recordings from tests 1 and 2, respectively. The results are shown for the 

portion of the rail between foot 76 and foot 120 where the internal defects and the surface 

cuts were located. Each figure displays the D.I.‘s recorded as a function of position (foot) 

by the two sensor pairs and for two different filtering bandwidths, namely (top to bottom) 

a) H.F.-D.I. s.p.1, b) L.F.-D.I. s.p.1, 3) H.F.-D.I. s.p.2, and c) L.F.-D.I. s.p.2.  The bottom 

plot is included to ease in the visualization of the position of each of the salient 

discontinuities. In this plot the joints are placed at ordinate 5, the transverse surface cuts 

at ordinate 4, the internal defects at ordinate 3, and the flaking at ordinate 1. In the four 

D.I. plots, successfully detected joints (J), surface cuts (SC), or internal defects (ID) are 

highlighted with circles. Since the two sensor pairs and filtering bandwidths cover 

complementary regions of the rail head, a defect should be considered successfully 

detected if any of the four D.I. plots shows an index clearly above the baseline (defect 

free) value. For example, Figure 5.55 for test 2 shows that all major defects, with the 

exception of the third internal defect, were detected by at least one of the four D.I. plots.  

The fact that the baseline D.I. values in the figures are not necessarily one as theoretically 

expected from the D.I. equation, is simply due to the practical impossibility of obtaining 

the exactly same sensitivities from the two sensors in each pair. This, however, does not 

constitute a problem since only relative changes in D.I. from the baseline value are 

monitored to detect a potential defect. 
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Figure 5.54: Results of Test 01 (2006) 
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Figure 5.55: Results of Test 02 (2006) 
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It can be noted in the figures that the same discontinuity can be detected at position j by 

s.p.1 and at position j+1 by s.p.2. This is the case, for example of the joint at location 16 

(Table 5.9), measured position 88 9.5/12 ft in Figure 5.55.  This is simply due to the 

longitudinal offset of the two sensor pairs. If a defect (or a joint) is located between 

sensors #1 and #2 (Figure 5.56a), only s.p.1 will detect it; if, instead, the discontinuity is 

located between sensors #2 and #3 (Figure 5.56b), both s.p.1 and s.p.2 will detect it. 

Finally, if the discontinuity is located between sensors #3 and #4, only s.p.2 will detect it.   

 

Figure 5.56: Sensor layout in presence of a defect (a) between sensors#1 and  #2, and (b) between 

sensors #2 and #3. 

It is not clear why the amplitude of the D.I.‘s associated with s.p.1 is consistently larger 

than that associated with s.p.2. This aspect needs further investigation.  The results of the 

first field tests are summarized in Table 5.11.  In the first column, the test number is 

indicated along with the dry or wet condition of the rail. The second through eighth 
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columns indicate whether the seven defects were detected (with the 1 symbol) or not (no 

symbol). It should be noted that the oblique surface cuts in columns six and eight was 

only created after test 16 and thus a N/A indication is shown for the preceding tests.  In 

the last row, the Probability of Detection (POD) estimated from all relevant tests is 

indicated for each of the seven defects. As discussed earlier, a defect was considered 

successfully detected if at least one of the four D.I.‘s (H.F.-D.I. s.p.1, L.F.-D.I. s.p.1, 

H.F.-D.I. s.p.2, or L.F.-D.I. s.p.2.) was activated. In this row, the most sensitive of the 

four D.I.‘s is also shown in Italic for each of the defects.  The results were as follows: 

surface cut 1: POD = 61.5% (dry) and 90% (wet); surface cut 2: POD = 61.5 % (dry) and 

90 % (wet); internal defect 1: POD = 92.3% (dry) and 100% (wet); internal defect 2: 

POD = 76.9% (dry) and 100% (wet); oblique surface cut 1: POD = 33.3% (dry) and 50% 

(wet); internal defect 3: POD = 7.7% (dry) and 10% (wet); oblique surface cut 2: POD = 

100% (dry) and 50% (wet). 

The following conclusions can be drawn from the first field tests: 

1) Overall the system performed very well in detecting the two surface cuts, two of the 

three internal defects, and the second oblique surface cut. The detection performance 

was poor for the third internal defect and the first oblique surface cut. 

2) The fact that the surface cuts 1 and 2 (5% and 2% H.A., respectively) were 

successfully detected demonstrates the ability of the system to target defects well 

below the 10% H.A. limit commonly used by owners to consider removing the rail 

from service. 

3) The fact that the internal defects 1 and 2 were successfully detected demonstrates the 

ability of the system to achieve the 4% H.A. detectability limit for the internal flaws. 
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4) A possible reason for the unsatisfactory performance in detecting oblique cut 1 is the 

fact that this small discontinuity (3.5% H.A.) was located closer to the joint than 

allowed by the spatial resolution of the system. 

5) Wetting the rail surface increased the POD for all defects (with the exception of 

oblique surface cut 2). The improvement from the water, although significant, was 

not dramatic. In the end a compromise must be struck between the burden of carrying 

a water supply and an acceptable level of POD. 

6) As expected, the surface cuts were predominantly detected by the H.F.-D.I.‘s mostly 

sensitive to surface features. Similarly, internal defect 1 was predominantly detected 

by the L.F.-D.I.‘s mostly sensitive to features deeper into the rail head. The fact that 

internal defect 2 was primarily detected by the H.F.-D.I.‘s suggests that the flaw was 

very close to breaking the surface. This hypothesis is consistent with the independent 

findings of the prior hand mapping for this defect. 

7) It is important to note that all tests in the first field test were conducted at walking (< 5 

mph).  Test at sustained speeds were conducted in the second field test presented in 

the next section.  
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Table 5.11: Summary of Gettysburg first field test results 
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5.5.2 Second field test 

This section discusses the second field tests performed in April 2007, again with 

the technical support of ENSCO Inc. The test site was the same as the first field site 

(Section 4), the dismissed portion of railroad at crossing #593-381c, near Gettysburg, PA. 

In light of the lessons learnt from the first test of March 2006, many modifications 

were made to the prototype: 

- The number of sensors was increased from four to six, to compose three sensing 

pairs located, respectively along the centerline, the gage side, and the field side of 

the rail head; 

- The bi-directionality of the laser ultrasound source was exploited by positioning 

the sensors of each pair on either side of the illumination; 

- The data acquisition software was changed to allow for sub-foot spatial resolution 

so as to increase the detectability of defects closely spaced between themselves or 

close to a joint; 

- The signal processing software was rewritten to increase the speed of computation 

of the high- and low-frequency D.I.‘s (H.F.-D.I., L.F.-D.I.); this upgrade allowed 

testing at the sub-foot spatial resolution without loss of data. 

- A new cart was designed by ENSCO with greater stability than that of the first 

test. 

The same total length of 200 ft of track was tested, during three days, April 24th to 26th, 

2007. The parameters that were varied during the tests are the following: 

-  condition of the rail head top surface (dry and wet); 

-  length of the laser line source of ultrasound (25.4 mm, 35 mm and 38 mm); 
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-  testing speed (5 mph, 10 mph and 15 mph). 

Some of the recorded data showed to be not usable due partly to the 

malfunctioning of the Hy-railer tack system and partly to the presence of an electrical 

interference on the signal lines. 

The timeline of the tests, including the description of the varied parameters, was the 

following: 

April 24th: 

Tests performed with 38 mm-long laser line on gage side and dry conditions. 

Hy-railer tack. 

Total tests performed: 24 

D.I. tests: 24 

Raw Data tests: 0 

Usable D.I. tests: 17 

Nonusable tests: 7 due to hy-railer tack malfunctioning 

April 25th: 

Tests performed with 38 mm-long laser line on gage side and dry conditions. 

Hy-railer tack. 

Total tests performed: 38 

D.I. tests: 38 

Raw Data tests: 23 

Usable D.I. tests: 11 

Nonusable D.I. tests: 7 due to hy-railer tack malfunctioning, 18 due to tack 

malfunctioning + electrical intereference on sensors, 3 due to check runs. 
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April 26th: 

Tests performed with 38 mm-, 35 mm- and 25.4 mm-long laser lines under both dry and 

wet conditions. UCSD tack (laser diode and reflective tape tags) used to replace hy-railer 

tack. 

Total tests performed: 44 

D.I. tests: 16 

Raw Data tests: 28 

Usable D.I. tests: 16 

Nonusable D.I. tests: 0 

Of the three laser lines used, the 38 mm-long line on gage side proved the most 

successful. This was confirmed by lab tests in the months preceding the field test. 

Comparing dry versus wet conditions, dry performed better. This was due to the fact that 

the laser lens became dirty with water. The lenses were not protected from water 

spraying. 

Figure 5.57 and Figure 5.58 illustrate the recordings from two representative tests, 

respectively performed at a speed of 5 and 10 mph.  The three transverse defects, two 

oblique cuts and two surface cuts were detected in the test of Figure 5.57, while in the 

test of Figure 5.58 all the defects were detected except the 2% surface cut.   
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Figure 5.57: Results of a sample test, performed at the speed of 5 mph (2007) 
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Figure 5.58: Results of a sample test, performed at the speed of 10 mph (2007) 
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The performance of the prototype was evaluated in terms of (POD), shown in Table 5.12. 

As done for the analysis of results in the first field test (Table 5.11), the POD was 

calculated as the ratio between the number of runs where a given defect was detected 

over the total number of applicable runs. The tests considered in this computation 

included only runs which (1) were ―usable‖ (i.e. correct tack positioning and limited 

electrical interference), (2) used the optimum 38 mm-long laser line on gage side, and (3) 

were conducted under dry conditions. Also, a defect was called detected if one of the five 

D.I.‘s was activated. The five D.I.‘s were: Gage Side D.I., Center Head D.I., Field Side 

D.I., cross-channel Gage Side Rear/Center Head Front D.I., and cross-channel Gage Side 

Front/Center Head Rear D.I. A D.I. was called activated when the corresponding value 

was above a threshold level imposed on the measurements after the tests. The threshold 

level corresponded to a D.I. value about three times the standard deviation of the noise 

(baseline) signature. 

Table 5.12: Summary of second field test results 
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The following conclusions could be drawn: 

1) At 5 mph and 10 mph, the system performed better than the first tests under the dry 

conditions (Table 5.11). This improvement was particularly pronounced for the 

internal defects, all of which were detected with good rates (highest POD of 100% for 

internal defect 1, and lowest POD of 70% for internal defect 3). 

2) Comparing 5 mph and 10 mph, the POD showed to be approximately independent of 

testing speed for almost all the defects, except for the Surface Cut 2 (2% H. A.) and 

the Oblique Surface Cut 2 (~3.5 % H.A.) that were better detected at 5 mph. 

3) At 15 mph, the gage chip and the first two internal defects remained well detected, but 

other defects were missed. This was likely due to the fact that blind spots existed at 

this speed due to the 8-in gage length adopted for the sensors and the inherent 30 Hz 

repetition rate limit of the pulsed laser. 

4) Of all defects, the second surface cut (2% H.A.) was the least detected probably due to 

its very small size and proximity to other defects. 

5) Of the five sensor pairs (Gage Side pair, Center Head pair, Field Side pair and the two 

Cross-Channel pairs), the Field Side pair gave the poorest results due to low signal-

to-noise ratio of the measurements. This appeared the result of electrical interference 

at the field sensors which was not experienced in the lab. However, the field pair was 

also the least relevant since all defects were located either at the center head or on the 

gage side. 
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5.6 Conclusions 

This chapter presented the development and testing of a rail defect detection 

prototype that is based on the laser/air-coupled ultrasonic defect detection concept.  The 

software platform controlling the acquisition was described. The platform of choice was a 

PXI National Instruments unit running in a LabVIEW
©

 environment. Several software 

modules were programmed to perform all the necessary tasks of the inspection, 

including: 1) control of the laser generator, 2) acquisition from the air-coupled sensor, 3) 

processing the data through joint time-frequency and frequency analysis, and 4) 

calculating the D.I. related to the presence and size of a defect.  This unit was mounted in 

the existing station of the FRA Hy-Railer research car and tested with the help of the 

FRA and Ensco Inc.  The first field test (performed in Gettysburg, PO in March 2006) 

showed that the system performed well at walking speeds for detecting surface cuts, 

internal defects and oblique surface cuts.  In light of lessons learnt in the first field test, 

several improvements were made on the prototype.  These included upgrading the 

number of sensors, upgrading the data acquisition software for sub-foot spatial resolution, 

exploiting the bi-directionality of laser generation and using of digital filters for the 

signal conditioning.  The improved prototype was field tested a second time in April 

2007 at the same Gettysburg location.  The second field test showed improvements in the 

detection of internal defects, due to the greater spatial resolution and the full coverage of 

the rail head by three sensor pairs. The inspection speed was also increased, showing 

good performance up to 10 mph.  Future work involves the deployment of a higher 

repetition rate laser to increase the achievable inspection speed while keeping a high 

spatial resolution..  The user-friendly interface should be further simplified, and a rigid 
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―shoe‖ should be designed to host all sensors and the laser optical components (lenses) in 

one compact platform with minimal, or no possibility for adjustment.   A third field test is 

being planned for April 2008.   

 

6 Conclusions 

6.1 Review of the dissertation and summary of the results 

The work within this dissertation investigates the use of guided waves for 

structural health monitoring of railroad structures.  A semi analytical approach was 

shown to be successful for modeling the ultrasonic wave propagation in rails.  The 

unforced and forced solutions of the rail response were obtained with the SAFE method 

and some were validated by experimental results.  An algorithm which uses the Arnoldi 

Iterative solution process was presented and its efficiency was validated by 

computational time test results.  Analytical and experimental results showed how the load 

pattern influences the rail response.  A better understanding of the cross-sectional energy 

distribution of the modes propagating in the rail was achieved, with the purpose of 

designing an inspection system targeted to the defects of interest.  It was demonstrated 

that a symmetric excitation pattern on the top of the rail develops strain energy in a 

symmetric fashion along the cross-section, with maxima close to the top of the head; a 

nonsymmetric pattern, instead, induces energy at the sides of the head.  For a symmetric 

load case, high frequency waves confirmed to generate energy close to the top of the 

head, while lower frequency waves induce energy in deeper areas of the head.  
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Neglecting material damping caused the occurrence of resonance-like phenomena, which 

were corrected by filtering out modes at cut-on frequencies, after applying a mode 

tracking algorithm, which employs mode orthogonality.  Different techniques to process 

the ultrasonic signals have been presented.  The need of retaining the time and the 

frequency information of the acquired signals, led to the use of the wavelet transform, in 

its continuous and discrete expressions.  The DWT showed to be efficient for real time 

processing, including data de-noising and data compression.  Different combinations of 

DWT-based features proved to be successful for the detection of defects present in rails 

available in the UCSD NDE & SHM laboratory.  The experimental results showed that 

the appropriate selection of the mother-wavelet and of the wavelet coefficient threshold 

enhances the inspection sensitivity.  The performance of a D.I. based on the normalized 

RMS of the signal amplitudes was also tested, and it showed excellent results in the 

detection of surface and internal defects.  The implementation of digital filtering in the 

feature-extraction procedure, dramatically simplified the process of setting the parameters 

needed for the prototype calibration.  Although a D.I. based on the normalized temporal 

coherence proved to be very efficient in defect detection, the need of keeping a broad 

frequency spectrum of the signals, for good performance of the D.I., prevented the 

possibility of assessing the type of flaw. 

A prototype for rail inspection based on the laser/air-coupled ultrasonic technique 

was designed, packaged and tested with the help of the Federal Railroad Administration, 

in the United States of America.  The unit was mounted in the existing station of the FRA 

Hy-Railer research car and tested with the help of the FRA and Ensco Inc.  The first field 

test (performed in Gettysburg, PO in March 2006) showed that the system performed 
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well at walking speeds for detecting surface cuts, internal defects and oblique surface 

cuts.  After several upgrades to the hardware design and to the software implementation 

of the prototype, a new version of prototype was field tested in April 2007 at the same 

Gettysburg location.  Although the inspection speed was increased, the second field test 

showed improvements in the detection of internal defects, due to the greater spatial 

resolution and the full coverage of the rail head by three sensor pairs.  There is room for 

improvement for both the numerical analysis of the wave propagation phenomenon and 

the increase of the prototype probability of detection for the different type of defects. 

6.2 Recommendations for future work 

A natural prosecution of the research work included in this dissertation would be 

the implementation of a Global-Local approach [126], to better investigate the 

interactions between guide waves and defects encountered along their propagation path.   

The implementation of a better performing algorithm for obtaining the dispersion 

curves of complex structures such as the rail, could dramatically extend the possibilities 

of the use of guided waves for rail inspections, as well as for other structures with 

nonstandard geometrical conformation of the cross-section. 

Different feature extraction procedures may be investigated, with the objective of 

finding the parameters that are most sensitive to the presence of damage while 

maintaining high effectiveness in computational cost. 

The deployment of a higher repetition rate laser is critical to the increase of 

achievable inspection speed while keeping a high spatial resolution. 
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The coupling of a laser non-contact excitation source with a water-filled wheel 

probe specially ―tuned‖ to listen the generated ultrasonic guided may have a promising 

future within the field of rail inspection. 

In closing, the prototype user-friendly interface could be further simplified to 

make the system more manageable for users which do not have an in depth knowledge 

within the field of ultrasonic wave propagation. 
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