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Introduction

The work presented in this thesis is a study obnaetric systems by the use of different analysis
technigues. Nowadays in many fields, from physigsbiology as well as in chemistry and
medicine, research has been focused on such atnatoses and the analysis techniques are also
developing in this sense.

This Ph.D. work has been developed in three palttdiaving nanostructures as background. The
first one regards a study of carbon nanotubes nsef X-ray photoelectron spectroscopy (XPS)
and electron energy loss spectroscopy (EELS).dtheen done at the University of Calabria, in the
Department of Physics (laboratory IIS).

The second patrt is related to the dynamics of eigpid dot pattern formation on Ge surfaces under
noble gas ion sputtering. Sputtered samples’ maogies have been investigated by atomic force
microscopy (AFM). This work has been done in Dresde the Institute of lon Beam Physics and
Materials Research (Forschungszentrum Dresden-Rdesg

The third part is about a study of graphene growiRa(0001) by means of Helium atom scattering
(HAS), done in Madrid at the University Autonoma, the Department of Condensed Matter
(laboratory LASUAM).

The thesis is divided into 6 chapters. In Chaptan Introduction about carbon nanotubes and their
electronic and morphological properties is givehe Tocus is pointed on the possibility to tailor
CNTs’ electronic properties by incorporation of dafs. The best candidates for this aim are
nitrogen and boron atoms since they have compasgblaic size and would fit into the carbon
network without altering it. Theoretical predict®about using ion implantation as a tool to dope

CNTs with nitrogen atoms are presented._In Chapténeoretical predictions are compared to
experimental results for 300 eM, ions implanted in single walled carbon nanotub&3S data

allow to determine the nitrogen concentration irboa nanotubes and to get information about the
nitrogen chemical bonding nature. By means of EEhS level of damage induced by ion
sputtering during implantation can be checked.

In Chapter 3after reviewing the basic principles of the theof sputtering, a detailed description
of the continuum models which account for ripplel @ot pattern formation on surfaces under ion
erosion is given. Among them, only one (the GCC efpds currently able to predict the
appearance of some of the non-linear effects exygertally observed. In particular, the increase of
the ripple wavelength in time is known as ‘coareghi This non-linear effect has been observed

many times in experiments but its origin has noérbevell understood yet. In_Chapter a4
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comparison between predictions of the GCC modelcaagsening observed in experiments of Xe
ion sputtering of Ge(100) is reported.

Chapter 5s a short introduction to the Helium Atom Scattgrand the advantages of using such a
technique in studying single crystalline solid agds. Indeed, because of the low energies used
(between 10 and 300 meV) the incident atoms are t@bprobe the topmost layer of the substrate
surface in an absolutely nondestructive manner. H@&S been used to study properties of a
graphene overlayer grown on the Ru(0001) surfacealtticular, from diffraction intensities it was
possible to derive information about the geomeltroamarugation of the graphene layer, which is
currently still under discussion. According to DE&lculations graphene grown on Ru(0001) is
highly corrugated; values higher thamlare reported. Diffraction spectra and relativelysis of

the corrugation amplitude are presented in ChaptEmally, preliminarly results about He, Ne and
Ar diffraction from Ru(0001) are shown. They confitheoretical predictions about the Ru(0001)
surface. This is an ideal system to investigate tif@rent surface electron densities can be probed

at different classical turning points by changihg scattering projectile.



Chapter 1

Doping of Carbon Nanotubes

1. About carbon nanotubes

Since their discovery in the early 1990s, carbamohzbes (CNTs) have attracted a huge interest in
the scientific community due to their incredibleea@lonic and mechanical properties [1]. The
geometric shape of a single-walled carbon nano{@®&CNT) can be understood considering a
graphene sheet which is rolled up into a cylindretepe. Their diameters can vary from 0.7 to 10.0
nm; usually most of them show a diameter of aboaot2or less. The length of such objects can
reach up to severgim or even mm. For this reason carbon nanotubes@isidered a good
example of one dimensional systems. The terminatiointhe tubes are called ‘caps’ and are
essentially hemispheres of a fullerene. Each capade up of six pentagons and a certain number
of hexagons which allow the cap to fit perfectiytibe cylindrical body. An important classification
regarding the simmetry of carbon nanotubes distgigs them according to their chirality. An
achiral carbon nanotube is defined as a nanotulmsevimirror image has an identical structure to
the original one. There are only two classes: aamand zigzag nanotubes, which are shown in

fig.1. As it emerges from the pictures, these nacwese from the shape of the cross-sectional ring
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at the edge of the nanotubes. On the contrarylamr@otubes have a mirror image which can not

be superposed on to the original one.

Fig.1 Classification of carbon nanotubes: (a) armcl{b)rzigzag, (c) chiral nanotubes.

The simmetry of carbon nanotubes is basically @efiny two vectors in the plane of the unrolled
graphene sheet. They are called ‘translation vedt@nd ‘chiral vector’Cy. The translation vector
is parallel to the nanotube axis and is perpendidol the chiral vector, which defines the sectbn
the nanotube (see fig.2). Both vectors can be sgprkin terms of the real space unit vecigsnd
a, of the hexagonal lattice as follows:

Ch =na;+ maz (n,mare integers, L' imkn) T =t;a;+ta, (t; andt, are integers)
An armchair nanotube will always correspond to ¢hgeen = m, with Cy = (n,n), and a zigzag
nanotube tan = 0 andC;, = (n,0). All other g,m) vectors correspond to chiral nanotubes. In fig.2
four crystallographically equivalent sites O, A, B,are indicated. The vectoBA andOB in the
plane are the chiral vect@y; and the translation vectdrof the nanotube. The tube is formed when
the honeycomb sheet is rolled so that point O éd@scwith point A and B with B’. The diameter

of the carbon nanotulwzkis given by Lit, where L is the circumferential length of the tube

d=L/m L=0C,E aVyn?+m?+nm

As it can be seen from the picture the vectranda, are not orthogonal to each other, so their
inner product gives:
alhy=zalh= 3.2, = 3.2/2

where the lattice constaatis equal to 0.144nm~G3 = 0.249nm.
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Fig.2 The unrolled honeycomb lattice of a hanotube.

The chiral anglé is the angle between the vectQisanda;, with absolute value varing from 0° to
30° due to the hexagonal symmetry of the honeycdattice. The chiral angle indicates the
orientation angle of the hexagons with respech&direction of the nanotube axis and is defined
as:

2n+m

24n%? +m? + nm

cos? =

Very interesting in carbon nanotubes is their etatt structure. Calculations demonstrate that a
carbon nanotube can be either metallic or semiocctimty depending on the values a@inf) and
therefore on its diameter and chirality. In a gepd sheet, the conduction and valence bands touch
each other at the six corner points of the firsti@®rin zone. These states are filled with electron
with Fermi’s energy. For this reason a graphenetsisesemimetallic with a zero band gap. In a
nanotube (assumed to be infinitely long) the etettr states are parallel lines in the k-space,
continuous along the tube axis and descrete alemgitcumference. Looking at fig.3 it is possible
to distinguish different cases [2]. For armchaibes there are always states crossing the corner
points of the first Brillouin zone (fig.3a) : theye all metallic. In case of — m # 3 x integer the
lines which represent the electronic states docrmgs the corner points (fig.3c and d) : the tubes

are semiconducting. The energy gap is proportitm#the inverse of the diameter and is about 0.5
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eV for SWCNTs with diameter of 1.4 nm. In fig.3bhjeh represents the case-m = 3 x integer)
some electronic states cross the hexagon corribescarbon nanotubes should be semimetals but
they become small gap semiconductors due to attwevanduced orbital rehybridization effect.

Fig.3 Schematic structures of SWNTs and how they detexriiie electronic properties of the nanotubes. (a)
a (10,10) armchair tube is metallic, (b) a (12j@rag tube can be semiconducting due to the cumvatii
the nanotube, (c) and (d) a (14,0) zigzag and1®)Tube are semiconducting.

Another fascinating aspect of carbon nanotubesnsected to their mechanical properties. Due to
their extremely high value of Young’'s modulus (ITPa), carbon nanotubes are among the
strongest materials existing in nature. For examipleir tensile strength is about hundred times
higher than steel [2].

Due to their excellent properties, a huge effod haen accomplished so far in the production of
these materials with desired characteristics and d¢erger production scale. CNTs’ potential in
technological applications sounds really very ping. For example, ensembles of nanotubes have
been used for field emission based flat-panel digpbr incorporated in other materials to improve
their mechanical properties. Single nanotubes teeen used for field emission sources, tips for
scanning probe microscopy, nanotweezers and cheseosors. Moreover their nanometric size
strongly suggests their employment in nano-scaetienic devices. Incorporation of hetero-dopant
atoms into the carbon graphitic network would all@Moring of CNTS’ electronic properties in a
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controllable fashion and without structural modition. Natural candidates for this aim result to be
boron and nitrogen atoms, since they have compai@oimic size and would fit into the carbon
network without altering it. Moreover they have egtr and donor characters, respectively, which
makes them perfect choices in the attempt to meelulanotubes’ electronic properties. Recently
several calculations have shown that nitrogen dppamn give a strong influence on the transport
properties of semiconducting nanotubes [3-6]. lg.4fa the calculated band structures and
corresponding densities of states of N-doped CNT s fitrogen concentration of 1% is shown [7].
For armchair tubes (metallic), the impurity intreés a peak at about 0.6 eV above the Fermi level,
together with several other additional peaks. Timpurity state is totally delocalized. More
interesting is the case of a zigzag tube (semicttodusince the extra band of the impurity falls
near the bottom of the conduction band leadingrieva flat level at about 0.2 eV below the bottom
of the conduction band. This localized electrortigtes can lead the tube to become chemically

active and to form covalent bonds with other tubesase of impurities facing one another.
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Fig.4aBand structures and corresponding densities t#sta Fig.4b Two nitrogen-doped zigzag
for a N-doped carbon nanotube (1%) (solid linesusrthe nanotubes facing edobro

folded band structure of a pure nanotube (dashefl i (a)
(8,0) zigzag nanotube, (b) (5,5) armchair nanotube.

This is very interesting and opens many possieditrom a device perspective. Indeed such
intertube connection (better visualized in fig.4kijl probably change the tunneling properties
between the tubes considerably. Moreover, if thesidg of intertube bonds is high enough, a well

packed bundle of SWNTs can be formed and their ar@chl properties significantly enhanced.
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Many techniques have been employed up to now tthegize nitrogen doped carbon nanotubes.
Chemical vapor deposition [8-10], pyrolysis [11-18hd arc-discharge [14] resulted to be
successful in the doping process, even though ofasie CNTs produced are multi-walled with a
typical bamboo-like morphology. As examptg.5 shows TEM images of nitrogen-doped carbon
nanotubes synthesized by chemical vapor deposidohnique using Co-Mo catalysts [15]. The
tubes are CNmulti-walled nanotubes and present a bamboo-shstpecture. Many carbon nitride
nanobells are linked together to form the tube. fijpecal diameter distribution ranges from 9 to 13

nm.

3 ¥ 1 n 12 u L]
Dlameder rem)

Fig.5 Typical TEM images of bamboo-shaped nitrogen-daga@tion nanotubes.

More complicated is the production of nitrogen dbp@WCNTs. Therefore only few groups

succeeded in this attempt. A new approach foryhéhssis of nitrogen and/or boron doped SWNTs
in arch discharge experiments has been proposéaldryp et al. [16]. Instead of performing the
experiment in a nitrogen rich atmosphere, they ehosadd organic and inorganic nitrogen rich
precursors into the graphitic anode rod. The marinvalue of nitrogen concentration achieved is
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about 1%, determined using electron energy losstsgseopy (EELS) and transmission electron

microscopy (TEM). Examples of samples producedshoavn in fig.6 (a,b).

Fig.6aSEM image of nanotubes 1% N- Fig.6b HRTEM image of nanotubes 1% N-
doped. doped.

2. Nitrogen implantation in carbon nanotubes : thecetical predictions

Due to recently proposed atomistic computer sinmiat a new way of incorporating nitrogen
atoms in SWCNTSs has been tested. Indeed, usingesisttechniques shown above usually results
in most of the nitrogen atoms chemisorbed on theotde surface, forming nitrogen molecules
intercalated between graphite layers or bondings iniegular carbon structures in’sgtes. Only a
very tiny percentage of them would occupy the stiiinal sg position in the graphitic network.
Kotakoski et al. [17] proposed the use of ion iraéidn as a tool to dope nanotubes with boron or
nitrogen. Using molecular dynamics with empiricakgntial and density functional force models
they showed that during irradiation of single-wdltearbon nanotubes with boron or nitrogen atoms
up to 40% of the impinging ions can directly occubpg substitutional $mosition in the nanotube
atomic network. The most probable atomic configoret resulting from simulations during ion
irradiation are shown in fig.7(a,b,c,d).
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Fig.7 Most abundant atomic configurations after N iopawts onto SWCNTSs. (a) perfect smpurity, (b)
bridge, (c) rocket, (d) $pC configurations in a (10,10) SWNT calculated wifie analytical model. (e) and
(f) rocket configurations in a (5,5) SWNT calculteith the DFT model

The most important is the substitutionaf spnfiguration with a nitrogen atom replacing abcar
atom in the graphitic network (fig.7a). Fig.7b sihsothie ‘bridge’ configuration with the N adatom
on the tube surface. Other possibilities are itatsd in fig.7c with the ‘rocket defect type’ (iase

of an impacting ion displacing a carbon atom frasnsite and replacing another one) and in fig.7d
with the ‘sg+C defect type’ (in this case the dopant atom lesaced a carbon atom which
remains bonded to the dopant). It is also posdiblealculate the number of dopant atoms with
different coordination numbers per one impinging. im fig.8 this is shown as a function of the ion
energy. In case of N ions the probabilities fae#icoordinated dopant atoms, which will mostly
result in the substitutional configuration, can asihreach the value of 50% at the energy of about
50 eV. Then this probability decreases with the emergy together with the fraction of ions that
remain in the tube during irradiation. Consideriogly N atoms which remain in the tube,
simulations show that the probability to occupyta & the sp configuration can reach the value of
65% at 50 eV before annealing. The probability dases to 55% at 300 eV. The reason of the
highest probability at about 50 eV is explainedenms of energy transfer. According to their model
it is necessary for a C atom to acquire a kinatiergy of[125 eV to be able to move from its site.
Considering head-on collisions in the frame of bivgary collision approximation, this leads to an
ion energy of about 30 eV. Nevertheless, it musb dle considered that in simulations the impact
parameter is randomly distributed and the atomtidrenergy will be partially lost in multi-atom
interactions. This causes an increase of the mottbde energy to 50 eV. At higher values of

kinetic energy the probability that impinging iocen pass through the tube increases.
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Sample annealing after irradiation will result im iacrease of the number of dopant atoms in the
sp® configuration due to their thermal migration andnihilation with vacancies created by

energetic recoils. Moreover, even if irradiation psrformed at energies higher than 50 eV,
vacancies created in the process are supposeddmbee with dopant atoms when they become

mobile in the sample.

Experimental works recently performed confirmed th#iciency of ion implantation in
incorporating dopants in carbon nanotubes. Irramtiadf SWCNTs with N ions at energy of 0.5
keV and flux equal to 15 nA/cithas been reported [18]. The samples have beestigated by
atomic force microscopy (AFM) in order to get infaation about their morphology and mechanical
properties before and after irradiation, and x-pdwptoelectron spectroscopy (XPS) to check the
nitrogen concentration and chemical bondings. Titkas found that the morphology of the tubes
is preserved after irradiation for 17 and 47 misutdoreover XPS analysis shows that there are
two components in the N 1s core level spectragdl&t nitrogen atoms bonded to carbon atoms in
spf and sp configuration. Deconvolution of the C 1s signahfions this attribution (see fig.9).
AFM analysis gives information about the tube hasinand its evolution in time as well. During
nitrogen implantation CNT hardness increases. ¢bisesponds to an increase in the XPS spectra

of the intensity of the Spbonded nitrogen atoms, which is in agreemet whkotetical
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expectations. Another experiment about nitrogenirdpp SWCNTs has been performed with 3
keV N," implantation at room temperature for a N:C atonaibo varying from 0.06 to 0.12 [19].
Samples have been analysed by XPS to check thagaitrconcentration and chemical bondings
and by EELS to monitor the level of damage induzgdbn irradiation.
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Fig.9 Deconvoluted C1s and N1s spectra. Experimental (@d&ts), components attributed to different bonds
(dashed and dotted lines) and fitted results (Sivlésk).

X-ray photoelectron spectroscopy analysis shdiweg nitrogen atoms are bonded to carbon atoms
in three different configurations : tetrahedraf, spyridine-like and substitutional triangularsp
configurations and these species are stable fagadimg at 650 K. Samples have been annealed up
to 1200 K showing that the most stable dopant at@mes those which are bonded in the
substitutional configuration. Energy loss specwa dlean SWNTs show two peaks: the first at
about 6 eV is attributed to 2ptt* transition and the broad structure at 27 eV is tuplasma loss
with both 1t and o characters. During N irradiation the intensity of the first peak isastgly

reduced while it partially recovers when the sanpkennealed to high temperature (see fig.10a).
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undoped sample. curve is for clemmd unbombarded sample.

A similar behaviour of thertloss feature has already been observed in expetsmaf CNT
irradiation with A and Né& ions and attributed to increased level of diso@i®il damage in the
tube network during sputtering [19]. The authotslaite the observed changes in the EELS spectra
to similar reasons and justify the increase ofrtteggnal upon annealing with a partial restoring of
the tube network. This is also confirmed by higkotation electron energy loss measurements
shown in fig.10b. For clean SWNTSs the peaks V1a2da¥/90 meV and 175 meV are assigned to
radial and tangential optical modes of phonon atioihs, respectively. The peak V3 at 360 meV is
attributed to C-H stretching bonds in aromatic sinBuring ion irradiation, decrease of V1 and
increase of V3 is observed indicating the presesfcdisorder and defects with carbon dangling
bonds to which hydrogen atoms can bind. The redoctif V3 upon annealing indicates the

restoring of the initial carbon structure.

The efficiency of ion irradiation in doping carbaanotubes has been recently proven also in case
of alkali metal dopants. Alkali metals intercalatim CNTs is usually performed by mean of vapor
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deposition by thermally diffused gas, capillary tiveg of liquid face substances or direct soaking in
the solution. These techniques, however, allowntooduce only a single species dopant with a
more or less uniform distribution. On the contrahrpugh ion irradiation it is possible to localize
dopants in a well defined sample region, which daelsult very useful for practical applications.
Collisionally excited autoionization electron spestopy has been used to study the interaction of
slow N& ions with both SWNT and MWNT mats [20]. This spestopy is based on energy
analysis of electrons emitted by autoionization ayscof sodium atoms excited by electron
promotion in collisions between an incoming sodipmojectile and a sodium atom previously
deposited on the sample. The deposition has bedorped in two ways: implantation due to the
ion beam itself and evaporation of sodium atomghertarget before ion irradiation. In the firsteas
an intense and time increasing Na autoionizati@ttedn signal has been observed during ion
irradiation, which confirms the presence of sodiatoms on the surface. They stick on it and
remain localized there. An example of such a kihdignal and its evolution in time is shown in
fig.11.
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Fig.11 Autoionization electron spectra taken during 790Na" ion irradiation on MWCNTSs (upper panel)
and SWCNTs (lower panel).
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Fig.12 Na KLL Auger electron spectra at saturation cogesasfor MWCNTSs after Na atom deposition and
after 300 eV Néion irradiation (upper panel-a) and autoionizatectron spectra during 300 eV Nean
irradiation on Naand Na saturated MWCNTSs (lower panel-b)

Very different is the case in which sodium atome awaporated on the sample before ion
irradiation. No detectable signal of autoionizatigray of excited sodium atoms (see fig.12b) is
observed from the sample which indicates both a gtioking efficiency and large mobility to
diffuse in the bulk of the dopants. Moreover thexmmum concentration of sodium atoms which
can be reached in MWNTSs by both evaporation andrradiation has been checked. In fig. I%a&
KLL Auger electron spectra at saturation coverafes MWNTs are plotted. Auger electron
spectroscopy shows that in the first case sodiuntemtration is nearly half of the concentration

reached in the second case.
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Chapter 2

Nitrogen implantation in single-walled carbon nanotibes

1. Experimental results

A SWCNT bucky paper of nominal 1Q0n thickness has been irradiated with a 300NgWeam

and then analysed using x-ray photoelectron spssipy and reflection electron energy loss
spectroscopy (REELS). Experiments have been peedrin a UHV chamber equipped for

standard surface analysis with a base pressurel®PIrorr. The sample was mounted on a hollow
sample holder and kept fixed by sandwiching it lestw four stainless steel disks. The pristine
sample was analysed by scanning electron micros¢Sgy) to characterise CNTS’ structure.

Fig.1la shows a typical SEM image: SWCNT bundleshwittube diameter distribution centered
around 1.4 nm are clearly visible.

BeforeN, implantation the sample was cleaned in situ by sd\amnealing cycles at a temperature
of about 1000°C monitored with an optical pyrometemnealing has been performed by directly
passing a current through the sample. After heamg@xygen concentration of about 1% was still

detected, most probably due to the oxide form ckelicatalyst.
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5000 nm

Fig.1 Sem images of carbon nanotube samples, befoam@gafter (b) ion irradiation.

300 eVN, ions were produced in a differentially pumped ccédhode ion source and focused on
the sample along normal incidence direction. Durmadiation the beam has been rastering over
the whole surface area of 7 x 8 M have the best possible lateral homogeneity. dtireent
density was in the order of 0.5 nA/MnBecause of the high reactivity of the defected\SW/ the
oxygen contamination level raised to up to 3-4 %erafong time ion irradiation but sensitively
decreased after heating and for final annealing080°C it was reduced to the original value of
about 1%. Nitrogen implantation was performed aihrdemperature in consecutive steps and the

ion fluenced, reported here refers to the total cumulative iaeidn amount. After the final

exposure to the ion beam fdr, = 2x10"ions/cn?, the N-doped SWCNT sample was heated to

T=400°C for 20 min and then cooled down at roomperature to take measurements. Further
cycles of annealing to higher temperatures for 20 @ach were successively taken and the highest
temperature was 1000°C. In fig.1b a SEM image afdged SWCNTSs after the last annealing is
shown. The tube structure is still visible so itshlbeen preserved during experiments. Non
monochromatic Al K x-ray (v = 1486.6 eV) was used as excitation source foe devel
photoemission spectroscopy studies. Reflectiontrelecenergy loss spectroscopy measurements
were also taken with an electron gun operating @rimary energy of E= 400 eV. Emitted
electrons were collected with a rotatable hemisphkenergy analyzer mounted on a goniometer.
The analyzer had an acceptance angle of 2° andoperated with a constant pass energy of 100
eV. The full width at half maximum was 0.8 and &W for reflected electron elastic peak and Cls

peak, respectively. Tablel is a summary of all erpental steps indicating the nitrogen ion fluence
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®, and the subsequent annealing temperature. Alsongiie the nominal nitrogen

concentratiom,, as determined from the N1s and C1s core level ghotsion intensities at normal

emission direction:

l N1s /Ule (1)
lCls/O-Cls + I le/O-le

Pn =

with o,,,and o, are the photo-ionization cross sections.

Table 1 - Experimental steps of N; ion implantation and subsequent annealings

@y, (lons/em?) 0 77102 17x10% 26x10%  36x10%  46x10M%  63x10%  96x10™  14x10%¥  2.0x10%

pn (at. %) 0 1L 2.7 3.7 43 S 6.1 8.5 10.0 11.3
T (°C) 400 500 600 700 800 900 1000
o (at.%) 10.1 9.3 7.7 6.5 5.6 3.4 1.6

Table 1 Experimental steps &f, ion implantation and subsequent annealings.

To investigate the atomic nitrogen doping conceéinmaand the dopant depth profile, both N1s and
Cls core level photoemission intensitigs; andlcis at three different emission angleg<70° for
grazing emissiong=40° and &=0° for normal emission) have been measured. Thauleted
nitrogen concentratiop is plotted in fig.2 as a function of ion fluenaedaannealing temperature.
It can be immediately noticed that for as-implam&@&WCNTspy is smaller on the surface and in
the near surface region than in the deeper zoneaitna that nitrogen particles do penetrate in the

bulk. In fig.3a0y as a function of for the sample irradiated wittb, = 2x10*ions/ cn’at room

temperature followed by heating Bt600° is shown. In case of as irradiated SWNTHs, jgossible
to note that the polar angle dependence\at quite similar to that reported by Palacio e{H] for
1 keVN, implantation into a graphite sample along an incg#geangle of 55° with respect to the

surface normal.
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Fig.2 Nitrogen atomic concentration measured at thréferdint emission angles as functionNbfion dose

and annealing temperature. They are determined tlmmN1s and Cls core level XPS spectra after
correction for the photo-ionization cross sections.

It is well known that the detected photoemissiotensity of an atomic species having a
concentration profilec(z), with z being the distance measured from the sample syrfaan be

written as:

1,(6) 0

o, z
. - d 2
)lxcose'gcx(z)ex{ AxcoseJ ‘ @)
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In the present case, N1s and C1s photoelectrors duaite similar kinetic energies of about 1086
and 1215 eV, respectively, so they should havelydhe same inelastic mean free path

Therefore, the measured polar angle dependenag 8) is directly correlated ton(2) as:

1@, ;
P (0) B |c15(3)/0'cls + | N1s(€)/U'le ACOS&JC (Z) eX[{ Acosejdz (3)

8

™
=
e
E‘h & .“ ."‘.
& ? = - ]
ot "
i L PE‘.
= |
g #.
= A
= B
E »
2
= |
=
@ DI
2

2
ul
: L
-z

Al o o

i 1 i l i ] i L
0 10 20 30 40 50 60 7O

Emission Angle

Fig3a N dopant concentrationpy as a function of emission angld for the sample irradiated
with® = 2x10"*ions/ cnt at room temperature followed by heating to T=600F&e dotted curve is the
fitting using the concentration depth profile showvriig.3b
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Fig3b Nitrogen concentration depth profile calculatedwéty.(4) (red region). The grey and blue histograms
represent the uncertainties defined by an incret$g6 in the minimum? value.

This integral equation has been solved numeridallgividing the probed region (assumed to’be
44 thick) inton = 50 equally spaced slices and optimizing the entration profile by the least

square best fitting:

J

1 7 z i o
Z,- Pn (‘91)‘/10056j !CN(Z)GXF{‘ACOSQ_ sz} =min (4)

in which on(4 ) are the measured values. The so obtained theairatirogen atomic concentration
depth profile is depicted in fig.3b for the casedstd. The fitting to the experimental data is also

shown in fig.3a as dotted lines.
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Fig.4 Left panel: Normalized N 1s core level photoenuissispectra for several ion doses &f
®,, =17x10%ons/cn?;  b)®, =36x10%ons/cn?;  c)®, =96x10"ons/cn?;  d)
®,, =2x10"ions/cn?’; and post irradiation annealing at temperature)df=400°C; f) T=600°C; g)
T=800°C; h) T=1000°C. Right panel: some representative N1s $ihepe curve fitting schemes for
®,, =26x10“ons/cnt; j) @, =2x10%ions/cn?; k) T=500°C;l) T=800°C. Note that the binding
energies of all components are constant and faritlentification see text.
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In doing so, it is assumetl= 2 nm. A different choice of changes somehow the absolute values
of cn(2) but leaves the overall profile shape unalteredadyer (smaller) value oft shifts the
maximum ofcy(2) to deeper (shallowerd and makes it slightly broader (narrower). It mhst
mentioned that because of the exponential factoeqr{4), the uncertainty associated cigz)
increases greatly witkh and becomes quite insensitive to the dopant cdraten in the region
deeper than 8 Indeed the contribution to the measured intensignily less than a few percent. To
make a rough estimate of the concentration unceytaa single fitting parameter was allowed to
vary to yield an arbitrary increase of 1% in thenimiumx? value and the so determined upper and
lower limits of cn(2) are also shown in fig.3b as blue and grey histogy; respectively. Increasing
the number of slices of the sampling region produces little effectstioa profile. In the left panel

of fig.4, N1s core level photoemission spectradeveral ion fluences and annealing temperatures
are shown. These spectra were taken at normal iemiaed have been corrected for the analyzer
transmission factor, Shirley-type background suité@d normalized to the same height and
vertically shifted to emphasize line shape evolutibhe energy scale has been calibrated so that the

maximum of C1s core emission is centered at a bgndnergy BE = 284.5 eV for clean SWCNTSs.
Looking at curves (a), (b), (c) and (d) it can kers how continuou, irradiation on SWCNTSs at

room temperature results in a gradual change ofliNéshape.

In particular a structure at lower BE grows. Speetaken after annealing (e), (f), (g) and (h) pnese
sharper spectroscopic features showing in a ceteanperature range two well separated peaks. To
gain more detailed insight into the nitrogen chexhimonding nature, core level energy distribution
curves (EDCs) have been fitted using a series ais§&an functions. Examples of the used
deconvolution schemes are shown in the right sidegg@. For room temperature, in as-implanted
N-SWCNTSs the N1s spectra are very broad and carohsequently well fitted with 2-3 or even
more components at nearly quite arbitrary bindingrgies with different line widths and relative
intensities. The best choice to overcome the lamyzertainty is to analyse first the spectra taken
after annealing at 600, 700 and 800°C for which wetl distinct peaks are clearly resolved. These
two peaks are indicated ag &d R in fig.4. They have constant binding energies @8.8+ 0.1

and 400.5t 0.1 eV and full width at half maximum of 2600.1 eV. This indicates that the chemical
bonding environments are the same for nitrogen nlogbms in these annealed N-SWCNTSs. The
tail at higher BEs has been fitted with two sméalustures indicated as,Rand R at energies of
402.3+ 0.2 and 403.4 0.2 eV, respectively.

Their total spectral weight is only about 10-20%r Eamples annealed at lower temperatures, it can
be noticed that the valley between peaksaRd R is gradually filled. This can not be simply

explained by a broadening of the two main peaksitaischecessary to introduce a new component

-28-



at a binding energy of 3994830.1 eV marked as,PThis decomposition scheme with constant BEs
and widths can well reproduce the whole set of tspeand its self-consistence gives a good
confidence in the analysis procedure. It is intémgsto mention that in literature there is a large
variety of XPS studies on nitrogen containing carlmeaterials and N1s line shape curve fitting
employing components with varying energies and hgdbften resulted in arbitrary and
controversial peak assignment. Decomposing a s&R8 curves using components with fixed
binding energies implies the assumption of wellirdesf chemical environments while other
parameters like dopant concentration, defects anmgpérature are changed. In fig.5 the total and

component specific N concentration as a functioNjobn fluence and annealing temperature is

shown.
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Fig.5 Total and component specific N concentration aimation ofN, ion dose and annealing temperature.
P., P,,... are the fitting components using in the rightgleof fig.4.
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In the first stage of doping, peak i8 the most relevant component bytiftreases faster with,

and its intensity reaches that of &®,, = 4.6x10"ions/cnfand becomes the dominant species

afterwards. Annealing causes a partial loss obgén dopant atoms in the probing region due to
sublimation and/or diffusion into deeper zones. bhad corresponding to the peak at 400.5 eV is

the most stable one against heating to high teryresa The relative abundance of each N species

is indicated asR =——, where the index stands for B P,, etc. It is plotted as a function of the

N1s

total nitrogen content in fig.6 for as irradiatéeft(panel) and annealed (right panel) samples.
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Fig.6 Relative abundance of various components of Nie lewel spectra shown in fig.4

Nitrogen doping into SWCNTSs certainly induces profd modifications in the electronic band

structures and such information can be closelp¥atid by REELS. In fig.7 some spectra taken

with a primary energy of £400 eV are shown.

-30 -




0.06 0.06
:‘;} L ]
Z .05 4 0.05
S
=
[
v - -
S
= 0.04 0.04
=
E
o
z
0.03 0.03
0.02 0.02

Energy Loss (eV)

Fig.7 REELS taken with a primary energy of Ep=400 eVeTicidence and emission angles were 0° and
40°, respectively, both measured relative to thdasa normal. The spectra have been correctedhfor t
analyzer transmission factor and normalized tohgsight of elastically scattered peaks. The insetstine
details of 777 loss feature. The left panel shows how thg* loss intensity decreases during sputtering,
the right panel shows how it recovers upon anngalin

The incidence and emission angles w@t€)° and 8.=40°, respectively, both measured relative to
the surface normal. The spectra have been corrdotethe analyzer transmission factor and
normalized to the height of elastically scatteredks. As already mentioned, the loss feature at
about 6 eV is due ter 77 transition whereas the wide and intense structr®6 eV is commonly
attributed too + 7rplasmon excitations involving all valence electom the insets, the enlarged
portions of the REELS curves are depicted to hgjttlithe evolution of therloss structure. To
better illustrate the dramatic changes of tHless peak a simple linear background was substtact

and the resulting integrated peak intendity . was then normalized to that of the elastic pkak
taken by doubling the spectral area on the negaisgeside. The so normalizes# loss transition
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probability . =1 l,, together with its energy positidd _ . is plotted in fig.8as a function

el
of @, and annealing temperature for two emission andlés=@0° and 80°. As can be seen, upon
irradiation, thereplasma excitation rate decreases monotonicallg@jt and its transition energy

continuously shifts to lower values for, < 46x10"*ions/ cnt and then levels off afterwards.

0.08 T T T T T T T T T T //I T T T T T T T T T T T T T 6.2
™
' O @ 0 .=40°
0.07 A A A 9 =80° 16.0
¢ ™
A
0.06 -@ ot 15.8
A
. ™
A i
0.05¢ ) 15.6 g
® A ® 4 Q U%
- Ab ® A 9
:=0.04— . ° A 154 2
— : ° A A © 2
A ° | —_
003- &, 2 o o Lo 5.2%
g 0
A
0.02 + 4
A é‘ o 5.0
A — A -
0.01F Spap A A 14.8
A
Q@ 4 © o
0.00 N

0.0 05 1.0 1.5 2.0 "400 600 800 1000

N2+ Ion Dose (1015 ions/cmz) Temperature (°C)

Fig.8 727 transition energy and probability as a functibri\, ion dose and annealing temperature.

With respect to the pristine SWNTSs, ther loss intensity is decreased by a factor of 11 igsd
transition energy reduces from 6.1 to 5.2 eV. Alinggroduces a gradual increase in its intensity

and inE__.. It is interesting to note that even after anmgplio the highest temperature of
=
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T=1000°C, its transition probability is still mucbsk than that for untreated SWNT sample, though
the nitrogen atomic concentration is reduced tg abbut 1-2 percent.

2. Discussing XPS data

In discussing nitrogen doping of SWCNTs throdghon irradiation, two fundamental and

intrinsicly correlated issues will be addressedmbardment induced structure damage and N-C
chemical bonding. The consequent modificationshi® gystem electronic properties will be also
discussed.

It is well known that during approaching to thegetrsurface the incomirlg, ions can undergo a

charge exchange process and will most probably éetradized via a resonant or Auger
neutralization mechanism [2]. These nitrogen mdethen will likely be collisionally dissociated
at the surface into two N atoms, each of them esrabout half of the primary kinetic energy,
which means about 150 eV. Heavy particle impacS@®ICNTs can produce point defects such as
vacancies and adatoms due to momentum transfenackkon N-C collisions. The threshold
displacement energy has been estimated to be abeh eV [3]. Moreover, physical and chemical
sputtering can also be responsible for the log8 afoms in the surface region [4]. In an atomistic
simulation of low energy and low fluence irradiation SWCNTs, Krasheninnikov and Nordlund
showed that a 150 eV Né&n can create one or two single atomic vacarini@snanotube [5]. Such
vacancies on small diameter nanotubes are metaséabl can reconstruct forming pentagons to
saturate or partially saturate the dangling bor@8][ The C atoms knocked out in a primary
collision can leave the surface as a sputteredcfgadr remain attached to the tube as an adatom.
Such C atoms can also migrate through the nanatu@enihilate other vacancies or to be bond in a
place quite far away from their original sites [Because of the low primary energy used in this
study the average number of defects produced bgcGils in secondary and cascade collisions is
expected to be small [10]. For SWCNT bundles dlgo possible to create inter-tube links through
covalent bonds mediated by carbon recoils [11].

Irradiation using nitrogen particles can createilsinstructural defects in SWCNTs as noble gas
particles do. However its high chemical reactivityakes probable the trapping of nitrogen in the
created vacancies. Indeed, because of the veryasimiasses a large energy and momentum
transfer from a projectile N particle to a targetatom is likely. A schematic representation of
possible N-C bonding configurations is given indigwith C°N*# it is meant thatr carbon atoms
are removed an@ nitrogen atoms are added. After knocking off aboaratom, if the kinetic

energy of the impinging nitrogen particle is snalbugh, it can replace the C atom inserting itself
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in the three-fold coordinated hexagonal ring (apand to two C atoms (b) but this later bonding is

expected to be unstable and should readily tramstorthe former one.
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Fig.9 Schematic representation of possible N-C bondaorgigurations with a nitrogen dopant atom inserted
in a graphitic network : a) substitutional N-38pC*N*; b) pyridne like N-2sfC C'N*: ¢) pyridine like N-
2sgC CN% d) N-4spiC C?N*; e) N-3spC C*N*.

Even if the projectile N is not captured in thegoral vacancy, it can migrate in the nanotube
network and finally be trapped in some other vagasites [12]. A double or multiple vacancy can
also be created in one or two separated collisigjuesnces and if a N atom is trapped there it will
link to two sg C atoms forming a pyridine-like bonding (c) or aamnect to four or three $&
atoms (d-e). Of course a nitrogen impurity atom akso be present in the SWCNT bundles as an
interstitial or bind to the inner wall of a nanotuéas an adatom. The most stable configuratioreis th
bridge-like one in which N is bonded to two’ €patoms [12]. Srivastava et al. showed that nérog
atoms may be chemisorbed on the reconstructed eyacites [13].
In the last 15 years a great effort has been pudantifying the chemical composition of carbon
nitride films grown with a variety of techniquesdaaf nitrogen ion irradiated graphite, amorphous
carbon and fullerene films in a tentative to systhe superhar@-C>N*. Nevertheless, the N
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bonding character is nowadays still a controversalies of long lasting debate. Marton et al.
proposed a two phase model: smalNGlike crystallites with tetrahedral $pondings (P are
embedded in a graphite-like’sponded CN regions (BE = 400.0 eV) [14]. This scheme has been
widely adopted in subsequent studies. Ripalda etamjued that the introduction of a third
component (B in a position intermediate between &d B can somehow explain the otherwise
abnormal peak shifts in GNilms after annealing and renders the fitting magonal [15]. They
suggested to attribute B atoms linked to two C neighbours in & ppridine-like configuration, £

to metastable ion beam induced defects agdoPN atoms substitutionally incorporated in? sp
hexagonal C rings. These assignments were latgrosigol by a polarization dependent near-edge
x-ray absorption fine structure study [16] but algere criticized by Zheng et al. [17]. Based on
theoretical calculations [18], they confirmedtB have a tetrahedral spharacter and proposed P
to be a pyridine-like spbonding and Pto be substitutional $pn a graphene network. Peaksahd

Ps at high binding energies are commonly attributedN-O bondings, though some studies

suggested that they may originate from moleculgdBl.

For nitrogen doped carbon nanotubes the experiin@tita core level photoelectron emission
spectra reported in literature are essentiallysdi@e as those for GNtwo main peaks at 398.0-
398.6 eV and 400-401 eV which correspond t@afd R in fig.4, respectively. Sometimes a third
intermediate component{Fhas been observed. Two main identification sclseexest in literature.
The first is based on the binding energy calcutatiperformed by Souto et al. and by Johansson
and Staftroem who assigned @ nitrogen atoms tetrahedrally bonded to threehspridized C
atoms, P to those linked to two $pC neighbours at the edges of a graphene sheetPatd
substitutionally threefold coordinated nitrogentie aromatic ring network [20,18]. This can be
regarded as an extension of the two phase modghally proposed by Marton et al. [14] for €N
or as a replica of the assignments suggested bygZéieal. [17]. The second well adopted scheme
is based on the Hartree-Fock self-consistent-foalidulations performed by Casanovas et al. [21]
for a planar graphene structure which identifies ffeak at BE = 398.5 eV as due to twofold
coordinated nitrogen atoms in pyridine-like sitesl #ghat at BE = 400.5-402.5 eV as substitutional
graphite-like N.

As can be clearly seen in fig.4, annealing of N-S\W& to high temperatures produced a dominant
N1s peak at 400.5 eV. In agreement with nearlpraVious theoretical and experimental studigs, P
has been assigned to nitrogen atoms substitutjobaihded to three carbon neighbours in & sp
hexagonal graphene network. This is consistent with theoretical calculations that show the

single substitutional defect to have the lowesifation energy [12] and is also supported by the
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atomistic simulations of Kotakoski et al. who evided the dominance of the threefold N sp
bonding configuration for low energy ion irradiaticn SWCNTs and its stability and increasing
prevalence upon annealing [3]. However, in themudations they totally ignored the possible
cumulative effects of ion bombardment.

In this study peak Pis assigned to N atoms bonded either to four Gpin the center of a
reconstructed vacancy site formed by two pentagandl two hexagonal rings (d in fig.10) or
bonded to three 3pC atoms in the vertex of a pentagon, a hexagonaanitie-member ring (e).
Peak R is assigned to N atoms linked to twd €pin a pyridine-like structure (c and marginally b
These structures are created by knocking out twaidths and localizing one N in such vacancy
sites. This scheme of assignment is essentialggmreement with those proposed by Souto et al.
[20] and by Johansson and Staftroem [18] and isistent with the fact that the relative abundance
of both R and B rises when ion fluence increases. It indicateargelr concentration of vacancy
defects in the nanotube network and a consequbigher probability for divacancy creation. The

reduction ofR, for N content larger than 9% may be due to theeasing defect-defect (vacancy-

vacancy) interactions which may render instablecthrdiguration like that shown in fig.9c, thus its
transformation into those of (d) and (e). The dcasttensity drop of P upon first annealing at
400°C is mainly related to the high mobility of lban adatoms which can efficiently diffuse in the
nanotube and recombine with vacancies in the midlke sites (c) or Spbonding states (e) to
transform them into perfect substitutional trigomandings (a) or just a simple bond bridging
between N and C in the pyridine site (b) causitcgraesponding rise of the absolute intensity ff P
Of course, heating can weaken and eventually biteakN-C bonds leading to a loss of nitrogen
dopants, especially for those in the energetidalég stable non substitutional sites. Moreover, it
can be noticed that the interstitial bridge bondiagwo sf§ C is not consistent with the results
shown in fig.4. Indeed, the probability for a ngem particle to become an interstitial should be
constant for scattering from perfect nanotube ji$ekpected to gradually decrease if scattered in a
increasingly defective network because of a laamortunity for a nitrogen atom to recombine
with an existing vacancy, in clear contrast to teserved behaviour of;Fand B. The other
bonding configurations with two or more nitrogeras located in the same (closed or opened)
ring are not very likely for low N content, espdlsiafor the present case of forced nitrogen
incorporation. At this point it is interesting taderline the basic differences between these real
experiments and the simulations performed by Katkket al [3]. These authors simulated the
statistical effect of a single impact of a freensliag single (10,10) nanotube. They did not take in
account the case of more SWCNTs (bundles), thupdissibility that a scattered projectile N or

recoil C atom can interact with a second nanotober¢ate more defects. More importantly, they
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totally ignored the cumulative effects of ion iriaibn induced defect production. In fact, in a
subsequent collision sequence it is much easikendck out a carbon atom (with dangling bonds) in
a vacancy site and create a double or multiplen@ea. Their simulation should be regarded as a
limiting case at very low ion fluence. Finally, thecident direction is completely random in the
SWCNT bucky paper sample. Interestingly, thoughudeglarge portion of nitrogen atoms are

bonded in pyridine and other defective sites, lkinegtrapolation te>, =Owould indicate an

intensity ratio of substitutionalsRo defective IPand B of about 4:3. This means that if the N-O
contribution is ignored, the threefold N?dponding fraction is very close to 60% predictedtingy
simulations [3]. Annealing the sample to high terapgres certainly reduces the number of defects.
The increasing mobility of C interstitials and amhat facilitates their diffusion in the nanotube
network, thus their recombination with vacancies.aresult, the intensity of peak &sociated to
pyridine-like bonding decreases rapidly with Tisitreduced to less than half of the original value
for T=400°C and is no longer visible for ¥ 700°C. A substantial portion is converted to the
threefold graphitic bonding ¢P With increasing heating temperature, there gemaeral loss of N
species in the probing region due to both to tifileigion into the bulk and to the sublimation from

the surface. These results are in very good agneewith an early study of Hoffman et al. on 500
eV N, implantation into graphite. These authors also tbarsimilar intensity behaviour of the three

main nitrogen peaks for post-irradiation anneatm800 and 500°C [22].

Taylor et al. in an early thermal desorption stodyCN, films observed the emission of N and CN
as the sample was heated and found that all N ioamgespecies are expelled at about 1200°C [23].
After heating to temperature of 1000°C the subisbitally configuration is virtually the only N
bonding environment. This result may provide a ficat guidance for obtaining good quality N-
SWCNTSs. It must also be noticed that due to th&dition of the experimental conditions (very low
beam current density and long spectrum acquisttroa) oxigen incorporation in N-SWCNTs was
unavoidable. However, annealing to high temperataresubstantially reduce the oxygen content,
as evidenced in fig.4. As regarding the nitrogeatigp distribution, it is interesting to note thhe
concentration profile shown in fig.3 is in quiteogbagreement with the simulated distribution
profile of defects for 500 eV Aombardment on SWCNT bundles [11], though, strisfieaking,

a direct comparison is not correct because thellision of dopant location sites does not take int
account vacancy and C adatom defects. It is woitewd note that high resolution TEM images of
individual SWCNT bundles under 30 eV Nradiation reported by Yamamoto et al. [24] shdwe
that for an ion fluence of up 17x10"ions/cm’*the NT bundles suffered some damages but their
tube structure remained essentially unchanged r@parted experimentals results are in agreement

with such observations. Incorporation of 11% nigegatoms must imply the presence of CNT
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network defects and structural deformation. Howgasrevidenced in the SEM image, the sample
was not made amorphous and these damages can bh@emecovered with heating. The defects
and disorder created by ion irradiation sensitivegiigct the original optimab,-p, orbital overlap
and lead to a narrowing of the7* pseudo band gap causing a shift in the plasmaggner

lossE . to lower values [2]. On the other hand, the progiuesloss of the long range order of the

conjugated 1t orbital coupling results in a dramatic decrease tlod collective oscillation

intensityy .. The extra electron of N atoms may also partiélllythe anti-bonding7# bands

reducing therz7# transition probability [25]. The effects of anriegl on reordering the graphene
structure, saturating the dangling bonds and redudefects, are also readly seen in REELS of
fig.8. The intensity of7z7z plasmon loss grows steadly and the transition ggnémncreases

continuously with temperature. Previously, a corald XPS and electron energy loss spectroscopy
(EELS) study on 3 keW; doping into SWCNTs has been reported [26]. A simdarve fitting

scheme was found to be very successful for thedsdfes spectra. However, as expected, the relative
abundance of various components is significantfiedint. Indeed, the o R intensity ratio for
nitrogen concentration of about 10% is close t@i3E, = 3 keV while it is only 1.3 for £= 0.3
keV indicating a greater damage of the nanotubevor& thus a smaller portion of perfect

substitutional nitrogen doping for higher irradostienergy.
All these results provide further support to thealition given above on tid interaction with

SWCNTs and the discussion regarding the nitrogeametal bonding nature. Finally it must be
mentioned that Cls core level emission spectraexdiibit an asymmetric broadenig at higher
binding energy side with the maxima slightly stdfebout 0.1-0.2 eV to larger values. Detailed line
shape analysis is complicated by the presence d&rge number of possible C bonding
configurations and the quite small separation betwthese components. A tentative of curve
deconvolution is shown in fig.10. For clean SWCNiT& visible that the Cls spectrum is quite
asymmetric and can not be fitted with one singleisSan component, thus the whole EDC has
been taken, after being opportunely broadened @atien with a Gaussian function of FWHM =
0.85-1.2 eV), to represent contribution of the yvetb portion of the sample in N-SWCNTs
(marked as CO0). The fitting indicates the presewfcevo well distinguished peaks C1 and C3 at
287.0 and 285.6 eV, respectively, together witimalspeak C4 at 289.0 eV related to C-O. The
contribution given by the structures C1 and C3aitébuted to C atoms bonded in & sgtrahedral
geometry and to N atoms in &spaphitic network, respectively. A broader struet(FWHM=4.2
eV) at about 290.8 eV is adequately subtracted f@o account for the reduction of plasma loss

intensity.
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Fig.10 Left panel: Background subtracted and normalizetisNcore level X-ray photoemission spectra for
3 keVN, ion irradiated SWNT with a flux o = 1 x 16° (curve a), 2 x 18 (b), and 4 x 18 ions/cni (c)

and subsequent annealing for 20 min each a650 (d), 800 (e), 1000 (f), and 1200 K (g). Riganel:
Fittings with a set of gaussian curves. See texpéak assignment.
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Chapter 3

Nanopatterning by ion erosion

1. Theory of sputtering

The fabrication of regular nanostructures on th@nzeter length scale is nowadays gaining a lot of
interest due to their numerous possible technoddgpplications in many different fields. As an
example they are highly required in optoelectronim®logical optics and in the data storage
industry, to create high density magnetic medid][1yioreover, they can be used as templates for
the deposition of thin films or heteroepitaxial @th of quantum dots and wires [3-5]. Generally
there are two possible approaches for the faboisaif nanostructures [6]. The first is the top-down
technique which consists in lithografic patterning optical sources with a wavelength much
smaller than the visible light. This technique sially very time consuming and does not permit
large scale production since costs are very higiie Jecond is the bottom-up approach, which is
based on self-organization processes. Among thaadstwhich relie on it, the most promising is
the low energy ion beam erosion of solid surfatksially known as sputtering [7-12], it is a very
widespread method in surface science. It is useddépth profiling, surface analysis, sputter
cleaning, deposition and, not less important, pctida of well-ordered nano-scale topographies on
surfaces. These kinds of topographies are originaie self-organization processes, which can
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result in ripples (wave-like shaped structures)dots [13]. The great advantage of ion erosion
methods is the possibility to produce large-are@ostructured surfaces in a single step and with
very reduced costs. Moreover, sputtering parametansbe easily changed leading to a change in
nanostructrures’ properties. On the contrary, amthrgg disadvantages there is a less effective
control of the shape of produced patterns.

To clarify the physical basis of the processes Whide the formation of such nanopatterns it is
fundamental to deep understand what usually happere surface during ion irradiation. Indeed,
the bombardment of solid targets with energetitiglas can give rise to many different processes.
Incident ions can be backscattered or implanted the target, and many particles like atoms,
electrons and photons can be emitted from it. Meggoan ion penetrating a solid will undergo
many collisions with target atoms, transferringnthi¢gs kinetic energy and momentum. This may
lead to displacement of atoms with consequent ioreatf lattice defects like vacancies and
interstitials. When target atoms receive enougletitrenergy they will induce additional collisions
with other target atoms and so additional atomspldicements. This process is known as ‘collision
cascade’ [14,15]. In case of small number of atpiased in motion and isotropic distribution of
the collision density the process is called ‘lineatlision cascade’. The cascade is described in
terms of binary collisions between moving ions atationary atoms. When target atoms travelling
towards the surface (due to momentum reversal) gamugh energy, they can overcome the
surface binding energy barrier and be emitted cuuan. This process will lead to material erosion
(sputtering). Incident ions can loose their kinetitergy in both elastic (nuclear collisions) and
inelastic (electronic excitation) processes. Howef@ the low energy range ion energy loss is
mainly due to nuclear collision processes, whictegine the energy deposition and the range of
ions in the target. The amount of ion energy depddby an ion and the ion range depend on the
material properties and the ion mass and energyghé&munore, the increasing number of ions will
induce additional defects in the crystalline stnoetwhich may lead to surface amorphization in
case of high defect density. The erosion rate sfirface under ion bombardment is determined by
the sputtering yield Y, defined as the average ramab atoms leaving the surface of a solid per
incident particle [14,16,17]. Most of the sputteradms come from the surface. However, the
scattering events take place within a certain lafeaiverage depth which is the average energy
deposition depth. Usually the number of sputteresna is orders of magnitude smaller than the
total number of atoms participating in the collisioascade. A well accepted description of ion
sputtering has been developed by Sigmund [16,1€].ddrived a set of transport equations
describing the energy transfer during the sputtefimocess in case of amorphous targets. In

Sigmund’s theory of sputtering the rate at whichemal is sputtered from a point on an arbitrary

-43 -



surfacez = h(x,y) is proportional to the power deposited thereh®yrandom slowing down of ions.
The average energy deposited at a pomt(x,y,2 in the solid by an ion which travels along the

axis until striking the surface has the followingussian distribution:

E(r)= e eXp - (z=h (0’02) +a) (X2 + 32’2 )2
(2rm)" o 20 2u

(1)

In eq. (1) € indicates the total energy carried by the ion anénd i are the widths of the
distribution in the directions parallel and perpienthr to the incoming ion beam, respectively. A

schematic illustration of the ion energy distriloatis shown in fig.1.

Incident Ion

Fig.1 Schematic illustration of the energy distributgdam incident ion. While the collision process indd
by an ion is rather complex, according to Sigmunchin be reduced to the following effective procélss
ion penetrates the bulk of the material and stop®iat P, where all its kinetic energy is releaaed spread
out to the neighbouring sites following a Gaus$@am with widthse andp.

Several Monte Carlo simulations of the sputteringcpss have shown that the deposited energy
distribution can be well approximated by a Gaussiarction for intermediate and high energies
[18]. The mean energy deposition depth of an iamdling inside the bulk is usually comparable to

the penetration depth and is proportional to timeeinergy according to this relation:

1_m m-1 gzm
a(e) = 2
(&) om Y NC. (2
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M,M .
L—2— (Mg, M; are the mass of ion and

(M1+M2)

target atom, respectivelyq,is a constant dependent on the interatomic poteantih the exponent

N represents the target atomic densjys equal to

m = m(¢) varies fromm = 1 at high energies tw JO at low energies. For intermediate energies (10-
100 keV)m %2 and the energy deposition depth becoan@} [ &. Eq. (1) describes what happens
in case of a single ion hitting the solid. Actualhe sample is irradiated by an uniform fltf
bombarding ions, which penetrate the solid at diffié points simultaneously. For such reason the
erosion velocity at an arbitrary poift depends on the total power given by all the iomgrng
within the range of the distribution (1). The nofreaosion velocity at a poir® is calculated as
[17]:

Vo = P J; dJ(F)E(F)dF 3)

The integral is calculated over the regi@rof all points at which the deposited energy conteis
to the total powerd(r) is a local correction to the uniform flixdue to the variation of the local
slopes, andp is a constant which depends on the material, aouprtb binding energy and
scattering cross-section:

3 1
472 NU,C,

p (4)

Up is the surface binding energy a@gla constant proportional to the square of the affectidius

of the interatomic potential. Eq. (3) is only valehen shadowing effects and redeposition of
sputtered material are ignored. Sigmund’s theorfersf a very detailed description of ion
bombardment but it is not able to provide direébimation about the morphology of ion sputtered
surfaces. The equation for the erosion velocitthengiven form can not be used to make analytical
predictions about the dynamical properties of s@favolution, which is the aim of this

dissertation.

2. Continuum models

The first and rather successful model able to explee evolution of surface morphology under ion
irradiation with subsequent ripple formation orhés been proposed by Bradley and Harper (BH
model) in 1988 [13]. Starting from Sigmund’s theafysputtering, they demonstrated for the first
time that the dependence of the sputtering yieldh@nsurface curvature induces an instability

which leads to the formation of periodically modath structures. Many theoretical studies about
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surface erosion by ion irradiation consider thettgping yield independent from the local curvature
of the surface. Nevertheless, such assumption goa approximation only if the radius of
curvature at an arbitrary point on the surface iglmlarger than the ion range. Bradley and Harper
notified that it is impossible to predict the foriloa of wave-like structures on a surface without
considering such effect. To determine the deperalehthe sputtering yield on the curvature, they
calculated from eq. (3) the normal component ofdhdace velocitw(@,R) at a pointO when an
uniform flux f is incident at angle, measured relative to ttzeaxis. They treated the system as a
two dimensional one, but this does not affect #seilt since it can be easily generalized to theethr
dimensional case. Moreover, they assumed thatutiace height(x) varies slowly enough th#,

the radius of curvature at poifit, is much larger than the ion rangeThe final result obtained

from the calculation has the form:

Nefa a? A? a
V(g R) = B Y2 exp - + cosp+ T, (@) — 5
@R= 5o 8 r{ 2 ZBJ{ sp+ () R} (5)
A . B A? AC A?
where r = _—sing—-—2|1+— |cosp——| 3+— |co 6

N\ is a constant of proportionality relating the poweposited aD to the rate of erosion there, and
the coefficientdA, By, B, andC depend on the parametersy and the anglez Considering first the

limit of a flat surface R=c), the yield results to be equal to:

_ Nv(¢,R=)

Y
(@) f cosg

(7)

and it is shown to be an increasing function ofitteéddent angleg which is a reliable result except
of course for cases of grazing incidence wherenthdel is not valid anymore. Eq. (5) contains the
dependence of the sputtering yield on the surfaceature. The coefficient @/R, /7, is negative
for ¢= 0. This means that when the ion beam is normatiident on a periodic disturbance, the
valleys are eroded more rapidly than the cresiaglt®@e radius of curvatui® negative in a valley.
The result is that sputtering increases the angaitf the perturbation and so leads to an instgbili

and roughening of the surface. The process isumelerstandable looking at fig.2.
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Fig.2 Schematic illustration of the physical origin bétinstability during ion erosion of nonplanar sgds.
A surface element with convex geometry (a) is etoldster than that with a concave geometry (b), tdue
the smaller distances (solid lines) the energy tbasavel from the impact point to the surface (A/
points).

The energy deposited at the point A by ions hittimg surface at A is the same as that deposited at
A’ by ions hitting the surface there. However, thesrage energy deposited at A by an ion which
hits the suface at B is higher than that deposite® by an ion incident at B’ and the same is @r
and C’. This leads to a rate of erosion higher icofnpared to A'. Starting from the equation for
the erosion velocity generalized for three dimamicsystems and combining the smoothing effect
due to thermally activated surface diffusion, Begdand Harper derived a linear equation for the

surface morphology evolution under ion sputteribgj [:
0.h=-v, () +v,(3)0 h+S (5)0’h+ S, (ﬂ)aih -KO*h (8)

This equation describes the temporal evolutiorhefdurface height(x,y,t) during sputtering under

an incident angle? considered respect to the normal of the initiat #arface. The coordinate
system axix andy lie parallel and perpendicular to the projectidrine ion beam on the surface,
respectively. The general meaning of this equatdhe competition between two mechanisms: the
roughening of the surface, due to the curvatureed@gnt sputtering yield, and smoothing effects
for thermal diffusion of target atoms. The firstrteon the right side represents the angle dependent

erosion velocity of a flat surface. The second tesnrelated to the lateral movement of the
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structures on the surface. These first two termsndb affect the characteristics of the final

topography (wavelength and amplitude). The thirdl dourth terms describe the curvature

dependent erosion rate and are responsible faotlghening of the surface while the last one is the
contribution of surface relaxation due to matetiahsport on the surface. The two coefficieBts

andS,depend on the ion energy, ion incident angle angmah properties:

_ fa
,y_ﬁ

S Yo, () 9)

The two coefficient$ ; (%) account for the local variation of the sputternyngld and are equal to:

(Y (see eq. 6)

2
r,(9) = —2’2(; B2 + ABCJ cosd (10)
1

They depend on the ion incident angle and on thanpeters which characterize the distribution of
the deposited energy. They can be calculated useZRIM code [18]. The coefficieKt describes

the thermally activated surface diffusion relatathwnaterial transport on the surface:

D_Q? -
K = DA fAE (11)
KT KT

Here D is the surface diffusion constanyt,the surface free energy per unit ar@athe atomic
volume, n the number of atoms per unit area on the surfaEethe activation energy for surface
diffusion, Kg the Boltzmann constant afddthe surface temperature. Only by adding a smogthin
term it is possible to predict the formation ofpig structures on the surface; the roughening terms
alone are not enough. To practically see how thigie solution comes out it is useful to take the

Fourier transform of eq. (8), withh= (ay,qy) the wave vector. Eq. (8) becomes:

dn(a, gy, t)

i [-S.q; - S,q; - K(ay +4a;)Ih(q,.d,.t) (12)

The solution of such equation is:
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h(a,,q,.t) = h(a,,q, 0) explr(a)t] (13)

whereh(ay,qy,0) is the initial amplitude spectrum of the Fougemponent with growth factor:
r(d,,q,) = -S,0; —S,ay —K(gy +dy) (14)

Eq.(13) describes the time evolution of the ampghtwf the Fourier components and it increases
exponentially for positive(q) values. According to the sign of the growth factbe surface can
roughen or smoothen. The functiofg) has a maximum ag* = (ma>ClS<,yD/2K)l’2, where
maxJS,,[is the largest in absolute value betwe8nand S,. The diffusion coefficienK is always
positive, so that the sign ofqg) depends on the coefficien& and S, which means on the
parameter§ 1(F) andl (). The amplitude with wavenumbgt will growth faster than the others,
resulting in a periodicity with wavenumbgr which will dominate the surface topography. The

corresponding wavelength of ripples can be written

Y2
1=l o4 2K (15)
Oy maﬁSX’y|

The direction of the wavevector of the periodestdepends on the valuesandS,. The model
can actually predict the dependence of the wavélksng, Ay on the ion incidence angle. An

example for the casg=a/2, = di2 is shown in fig.3 [13] :

WAVELENGTH (arb. units)

Fig.3 Plot of; andi, vsd for o = a/2 andi = o/2. The ripple wavelength is in tixedirection for 0 <& <9,
and in they direction ford.<d <a/2.
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As it is described in the plot the ripple wavevedsoparallel to the projection of the ion beam on
the surfacex-axis) when the incident angfe is not too large, more precisely when it is smalle
than a critical anglé.. In this case the absolute value pfis higher thangy, soAx < Ay. The
wavevector is perpendicular to the beam directidrernwthe ions hit the surface close to grazing
incidence. For normal incidencé, () is equal toly(f) and the direction of the selected
wavevector is arbitrary. In this case several gpplientations will be selected by surface
imperfections and a grid of hillocks and depressiovill result on the surface, which is in
agreement with what observed in experiments. piassible to derive by simple calculations the

dependence of the ripple wavelengtbn some sputtering parameters:

- A decreases with increasing ion energy accorditigeaelationA = =0 ;

1

- A is a decreasing function of the ion flux of thenfioA = W;

- A does not depend on the ion fluence.

BH model does not take into account any other p@sssmoothing process except thermal
diffusion. Nevertheless this mechanism is activetba surface and becomes the dominating
relaxation process only at high temperatures. Tlaiexipple formation at low temperature it is
necessary to consider other smoothing effects. Balet al. [19] introduced the ion-induced
effective surface diffusion (EDS) as the main ratéon mechanism at low temperatures. It does not
imply a real mass transport along the surface,itbist based on preferential erosion of the target
during the ion beam sputtering. Considering the BEBf#n as the main smoothing term eq.(8)

becomes:
0.h=-v, +v;)axh + Sxaih + syaih -D.0%0°h-D_0%h- Dwa‘;h (16)

Xy x2y XX~ X

The three coefficient®,y, Dy, Dyy depend on the parameters which determine thekdison of

the deposited energy, ion flux and incidence arlglénis case:

Y2
2D
A=l o op xw (17)
Oy ma>48xyy|

- andA is increasing with ion energyt =a= E*™;

- A is independent from the ion flux and fluence.

-850 -



Another relaxation mechanism which can contribudesurface smoothing is the ion-induced
viscous flow (IVF) [20,21], which is related to reatl transport along the surface and depends on
the concentration of defects created during theazdes In this case the wavelength is independent
from the ion flux and fluence and is increasingwitie ion energyA = E®".

BH model was very successful in explaining the nraegdm which leads to ripple formation as well
as their amplitude, wavelength and orientation éespo the ion beam direction, in good agreement
with experimental results. Nevertheless, theira isnear model unable to explain the long term
behaviour of the surface evolution (like the appeae of kinetic roughening [22]) and to describe
the stochastic nature of the sputtering processekample, according to the linear model the ripple
amplitude should increase exponentially in timet u experiments amplitude saturation has
always been observed to saturate [23]. The additigron linear terms, which are terms depending
on higher order powers of the surface height odétsvatives, can have the effect of modifying the
long term behaviour of the surface evolution. Coeeh al. [24,25] calculated non linear terms in
the BH model by expanding the basic sputtering raeisim to include higher order effects.
Performing the integral of the normal erosion viloat a generic poin© of the surface, they

derived the equation of motion for the height geofi

a.h(x, y,t) O-v(¢,R ,R,){/1+ (0h)? (18)
where ¢ is the angle of the beam direction with the laoaimal to the surface atx,y) andRy, R
the radii of curvature aD. To take into account the stochastic arrival ofsimn the surface a
Gaussian white noisg(x,y,t) with zero mean has been added into the equa®well as a term to
describe the surface diffusion. Expanding eq.(b&)ytobtained an anisotropic noisy Kuramoto-

Sivashinsky equation (AKS) :
. ‘
9,h = -v, +v,d,h+S,82h+S,0%h +%(axh)2 +7y(ayh)2 —DO*h+n(xy,t)  (19)

The coefficients of the non linear terms,and ¢, depend on the ion beam parameters and energy

distribution parametera, o, 1. They describe the tilt-dependent erosion ratep@ional to the
ratio between ion flux and penetration defith 7, is negative for all incidence angles, can
have both positive and negative values. Unlike lihear expression, the non linear surface

evolution equation can not be solved analiticddlyt it can be calculated numerically. Integratién o
such equation has been perfomed by Park et al. T2y showed that for short sputtering times
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the non linear effects are negligible and the sysevolution is well described by the linear
instability mechanism. However, after a crossoveret which depends on the coefficients of
eq.(19), the surface morphology is completely deteed by the non linear terms. Two cases can

be distinguished according to the signs/geind /. For /,00¢ > 0 the non linear terms destroy
the ripple morphology and lead to kinetic roughegnim case of¢,[1¢ < O, ripple formation is

followed by a long transient rough regime which £imda new morphology of rotated ripples. The

crossover timacan be written as:

rQ 42D In S (20)
S gmapr

max

whereA; is the initial amplitude (at= 0) of the dominant mode ar{g,, is in the same direction of

S, The amplitude at the crossover time is predittetde proportional to the rati§, ., /¢

max *

In fig.4a the calculated time dependence of théasarwidth, which is proportional to the ripple

amplitude, is shown. It is defined ¥ (L,t) E%nyhz(x’ v.0-h".

(a)

LnW’

0 10000 20000 30000 40000 50000

Fig.4aTime evolution of the surface width3fbr Fig.4bGrey scale plot for a surface 64x64.The
different values of. From the top to the bottom, KS ecurapredicts the wavelenght 16

the curves correspond 1o=0, -10°, -10%, -10° (@),lx = 8 (b). (c) surface configuration at a
-10%,-10%, respectively. Inset: the cross over time  calculated time t = 5x20

T is shown as a function of ki

Fort < r the widthW increases exponentially, which is consistent it prediction of the linear

model. In this regime ripple wavelength and origotaare also correctly described by the linear

theory. Beyond the crossover time the non lineansebecome effective and as a consequence the

surface width immediately stabilizes. Moreover, tigple pattern generated in the linear regime

disappears and the surface exhibits kinetic rouglgerAn example of this transition is shown in

figdb. The presence of kinetic roughening implias iacrease of the surface width either
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logarithmically (when /= 0) or as power law (wherd# 0). However, compared with the
exponential increase in the linear regime, thisedeence is not visible in fig.4a. The time

evolution of the surface width in case 6f1/ < 0 is shown in fig.5a. Three different regimes

characterize the dynamics of the surface. In redinpples form on it.

000 . L '
o e
- ~—h [h__'
40007 N R I B
- LW M : |
~* (a) (b) (c)

A """".".'."w'\"rl"'-..-. A A L
8000 A L1o0

-12000F
1060 ot 100 1 10

Fig.5aTime evolution of the mean height (dashed  Fig.5b Grey scale plot of a surface of size

line) and the surface width (solid line). The ddtte 64x64, showing the surface morphieleg
lines separate the three regimes discussed in the att = 10n regime | (a), t = 2x10in
text. regimghl), t = 10 in regime 11l (c).

Their wavelength and orientation are correctly dbsd by the linear theory and the surface width
increases accordingly exponentially. After thetficsossover timer; the system enters a long
transient regime in which the surface width is #itedxl and the ripples disappear, as it shown in
fighb. In this second phase the surface is rougthowt any spatial order. The third regime is
characterized by a new kind of ripples which apfadtar a second crossover time These ripples

are rotated with an angk respect to th& direction. The anglé.can be calculated as:

6. =tan™ |- Ly 21
fy

Fort > the width suddenly increases and then stabilizesgime Ill. Moreover it is interesting to
notice that the amplitude of the rotated ripplesiich larger than those in regime 1.

The anisotropic generalization of the Kuramoto-Shiaky equation has been very successful in
predicting some of the non linear effects observe@xperiments of ripple formation, but still
presents some limitations. For example, it is b @0 predict the possibility of a time-dependent
behaviour of the typical pattern length scale. ifoeease of the ripple wavelength in time is known

as coarsening. It has actually been observed miamgstin experiments [27-30], but models
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introduced so far can not take it into account.dRdg a new model for ion beam sputtering (IBS)
ripple formation at off-normal incidence has beeoppsed by Garcia-Castro-Cuerno (GCC model)
[31-33]. It is called ‘hydrodynamic model’ sinceig based on the hydrodynamic description of
pattern formation in aeolian sand dunes and iottesfaal systems. Starting from this general model,
a single height equation in which coefficients ¢enrelated to experimental parameters has been
derived. This equation contains both the AKS equatand the hydrodynamic theory and
generalizes those obtained by previous continuurdetso Moreover it is able to predict many
experimental features of pattern formation by IBSoblique incidence, like transverse ripple
motion with non-uniform velocity, onset of kinetioughening and ripple coarsening. The authors
consider two coupled fields: the thickness of thebile surface adatoms layeR(x,t), and the

height of the bombarded surfatéx,t). Their time evolution is written as:
0,R= (-9, T ,+DO’R (22)

ath = _rex + rad (23)
where ex and I,y are the rates of atom excavation from and additerthe immobile bulk,
(1- ¢) = ¢ measures the fraction of eroded atoms that besamobile, and /7R describes the

motion of mobile atoms along the surface due tdrogic thermal diffusionD is constant for
amorphous materials. Even in case of all erodethatsputtered awayy(= 1), there is always a
non-zero average fraction of mobile atorig, The main difference between this model and
previous ones is that in the present model nothallnear-surface atoms which break their bonds
with the surface will be eroded, but most of theiii te redeposited locally, giving raise to an
implicit viscous flow in the amorphized layer thghuthe evolution ofR Combining the two

equations (22) and (23) it is possible to deriveqnation for the surface height (24):

9,h=10,.h+ 3{-502h+00(3,h) +Q,0%,h+& @,M@%N)}+ S{-K, 8%9°h+292(3,hf|

i=x,y L1=Xy

It is basically a generalized AKS equation but wille presence of new non linear terms with

coefficients /?

ij

which depend on the fraction of eroded atoms lbhleabme mobile and are able to

induce much richer pattern dynamics. Numericalgragons of such equation show that in the
linear regime all the features predicted by the Bbidel are reproduced. Entering the non linear

regime the main role is played by the second noealities. The first non Iinearitiees(%)j always
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lead to the saturation of the pattern with constaavelength and amplitude. Pattern coarsening

requires the presence 6f”. When the values of these coefficients increasepased to/), the
coasening process is longer and the saturatioresaltithe pattern wavelength also increase. The
coarsening exponentof the power law growth has a value which is laftpe later the coarsening
stops. This is shown in fig.6a where the calculdaied dependences of the ripple wavelength for

different values of the ratio between the secordltha first non linearities are plotted [33].

[(t)s0k v r=0.25 P Wi
@ r=5 (d)
40r o p=7 0.4}
; A p=5(
30r r=100 0.3
< o }\,E”— :
208 ’ 0.2 :
0.1F
O s+ oo o e ] o' 1w 10 10
10" 10° 10° [
t

Fig.6a Temporal evolution of the pattern wavelength Fig.6b Surface roughness and lateral
as calculated by the GCC model. The dashed line wavelength (inset) calculatedase of

shows the fit to a power law for r =100 whére®>® marginal coarsening.

Experiments in which ripple coarsening is absentsidual would correspond to sma[fj) values.

An example is shown in fig.6b, where ripple wavelnvaries slowly in time withi(t) [T log(t).

Time evolution of surface roughness tYWhas also been evaluated. In general the roughness
increases exponentially in the linear instabilégime. Then the non linearities stabilize the syste
and induce slower growth for the roughness, tilewla time independent value is reached. For very
small values of the ratio this stationary state is reached earlier and tkermediate power law
growth regime is shorter. For larger values d@his intermediate phase is longer and can be well
fitted by a power law function WY t*. Moreover the morphology appears to be more désert
(higher values of roughness) for smalleiThe temporal evolution of Wj(for differentr is shown

in fig.7 [33].
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Fig.7 Temporal evolution of the global roughness asutated by the GCC model. The solid and dashed
lines show the fit to power laws faf’ = 0 and r = 100 where W ®and W~ 1", respectively.

The GCC model is nowadays the most complete thamgng the ones proposed so far about IBS
ripple formation, since it can account for many ioear effects which take place on the surface

during ion irradiation. Systematic experimentalutesare strongly encouraged to test its validity.
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Chapter 4

Ripple and dot pattern formation on Ge surface

1. Nanoscale ripple coarsening on Ge

lon beam sputtering of solid surfaces under obliquedence is a very efficient tool for the
fabrication of nanoscale ripples [1]. Nowadays thisthod is gaining increasing interest since such
nanostructured surfaces may find numerous appsitin nanotechnology [2-5]. Formation of
periodic surface ripple patterns during ion beamtteping with wavelength smaller than 100 nm
has been observed on a large variety of materiadtuding metals [6], insulators [7] and
semiconductors [8]. Up to now intensive studiesehawen performed on Si surfaces [8-12] but only
a few experiments report about ripple formation@a surfaces. Ripple patterns on Ge have been
produced by low energy Xdon sputtering at both near-normal (5°-20°) an&5ft ion incidence
[13-15]. Chason et al. investigated the temperadlependent roughening kinetics of Ge surfaces
during low energy (1 keV) Xesputtering at an incident angle of 55° [15]. Théhars found that at
150°C (and below) the surface is amorphized byingpact and roughens to a steady small value.
At 250°C the surface remains crystalline, roughemponentially with time and develops a
pronounced ripple topography. At higher temperatuings exponential roughening was found to be

slower. Ziberi et al. reported about ripple formation Ge bombarded with 2000 eV Xens at an
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ion incidence angle of 5° with respect to the stefmormal at room temperature [14]. Ripple
patterns had a mean wavelength of 56 nm with theewector oriented parallel to the projection of
the ion beam on the surface. Ripples showed ahigtydegree of order and their wavelength was
independent from ion flux and fluence. However, ihereasing of ripple wavelength with
sputtering time, known as coarsening, has quitendiieen reported without being well understood
up to date. Experimental data which demonstrate ¢fffiect are seemingly inconsistent showing
very different time dependencies. A linear increalsthe wavelength at increasing ion fluence was
observed on Si(100) sputtered at 45° off-normaidiercce by 40 keV Xeions at room temperature
[8], whereas power law coarsening has been widghpnted on semiconductors [9,12], insulators
[16] and metals [6] in an angular range betweenatif 70°. Power law exponents were found to
increase at increasing ion energy [16] or to dessreaith sputtering time [9]. For example,
sputtering of Si@with Ar ions at 50° incidence leads to formatidrripples which coarsen in time
[16]. The power law exponemt changes from 0.19 to 0.40 when the ion energyiskkd from
600 eV to 1200 eV. On Si for 60 keV Ar sputtering@° an exponent of 0.64 has been found [9].
This value decreases to 0.22 for long time irraoiatMoreover Si ripples show the same power
law exponent (0.08) varying the Ar ion energy fr860 to 500 eV for sputtering at 67° [12]. On
rippled Cu under 1 keV Arbombardmenh decreases with the incident angle from a value.26

(at 45°) to 0.13 (at 70°) [6]. During low energy *Aion sputtering of Si(111) surfaces at 60°
incidence and at elevated temperatures (500-75@C)exponential increase of the ripple
wavelength with time was observed [11]. Very difietly, for Si ripples produced under near-
normal ion sputtering with Ar Kr* and Xé& ions at room temperature no coarsening of thdeipp
was found [10]. The above cited results show timé¢ cmore systematic experimental studies about
ripple coarsening may provide a possible explanattw such a strong scattering in the reported
experimental data and lead to a better understgrafithe basic physical mechanism which govern
this non-linear effect.

In this work the coarsening behaviour of ripplet@ats on Ge surfaces during 500 eV’ Xen
beam erosion is presented for different incidentgles in the range from 61° to 68°. No clear
pattern develops on the surface for sample irrexhedt near-normal incidence up 80°. In the
chosen angular range perodic ripples always forrmduon sputtering, but show strong differences
in the pattern evolution. Commercially available(G) wafers with a specific resistance higher
than 40Qcm and a root-mean-square (rms) roughness of O0.werna sputtered at nominally room

temperature without cooling using a broad 500 eV Xa beam from a Kaufman ion source. The
ion flux was kept constant at each angle and etpmbx10*ions/cn’s. The ion fluence was

varied from 2x10"ions/cm’to 2x10"%ions/cm®. The surface topography was investigated by ex-
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situ Atomic Force Microscopy (AFM) in tapping modehe Si tip used had a nominal radius
smaller than 10 nm. Pattern wavelengths were datedrirom the fast Fourier transforms (FFT) of
the AFM pictures. Examples of topographies emergingse surfaces after low-energy ion beam
erosion at three different angles around 65° foicanfluence of5x10'ions/ cn’are presented in
fig.1.
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Fig.1 AFM images and relative FFT of Ge (1&Qirfaces sputtered by 500 eV*Xens at 61° a), 65° b), and

68° c), respectively. The fuence was fixed at Skidhs/cni. Black arrows indicate the ion beam direction.

Intensity scaleare: 7 nm (a), 13 nm (b) and 22 nm (c), respectiveFT images range from -100 to +100
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Well ordered ripple patterns with wavevectors deenparallel to the ion beam projection are
clearly visible in all cases, but they differ intbcamplitude and periodicity. The 2-dimensional
FFTs in the inset of each AFM image show side pehbs correspond to the dominating ripple
wavelength. Ripples formed during sputtering at [8d%e much smaller amplitude (saturation value
0 0.7 nm) compared to those formed at 68° (saturafio2.4 nm). Furthermore, the ripple
wavelength is almost doubled by changing the spageangle by only three degrees from 65° to
68°. Fig.2 shows the dependence of the ripple veagth on the ion fluence for different angles of
incidence. Sputtering at 61° and 64° leads to ghslincrease of the ripple periodicity in time
without any clear saturation in the present ranfdluence whereas a significantly different
behaviour is observed for sputtering at 67° and B8this case the value bincreases much faster

in time until saturation is reached at a fluencé&xf0" ions/ cn¥. Each set of data has been fitted

with a power law function, (®) 0 ®™ .
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Fig.2 Time evolution of the ripple wavelength for foufferent sputtering angles. Solid lines represent
power law and broken lines logarithmic fits, regpesty.
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The angular behaviour of the expongtis plotted in fig.3a. Its value is very low forugfering in

the angular range 61°-64°, but then it rapidly @ases until it reaches a value of 0+18.02 at 68°.
However, since the values of the power law expanstill are rather small, the data could be fitted
by logarithmic functions (dotted lines in fig.2) asll. In fig.3b the ripple wavelength as a funatio
of the incidence angle is plotted. For each ioerlte shownl has a similar dependence on the
incidence angle. An initial slight decrease is daled by a rapid increase after a minimum is
reached around 65°.

By comparing fig.2 and 3 two different regimes e tsurface time evolution during ion sputtering
can be identified. For angles lower than 65° thitepa wavelength undergoes only small variations
at increasing incidence angle and ion fluence. ighér angles ripple coarsening is much stronger

and the wavelength becomes a rapidly increasingtitumof the sputtering angle as well.
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Fig.3 The exponenny (upper panel) and the rippkeavelength(lower panel) as a function of the ion
incidence angle. The rippleavelength is shown for different values of ionrfoes. Lines are drawn to guide
the eye.
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Finally, for a better understanding of the surfdgeamics during ion sputtering, the time evolution
of ripple amplitude and roughness for differentidenice angles is shown in fig.4 a,b.

Ripple formation is generally understood in termhisaa@ompetition between roughening [17] and
smoothing processes [7,18,19] which are activehensurface during sputtering. The BH linear
model first [20] and the KS equation subsequentigppsed do not succeed in predicting the
experimentally observed increase of the ripple wength with ion fluence [21]. The only model
which at present can account for this is the calupl®-field model by Garcia et al [22-24]. Starting
from the hydrodynamic approach for aeolian sandceduthey derived a continuum equation which
contains two non-linear terms. The first non-lingamwhich is already present in the KS equation,
leads to pattern saturation with constant amplitadd wavelength. The second non-linearity, a
conserved Kardar-Parisi-Zhang term (CKPZ), accofartapple coarsening.
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Fig.4aRipple amplitude as a function of ion fluence Fig.4bSurface roughness as a function of
for different sputtering angles. ion fluence fafferent sputtering angles.
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In the framework of this new model the observedraase of the coarsening exponent and
simultaneously of the ripple wavelength in the dagwange from 64° to 68° has its origin in a
corresponding change of the relative weight of tiie non-linear terms at increasing incidence
angles [23,24]. However, according to the modehrsening should stop later when the value of

increases. This is in contrast with what has begre@mentally observed. In case of marginal
coarsening no clear saturation value of the rippéelength is detectable in the investigated
fluence range. It is continuously increasing. Dif&tly, at 67° and 68° ion incidence there is arle

saturation at a fluence dx10"ions/cn? when stronger coarsening is observed. Moreover, th
roughness time evolution does not follow the thecaépredictions. Experimentally samples which
show marginal coarsening are more ordered, correBpg to lower values of roughness.
According to the model, the surface morphology $thdne more disordered (larger roughness) for
smaller values of the ratio between the second and the first non linearit&g. [Generally it is
difficult to draw a direct correlation between tlmulation and experimental parameters.
Therefore, for a detailed prediction of the angulependence of the ratio of the non-linear terms a
deeper analysis of the continuum equation has tpds®rmed for the present system since the
absolute value of the non linear terms depend erfridction of eroded atoms that become mobile

on the surface, which is strictly connected wité ibn-target system.

2. Dot pattern formation

For normal incidence of the ion beam an isotromt mhttern is expected to form on the surface
[25]. In fig. 5a,b,c the Ge surface evolution dsiraction of Xe ion fluence under normal incidence
is shown. The beam energy is 100 eV and the fli@&s< 13 ions/ cnf s. For a fluence of 1 x 10
ions/ cnf the surface appears smooth; only the presencemé soles can be detected (fig. 5a).
Small dots form on the surface at a fluence ofx 8"’ ions/ cnf; in the Fourier space a ring is
visible, which indicates the periodicity of the {gah. Further increase of the fluence produces a

roughening of the surface; in the Fourier spaceitigedisappears (fig. 5¢).
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These results obtained at normal incidence areuite ggood agreement with what has been
theoretically predicted by Kahng et §5]. To investigatehe dynamics of quantum dot formation

under normal incidence ion sputtering, they integgtanumerically the Kuramoto-Sivashinsky
equation [21], using isotropic coefficients as estpd for normal incidence. The main goal of their

work is shown in fig.6 for three different stagésorface time evolution.
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Fig.6 (a)-(c) Surface morphologies predicted for 1 at different stages of surface evolution. Shme in
(d)-(f) but forx = -1.

In the early stages of the sputtering process thtace is dominated by small perturbations,
generated by the interplay between the ion indunsthbility and surface relaxation. However,
since the system is isotropic in theyj plane, these ripple precursors are oriented mahdo
generating short wormlike morphologies on the si@faAfter a characteristic time, these small
perturbations turn into isolated but closely paclkstdnds, which are reminiscent of the ones that
have been observed experimentally (fig. 5b). Witbreéasing sputtering, the surface develops a
rough profile, destroying the uniformity of theasls. This is also in agreement with what has been
found on Ge surfaces at high ion fluences (fig- ®9nsidering the results obtained numerically,
the authors present the following interpretation I®8S quantum dot formation. In the early stages
of the erosion process the linear theory corredtiycribes the surface evolution, and so the cellula
structure predicted by the BH theory [20] is obsétvThen, as time increases, the non-linear terms
turn on breaking the up-down symmetry of the sw@fathis happens at a characteristic time
which depends on the flux and the ion energy. A tincreases beyorndthe non-linear terms lead

to kinetic roughening of the surface at large langtales, and while the quantum dots do not
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disappear, the substrate on which they exist besomegh, destroying the overall island uniformity

and order.
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Chapter 5

He atom diffraction from solid surfaces

1. About HAS

Scattering of monoenergetic beams of neutral pastirom single crystalline solid surfaces has
gained increasing interest since the end of th&®4,9&specially due to the progress in combining
ultra high vacuum techniques with high pressurezleobeam producing systems [1]. Because of
the low energies used, between 10 and 300 meMndment atoms are able to probe the topmost
layer of the substrate surface in an absolutelyastiuctive manner. Moreover they can investigate
equally insulators, semiconductors and metals\\#en a low energy beam of light particles like
He is used, the scattering is predominantly elemtid diffraction effects dominate, since the de
Broglie wavelengths are of the order of severath®rto a few Angstréms. Measurements of
diffraction spectra allow to determine the size #mel orientation of the surface unit cells through
the angular location of the diffraction peaks amdgre important, to calculate the surface
corrugation through the analysis of diffractioneinsities. In this way it is possible to obtain eedi
picture of the geometrical arrangement of surfatmena [3-5]. Moreover, He beams are very
sensitive in detecting the presence of very smmathunts of surface impurities, down to 0.001 ML
[2]. He atoms travelling towards the target witlerthal energy feel an attraction due to van der

Waals forces at distances not too far from theasexf Closer to the surface, they will be repelled
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due to the overlap of their electronic wavefuncsiomith those of the atoms forming the solid
surface (Pauli exclusion); for this reason the Igpa part of the interaction potential rises stgep
A qualitative picture of the interaction potentgkshown in fig.1 [2].

Fig.1 Schematic diagram showing equipotential linestiierinteraction of an atom with an ordered surface.
The (negative) potential energies are given in seofnthe depth of the potential w&l On the right-hand
side, the potential as a functionainormal to the surface) for two different positiohandB is illustrated.

This scheme comes from calculations for a monoat@oiid perfomed by starting from individual
particle-atom potentials and then summing ovebialary interactions between the particle and the
atoms in the solid. Generally, classical turningngoare farther away for particles impinging on
top of the surface atoms than for particles impiggoetween them. For this reason the repulsive
part of the potential is periodically modulated.eThesulting scattering surface is called the
‘corrugation function¢(R) [6], whereR indicates a two-dimensional vector in the surfaleme. In

the work of Esbjerg and Norskov [6], it is showmhi{R) corresponds in first order to a contour of
constant surface electronic charge dengity which is proportional to the particle enetgly):

E(r) = ap(r) 1)(

For this reason, thermal He atoms can investigatesites between 1x¥0and 2x10° au with
classical turning points about 2-3 A away from theface atom cores. The arrangement of the
surface atoms can consequently be obtained byirmgléhe experimental corrugatiof(R) to

calculations of surface charge density profiless [tnportant to note that such a description iegli
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that the surface corrugation should increase witheiasing kinetic energy, since high energy atoms
penetrate deeper into the electron density prdiigerimentally it was found that this statement is
not correct, since the corrugation can remain @nisir even decrease by increasing the incoming
energy of a factor of 3 [7]. This shows that the@e model proposed by Esbjerg and Norskov [6]
is not always valid. Basically the main problemraétating models of surfaces to atom diffraction
data is that of determining the surface charge itleits regions where its value is about™0
electrons per (atl) This is not easily predictable since at such eslof densities the effects of
inhomogeneities in the electron gas become imporféne method which is usually used to
calculate charge density profiles is the overlagmhatomic charge densities through the approach
introduced by Haneman and Haydock [8], in whichdt@mmic wavefunctions are computed with a
Herman-Skillman-like program [9]. This approach kmvell as long as bondings effects can be
neglected, which is the case of clean metals.

At this point of the discussion it is worthful taramarize briefly some basic elements of diffraction
kinematic for periodic two-dimentional systems. ThavelengthA of a particle of mass and
energyE; impinging on a surface at an anglemeasured respect to the surface normal, is retated

the particle energy through the de Broglie relation

A=_" @

\J2mE

The incoming vectok; is related to the wavelengthby [ki(l= 21/A. The wavevectok can be
separated into two components, one parallel and perpendicular to the surface. Thus the
incoming and outgoing wavevectors becorke= (K, ki) andks = (Kg, ksz). The Bragg condition

for diffraction from a two-dimentional periodic asris given by:
K+G=Kg 3)
where G is a reciprocal lattice vector. Since the partieleergy remains unchanged during

diffraction, k = ks. Thus the number of reciprocal lattice vectorsvitnich diffraction can occur is

limited. This is well visualized by the Ewald consdtion, which is shown in fig.2 [2].
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Fig.2 The Ewald construction for diffraction from surésc The notation used in this section is illusttdte
the reciprocal vectds = (01).

It is possible to determine the dimension of thdasme unit cell and its orientation relative to the
incoming beam by measuring the angular locatiothefdiffraction peaks. For a two-dimentional
corrugation functionf(x,y), it is necessary to measure two angles whichcatdi the scattering
direction. Assuming that the incoming waveveckoris parallel to the unit cell vecta, the

following formula for the peajt located at% and¢g can be derived :

sing, = —Ai 4)

sind, = 1 {sinﬂﬁ/ll—} (5)

Here &, is measured in the scattering plane gnés measured away from this plane and is called

‘out-of-plane’ angle.

2. Close couplings calculations

To calculate diffraction intensities for a giveratering geometry and corrugation function it is

necessary to solve the time-independent Schrodewyetion :
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-2 gy v i) = Eul) ©

with a given model potentrdl(?). This problem can be solved exactly in the mostegal case

using the close-coupling method developed by Wolke©973 [10,11]. However, this method is
very time consuming and consequently it is not appate to determine the corrugation function
{(R) from measured intensities. In 1990 Manolopoulosal €12] proposed a new method which is
based orthe log derivative Kohn approadmd applied it to the diffractive scattering of Hem
LiF(100) [13]. The computer time required to acl@esonvergence was found to increase quite
slowly with the number of channédl§ compared to the one required for a standard -@ospling
calculation, which scales &¢ [14]. Moreover, a large variety of approximate huets have been
developed to calculate diffraction intensities [Bfnong them theGR method’and the éikonal
approximation are the two most employed ones. In the so-cdlledd corrugated wall model

(HCW), the particle-surface potential is represeritg:

0, for > {(R) (7)
V(R,2) =
oo, forz< {(R)

wherez denotes the direction of the surface normal. Ngglg the attractive part of the potential is
a reasonable assumption as long as the partictgyersemuch higher than the potential well For
He, D values are usually between 5 and 10 meV, so thhtan63 meV room temperature He beam
this condition is well fulfilled. A very simple poedure to calculate diffraction intensities witline
HCW approximation was developed by Garcia in 19/ 6] and is referred to as tdR model
The starting point is the so-called Rayleigh asdionp[17], which considers the incoming and

outgoing beams as plane waves up to the surfaeetotdl particle wavefunction becomes :

w(R2) = exi(K R+k,z)+ Y A expli|(K + G) R+ ke, 2| ®)

The first term represents the incident beam of wae®rk; = (K, k) and the others the diffracted
beams with wavevectokss = (Kg, Ksz) and scattering amplitudeés;, corresponding to each two-
dimentional reciprocal vector lattigd. To determine the amplitudés; it is necessary to impose
the boundary conditiop[R, z=((R)] = 0 to obtain :

> A exdilG R+ ke, (R} = —exdik, ¢ (R)] €)
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From the last equation it is possible to obtainrtteerix :

ZAGMGR:_]- 10

with M = expl|(ke, —k, )7 (R)+ G R]} (11)

This equation must be satisfied for each p&tnin the unit cell. Choosing now a finite set rof
vectorsR, uniformly distributed over the surface unit celdarelating them to the same number of
reciprocal lattice vector§, it is possible to consider eq.(11) as a set lafear equations which can
be solved by matrix inversion for t’s. This is the basis of thHeR methodieveloped by Garcia

[16]. Finally the scattered intensitiBg are obtaining by :

Kol n (12)
|

1z

P, =

where the kinematic factor is due to the cross@ecatio of impinging and emerging beams. Since
all the scattering from the rigid wall is elastibe diffracted intensities have to satisfy the amiy

condition :

Y P =1 (13)

It was found that the hard-wall boundary conditaam be satisfied to a good approximation with a
finite number of terms in the expansion (9), eveough the expansion can eventually diverge. In
such cases, calculations can be performed beyamR#yleigh limit but convergence is more
difficult to achieve a3 increases [18].

Starting from eq.(9), multiplying both of its sidbg exd—ilG_'EFH kG‘ZZ(ﬁ) and integrating over

the unit cell it is possible to obtain the matrguation :

; M_ A = A (14)
where M, = éj exd[G-G )R+ ke, -k, K RIHR (15)
and A = é [exd-ile R+ (k., -k, K R]R (16)
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whereSis the unit cell area. The diagonal elements efrtiatrixMgs' are all equal to unity. Its off-

diagonal elements are given by :

\Y/ UKL tan, m#n (17)
2 a

where {, indicates the maximum corrugation amplitude and the lattice constant. This means
that in cases wheré, < 0.1a and the angle of incidence is small (less than,4tbty can be
neglected and eq. (14) becomes :

A = A (18)
This is the so-calle@ikonal approximatiorf19], from which the diffraction probabilities cdre
calculated by simply evaluating the Fourier transf@f a phase factor. Thekonal approximation
is not necessarily restricted to cases where tfiection is weak, but its range of convergence is
slightly smaller than for th&R method
The methods discussed previously deal with the lprolof obtaining diffraction intensities for a
given corrugation functiod(x,y), but usually one faces the inverse problem oérmeining {(x,y)
from a set of measured spectra. Since a directrsiore of the experimental data is not possible
(measured intensities do not contain informationttoa phases of the scattered waves),ttiad-

and-error approachmust be adopted [2]. Assuming for the corrugatiorction the Fourier series :

‘R)= %;ze expliG R) (19)

the best-fit coefficients can be determined by wayytheir amplitudes until optimum agreement
between the measurB§®and the calculated intensitie§°is reached. The degree of agreement is

judged by using reliability factors which can bdinded as :

R=— \/ > (Pew - pee) (20)
NVS
where N indicates the number of bearm®s measured and the intensities are normalized to the

specular beam.

3. The Debye-Waller factor

Finally it is important to underline that the thetical methods for the calculation of diffraction
intensities presented till now assume that the atofrthe lattice are at rest. However, both zero-
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point motion and thermal vibrations of the surfat@ms lead to inelastic scattering of the incoming
atoms [2]. The basic effect of this is a thermaérmtation of the coherent diffraction intensities
without a change of the peak shape. The Debye-Wédletor relates the intensit)T) of a

diffraction peak with the intensitly from a lattice at rest by :
1(T) =1, (21)

whereexd-2WT)] is the Debye-Waller factor and
1/ =%
W(T) = E<(u Tk ) >T 22)

Hereu is the displacement of a lattice atom from its ikdopum positionEEis the momentum

tranfer in the scattering event and the outer letsckefer to a thermal average. The assumption
underlying these expressions is that the interadtiothe scattering event is both weak and short.
This is actually not true in the case of scattefighermal atoms from surfaces, since collision
times are longer than phonon vibration periods.eR#g Manson has derived an expression in the
semiclassical limit for a quantum mechanical dedcnn of inelastic scattering [20]. For the

specular beam the Debye-Waller factor can be wrdte

12m(E, cos’ & +D)T
Mk, ©3

W(T) = (23)

wherem is the particle mas$/ the mass of the surface atoB,the incident beam energy, the
angle of incidencd) the well depth an®p the surface Debye temperature. This equation abekc
that the strength of the diffraction intensitiesiigher for grazing incidence, low incidence energy
and low surface temperatures, in agreement witler@xgnts.
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Chapter 6

A single graphene layer grown on Ru(0001)

1. About graphene

Graphene is the name given to a flat monolayer avban atoms tightly packed into a two-
dimensional (2D) honeycomb lattice, and represtir@dasic building block for graphitic materials
of all other dimensionalities, like OD fullerened) nanotubes or 3D graphite (see Fig.1) [1].
Theoretically graphene has been studied for maxa Hixty years [2-4] to describe properties of
carbon-based materials, but for most of this titmeas been believed not to exist in the free state
and to be unstable with respect to the formationun¥ed structures like fullerenes and nanotubes.
Indeed the melting temperature of thin films rapidecreases with decreasing thickness, and the
films become unstable, i.e. segregate into islamdsecompose, at a thickness of typically dozens
of atomic layers [5,6]. For this reason, atomic olagers have been known for long time only as
parts of larger 3D structures, usually grown epaky on-top of monocrystals with matching
crystal lattices [5,6]. So 2D materials were presdmot to exist without such a 3D base, until
2004, when an experimental method to preparesiaaeding graphene with the same structure as
the single layers in graphite has been publishgdy[ving rise to an enormous scientific activity.
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the case of graphene, it was shown that the etactstructure rapidly evolves with the number of
layers, reaching the 3D limit of graphite at appmoately 10 layers [8]. Moreover, only graphene
and its bilayer has simple electronic spectra stheg are both zero-gap semiconductors with one
type of electron and one type of hole. For threanore layers, the spectra become much more

complex with conduction and valence bands statbramyerlap [7,8].

Fig.1 Basic of all graphitic forms. Graphene is a 2Dlding material for carbon materials of all other
dimensionalities. It can be wrapped up into OD lybells, rolled into 1D nanotubes or stacked into 3D
graphite.

Experimentally the formation of graphene on metafaces was first observed during preparation
of Pt and Ru single crystal surfaces, when durimgealing to high temperatures carbon impurities

segregated from the bulk to the surface [9-12].pBeae on metal surfaces has also found a wide
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application in industrial heterogeneous catalysisere the deposition of graphitic carbon on the
catalyst surface upon reactions involving hydrooas) is largely used for deactivation [13,14]slt i
not surprising that the current increasing effenpéoyed in producing free-standing graphene has
somehow renewed the interest in growing grapheneetal substrates. These systems represent
the third main field in graphene research togewidr investigations of free-standing graphene and
epitaxial layers on SiC. Indeed the decompositib8i€ is the second mayor method for graphene
preparation [15,16], except the mechanical exfiolimfrom graphite.

A very important issue is the determination of ihieraction between the graphene overlayer and
the metal substrate, since it can be very diffefearh the case of free-standing or SiC supported
graphene. Moreover, it is interesting to invesigaie overlayer reactivity to adsorbed molecules, i
view of possible changes in the conduction propsrif graphene due to the interaction with them.
Nanostructuring graphene (in stripes, dots or bgiode& potentials), in turn, may reveal new
physical phenomena and fascinating applications M@st of these topics can be characterized in
detail in what has become a benchmark system fitabéql graphene: a self-organized, millimeter
large, periodically ‘rippled’ epitaxial monolayerf graphene grown by soft chemical vapor
deposition under ultra high vacuum (UHV) conditioos single crystal metal substrates with
hexagonal symmetry, such as Ru(0001) [18-2(]11) [21,22]or Pt(111) [23]. The superb control
that allows the UHV environment facilitates a cluéeaization of the system down to the atomic
scale. The difference in lattice parameter betwgraphene (gr) and the different metal substrates
originates the appearance of moiré patterns (imeva lattice generated by superposition of two
different lattices) with a range of apparent vetticorrugations and lateral periodicities with r@&sp

to the basic graphene structure [18,23]. In-sittSihaging of graphene monolayers on Ru(0001)
or Ir (111) reveals periodic corrugations with 12x[18-20]or 11x11 [21,22] periodicities,
respectively. Fig.2 compares the observed STM imdge monolayers of graphene grown on
Ru(0001) and Ir(111), respectively. For gr/lr(11the darker areas correspond to regions where the
C atoms are in the three-fold hollow sites anddfuee the rings have their center above an Ir atom.
For gr/Ru(0001), on the contrary, these locatidrssup as bright bumps.

The bonding between the graphene and the metalistates is also different as reflected in the X-
Ray Photoelectron Spectroscopy C1s core levelsshwdhow two peaks, i.e. two differently bonded
C atoms for gr/Ru(0001), but only one for gr/ir(11324].

The apparent corrugation of the respective moitéepes is much larger for gr/Ru (1 A) than for
gr/lr (0.2 A) at these particular tunneling setgsinFor gr/Ru(0001), in contrast, the apparent
corrugation changes dramatically with the biasagstwhile, for gr/lr(111), it is always of the orde
of 0.2 A,
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Fig.2 Representative STM images of the different kindipples associated to the incommensurate moiré
superstructures observed when growing epitaxigrggae on metal surfaces such as Ru(0001) and )r(111
The gr/Ru(0001) image (130x140)4t the left was recorded with a sample bias geltaf Ve=+1mV and a

tunneling current of 1 nA. The gr/Ir(111) image %105 X) at the right was measured with a sample bias
voltage of +0.5 V and a tunneling current of 0.2 nA

Corrugation (nm)

-0.10u

Sample Voltage (V)

Fig.3 Inversion of the contrast in STM images of gra@iBu(0001). The upper panels show topographic
STM images at three selected sample bias voltageslower panel shows the apparent corrugatiomef t
ripples as a function of the bias voltage.
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The lateral periodicities are similar on both syste(29.7 vs 27.1 A). The apparent amplitude in
STM of the corrugation of the ripples for gr/Ru(Q90decreases from 1.1 A to 0.5 A when the
tunneling bias goes from -0.8 to 0.8 V, as showRig3.

While STM studiesiscribed most of the apparent corrugation to eledatreffects in a weakly (<0.3
A) structurally corrugated graphene overlayer, Mgn&unctional Theory (DFT) calculations
[25,26] have concluded that the bumps are mostlycttral in origin, predicting a geometrical
corrugation of 1.5 A. X-Ray diffraction data [27&Ve not helped to solve the dilemma because of
its reduced sensitivity to the position of the Cface atoms. Recently, a model calculation [28] has
found, contrary to the previous DFT calculatiortsgttthe structural corrugation of the graphene
overlayer is only of the order of 0.15 A. Considgriits paradigmatic nature as a prototype
nanostructured graphene system, it is rather upgéttat there is still a lack of consensus regaydi
the structure of gr/Ru(0001).

2. Experimental results : HAS from graphene

In this work a study of the geometric and electtastructure of graphene epitaxially grown under
UHV conditions on Ru(0001) by Helium Atom ScatterifHAS) is presented. The intensity of the
He diffracted peaks, allows to quantify accuratéky corrugation of the total charge at the external
surface (at about the same distance explored by)SiTé/the closest experimental measure of the
geometric corrugation.

The He-diffraction experiments reported here wendgsmed with an apparatus which consists of a
three-stage differentially pumped beam system ab8 imch diameter scattering chamber. The free
jet expansion is produced through a nozzld=dfO um diameter. The nozzle temperatiigecan be
varied between 100 K and 700K, allowing a variatbthe He incident energy between 30 and 160
meV. After expansion, the beam is collimated by.@ ®@m diameter skimmer and traverses two
differential pumping stages before entering the @anthamber. The beam was mechanically
chopped with a magnetically coupled rotary motieadthrough in the third stage to allow phase
sensitive detection. The measurements reportedwene performed with a source pressbges 70

bar behind the nozzle. The velocity spread of the béam was estimated in 3% under these
conditions. The base pressure in the chamber wasatly 1x10' mbar, reaching 5xI¥ mbar
with the He beam on. The crystal was mounted omaadard manipulator, modified to allow
azimuthal rotation of the sample as well as heatn@200 K and cooling to 90 K. The angular
distribution of the scattered He atoms was analyi¢ld a quadrupole mass spectrometer mounted

on a two-axis goniometer. This arrangement allootions of 200° in the scattering plane
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(defined by the beam direction and the normal t® shrface) as well as +15° normal to the
scattering plane for a fixed angle of incidencepamticular, this allows a recording of the incitlen

beam intensity with high accuracy simply by remagvthe sample from the He-beam and putting
the detector behind. The angular resolution of data acquisition system is 1°, whereas the full
width at half maximum(FWHM) of the specular He beam is 1.2°. A schematic viéwhe

experimental apparatus is shown in Fig.4.

_ Nozzle:
Manipulator. Z10um

P=60-80 bar
A,.=035A-1.00A

lon-gun

Apertures Skimmer

Mozzle

10® mbar 10° mbar 10™ mbar

! v 1Y

Dosage-
valves

Diameter ~ 50 cm

Fig.4 Schematic drawing of the atomic-beam diffractipparatus.

Atomically clean, bulk C depleted, crystalline R0QQ) surfaces were prepared by standard
sputter/anneal procedures followed by oxygen exigoat 1150 K and a final flash to 1600 K in
UHV, which resulted in large terraces (about 200%ide), separated by monoatomic steps. It has
been shown that ethylene decompose on Ru(0001eaie® K in atomic C (that remains at the
surface) and H that recombines and desorbs frorsutface [29]. The graphene layer was formed
in situ by cracking ethylene on the surface. Ddfdrpartial pressures of ethylene were explored
during the growth. The samples of graphene werpgoeel on multiple occasions on two different
Ru(0001) single crystals following the procedurattiields more perfect overlayers and larger
domains: the Ru crystals, kept at 1150 K in ulighlvacuum (UHV), were exposed to ethylene at
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pressures of 2x10mbar for 3 minutes (48 L, 1 L=1.33x¥@nbar s) or 3x18mbar for 10 minutes
(24 L). These exposures were enough to saturateutti@ce. The temperature was held at 1150 K
for further 2 minutes after removing theHZ gas from the chamber. The optimum conditions were
determined from the combined STM and HAS analykiti® grown graphene films, which display
almost atomically perfect domains larger than Bgliare microns covering completely the surface.

An example is shown in Fig.5.

Fig.5 5200x5200 A STM image of the graphene overlayer. The bludeiencloses material from the tip
deposited on the surface. The green circles endogen bubbles buried underneath the Ru(0001) sarfa
that induce a small curvature (2 A over a latemabe of 500 A) on it.

The structural corrugation of the graphene monaolagea be determined by HAS. The advantages
of using a beam of He atoms of thermal energy (@+heV) as a probe of the surface structure are
its combination of low energy with short wavelengtis inert and neutral character and its large
cross-section for defects. As a consequence, HABiguely non-destructive and surface sensitive,
with high sensitivity to low mass atoms, such a®djght adsorbates, such as H [30]he actual
diffraction grating is the periodic modulation dfetrepulsive part of the He-graphene potential at
the energy of the incoming He atoms. These cldsticaing points define a corrugation function
¢(x,y), which is a replica of the total surface ¢len density profile at about 2-3 A above the nucle
The amplitude of the corrugation function dictates intensity of the diffracted beams. Fig.6 shows
the in-plane ©=0°) and out-of-planed=1.3°, 15.5°) diffracted peaks detected when soadtea
beam of He of 43 meV off a complete graphene oyerlgrown on Ru(0001). The intensity of the
specularly reflected (00) peak depends on thetsiraigperfection of graphene, reaching 25% of the
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incident beam for highly perfect layers. The infdaHe-diffraction spectrum shows both the (1/12,
1/12) first peaks of the Moiré superstructure omips and the (-1,-1) of the C lattice. The relative
intensity of the different diffracted peaks withspect to the specular peak, however, determines
univocally the corrugation functiorf(x,y), i.e. the corrugation of the constant chadgnsity

contour where the He atoms are reflected.

| [112] 1550 €10 e )
E; =43 meV
o=ae 0w N

Intensity (a.u.)

(-1/12,-1/12)
I (-1,-1) ‘

10 20 30 40 50 60 70 80
0s (deg)

Fig.6 Angular distribution of the He atoms scattered gfiphene/Ru(0001). The azimuthal angbe,is

defined with respect to the [11-20] direction. T@rergy of the incident He atoms is 43 meV and thifase

is kept at 100 K during the scattering experimefike inset indicates the reciprocal lattices opgemne and
the moiré superstructure.
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3. Close-couplings calculations

For the present system, close-coupling equationge Haeen solved applying the procedure
developed by Manolopoulos [31,32], which achieveavergence much faster than the method
originally proposed by Wolken [33,34] and is theref more appropriate for calculations of large
unit cells like the (12x12) of graphene on Ru(000T)e interaction potential ¥ was modeled

with a two-parameter Morse potential using for Dtgmtial well depth) and (range parameter)

the values D = 14 meV and= 1.15 A', which were derived from the selective adsorption
resonances reported for the He-graphite(0001)&dntem by Boato et al. [35]. The unit cell was
modeled including both the (1x1) and the (12x12)qokcities, and the corrugation function was
determined by fitting the measured in-plane andodytlane diffraction intensities by means of a
trial and error procedure. The best-fit corrugatfanction (Fig.7a,b,c) obtained for the (12x12)
structure has a maximum corrugation amplitude 5@, i.e. one order of magnitude smaller than
the value theoretically predicted for graphene layers. It is worth mentioning that this value is
similar to the one reported for the graphite (0O8ajface [35], as expected from the similar
intensity observed in Fig. 6 for the C-associatdd-1) He diffraction peak and the ones coming
from the moiré superstructure. The much larger sgeSTM corrugation, which depends strongly
on the bias voltage and can even be inverted ab®\¥&V, reveals that, in addition to the geometric

corrugation, a much stronger electronic corrugagivists.

I exp

0.25 |- -

I fit

o o
- [N}
o o

Normalized Intensity
o
S

0.05

0.00

-1,-1) (-1112,-1/12) (1/12,1/12)
Diffraction peaks

Fig.7a Comparison between measured in-plane diffractitenisities and calculated ones.
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Fig.7b Comparison between measured out-of-plane difvaghtensities and calculated ones.
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Fig.7c Corrugation function of the graphene overlayeinestied by close-couplings calculations.
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4. Graphene as a mirror for the Scanning Helium Aton Microscope

Graphene grown on Ru(0001) exhibits a very prorgigiroperty, namely its high reflectivity of the
incident He beam. These foundings can give a driedtin systems under current investigations.
Indeed, even if there is no doubt that the inventadd imaging techniques such as scanning
tunnelling microscopy (STM) brought a revolution surface science, in several branches of
nanotechnology there is still a need for a techmigble to imaging insulating glass surfaces,
delicate biological materials and fragile sampldsciv are difficult to examine by STM due to
sample charging or electron excitation effects.nBgs the most important of these techniques,
currently under development, is the Scanning Heliltom Microscope [36,37], which uses a
focused beam of neutral He atoms as imaging pr&ueh a microscope would be a unique tool for
reflection or transmission microscopy, since, asamly mentioned, neutral He atoms probe the
topmost surface layer of any material in a compfet®ndestructive manner [30]. The practical
realization of such a microscope requires the agreéent of a mirror able to focus a beam of low
energy He atoms into a small spot on the sampldetoexamined. Holst and Allison [36]
demonstrated that electrostatic bending of a tHipassivated Si(111)-(1x1) crystal was able to
focus a 2 mm-He beam to a spot diameter of 210domsc A serious limitation, however, to
improve the resolution was the low intensity ob¢ginn the focused peak, which is a consequence
of the poor reflectivity of such surfaces, lessntido. Whereas the potential lateral resolution of
this microscope is ~50 nanometers, the best vaperted using current prototypes is 1uf
[37,38]. The main limitation to go beyond this v&lis given by the low reflectivity of the mirrors
used to focus the incoming He atoms into the speddam, which lies near 1% for H-passivated
Si(111)-(1x1) mirrors. Recently it has been showet reflectivities of ca. 15% can be obtained
using Pb thin films stabilized by Quantum Size Efffe(QSE) on Si(111) surfaces [39]. Whereas
this results is very promising, a shortcoming iatteuch surfaces are stable only up to 250 K,
introducing a practical limitation to mirror holdewhich should be kept below room temperature
even when the microscope is not operating. Graplggoen on Ru(0001) seems to be able to
overcome these limitations.

In Fig.8 the dependence of the graphene specuféectieity as a function of the surface
temperature is shown. It can be seen that for enheigh incident energy of 65 meV the specular
reflectivity can reach a value of ~18% for a sueféemperature of 100K, and this value can be still
increased. Moreover the graphene specular refigcttan increase of ~50% by decreasing the
incident beam energy from 65 to 10 meV, as showkigrd.
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These results are very promising especially consigehat graphene is inert to exposure to oxygen
even at 100K as shown in Fig.10, in which the reagtof graphene is compared to the reactivity

of a clean Ru(0001) surface.

Ei =65 meV

=
T

N ﬂrﬂﬂsmzﬂﬂﬂﬂgﬂﬂ . Ru (0001)

=, BB . -

B

Absolute specular intensity

0.1 o T, 3
e graphene/Ru(0001)
0.01 ' 1 ' 1 ' 1 ' 1 1 '
0 200 400 600 800 1000 1200

Surface temperature (K)

Fig.8 Dependence of the absolute specular intensityhenstirface temperature for clean Ru(0001) and
graphene grown on it.

T =100 K

S

0.1t AT N

Absolute specular intensity
=&

20 40 60 80 100 120 140
E(meV)

Fig.9 Dependence of the absolute specular relectivith@fraphene overlayer on the beam energy.
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Fig.10 Graphene is inert to oxygen. In a similar experitgerformed on Ru(0001) the surface specular
reflectivity decreases of about 98%.

Indeed, a long-term stability in UHV is highly reged for using such a surfaces as focusing
mirrors for microscopy. Moreover, thermal stabilitiythe graphene overlayer has been found to be
very high. The sample can be heated up to ~10068f&ré graphene starts evaporating.

Another very important property of graphene on RQOQ is its relatively high degree of inertness
during exposure to air. This is shown in Fig.11.teAfpreparation, the measured graphene
reflectivity is ~15%, for a surface temperaturel00K and beam energy of 65 meV. Afterwards the
sample has been exposed to air for few minutegteerdreplaced in UHV. The specular reflectivity
has decreased to ~5%, but the initial value of Ta%be easily recovered by heating the sample at

450K for few minutes.
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Fig.11 Graphene specular reflectivity can be completetpvered after exposure to air upon a flash attabou
450 K.

To conclude, the very high He atom reflectivity ebsd, together with a very good degree of
inertness even after exposure to air, make grappeaven on Ru(0001) an excellent candidate and
possibly the ultimate choice as focusing mirrorfeutral atoms to be used in the Scanning Helium

Atom Microscope.
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5. Preliminar results of He, Ne and Ar diffraction from clean Ru(0001)

Atom scattering from surfaces with the help of nealar beam techniques has been successfully
applied to the study of the fundamentals of gagasarinteraction. Though a lot has been achieved
over the last decades, simple systems with noldesggacattering from crystalline metallic surfaces
are still nontrivial to analyse.

In this sense, the Ru(0001) surface has been pedpas an ideal system for studying quantum
mechanical scattering of high-massive atomic beas,to its high substrate-atom mass and large
surface Debye-Waller factor [40]. In effect, caktions reported in a work by Hayes and Manson
[40] for the scattering dynamics of Ar from Ru(0QQdould only be explained upon using an
effective surface mass of 2.3 Ru atomic massesassiming collective effects of the Ru surface
atoms, in which the projectile scatters off fromedfective target of more than one substrate atom.
This suggests that scattering experiments usingegqiles with different masses could give
important information on the surface electron dignand the different classical turning points of
the incident atoms.

In this work, He, Ne, and Ar diffraction experimgrftom clean Ru(0001) are presented. Fig.1

shows that in case of He scattering on Ru(0001y, the specular peak is observed.

I ! ) g I ¥ 1
He —» Ru
[1120] (0.0)
- ei=510 -
| Ej=65meV
— T_=100K
s L° 4
S
P
‘0
c L i
9
=
¢=0°
1 " 1
96 98 100 102 104 106
9i+6f

Fig.1 He diffraction from clean Ru(0001). Except theapgar peak, no other diffraction peaks are detected
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Differently, pronounced in-plane and out-of-planérdction was measured using Ne beams, as

shown in Fig.2.

- Ne - Ru . (-1,0) E
L [1120] iES———
= ) =0°--@----@ ---0-1
| 0,=35.5° : et
N Ei =65 meV = 4 |
| T =100K o l
B (0,1) |
[ x4 0=47°
' 0.0) '

Intensity (a.u.)
|

(NP

80 . '90
0j+0s

Fig.2 Ne diffraction from clean Ru(0001). Both in-plasued out-of-plane diffraction peaks are visible.
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Experiments using low-energy Ar beams (~65 meVe (B&.3) provided a clear evidence of
several well-distinct diffraction peaks in Ar seathg from clean metal surfaces, while in previous
studies only the existence of the specular diffoscpeak was reported [41].

These foundings suggests that a larger corrugaioplitude of the Ru(0001) surface can be

detected with Ar and Ne compared to He.

B Ar:) Ru B B g g i |
[1120] $=3.8 -9 -0-9-->
~ 0=51° §0 e e e

(-2,-1) | (1.2)

Intensity (a.u.)

- ‘ ¢=3.8° -
(0,0)

80 90 100 110 120
9i+€)f

Fig.3 In-plane and out-of-plane spectra for the clea(0B@1) surface obtained with a room temperature Ar
beam.
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In Fig.4 the specular intensity dependence on thtase temperature for He and Ne beams is
shown. In case of He scattering a very high speaceRlectivity was found, which can reach 50%
by reducing the beam energy and the surface tetoperalhe observed increase in the slope by
changing the beam from He to Ne has been fitted iandonsistent with the Debye-Waller
attenuation [30].

The estimated Debye temperature for Ru is ~750 lesé& results support the prediction from

theory of a unusual hardness of the Ru(0001) sairfac

TF E=65meV = He > Ru 4
s = Ne » Ru

loo/lo

01 ! | L | . | 1 | 1 | 1
200 400 600 800 1000

Fig.4 Dependence of the absolute specular intensityhersarface temperature for He and Ne diffraction on
Ru(0001). Points have been fitted with the Debydl&¥attenuation.
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A preliminary result of close-couplings calculatoperformed for Ne scattering is shown in Fig.5.

The corrugation function was determined by fittitge measured in-plane and out-of-plane
diffraction intensities by means of a trial andoerprocedure The best-fit corrugation function

obtained has a maximum corrugation amplitude ofuti®o2 A, compared to ~0.01 A which is

measured in case of He diffraction.

23

Angstrém
N
N

21

0.0 0.5 1.0 15 2.0 2.5
Angstrém

Fig.5 Best fit corrugation function for the Ru(0001) sw# obtained with Ne diffraction..

This is similar to what has been already obsernetthé case of the NiAl (110) surface [42]. Fig.6
shows the results of such work. The authors corcthdt the brightest spots in the gray scale top
views of Fig.6 correspond to the Al atoms. It cannmticed that a significantly larger corrugation
amplitude is seen with Né&\=0.11 A) compared to H&(~0.035 A). A very remarkable result is
that both Ni and Al atoms are visible in the Nehdedl corrugation, whereas only the topmost Al
atoms appear in the corrugation determined frondiffeaction data.

Close couplings calculations for Ar diffraction mnoRu(0001) have not been performed yet. They
will surely provide new important information forleetter understanding of high-massive atomic
beam scattering.

In conclusions, the Ru(0001) surface seems to bel@a system to investigate how different

projectiles can probe different surface electromsitees at different classical turning points.
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Fig.6 Gray scale representation of the best-fit coriogatunctions obtained for the clean surface wida N
(@) and He (b) diffraction. Note the smaller coatign amplitude seen with He (b) than with Ne (a).
Maxima indicate the positions of the topmost Almasp as concluded from a comparison with a contbur o
constant surface electronic charge density (bottght) determined fronab initio calculations.
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Conclusions

The work of this Ph.D. thesis has been developedgalhree research lines: (1) a study on carbon
nanotubes, (2) the ripple and nanodot pattern faoman Ge(100) surfaces and (3) the graphene

grown on Ru(0001). The most significant results loasummarized as follows.

Nitrogen doping into single walled carbon nanotu{@#/NT) via 300 eV N ion implantation has
been studied with X-ray photoelectron spectroscoflye nitrogen doping concentration was
investigated in the range of 1.5-11.3 at.% and prediation annealing up to 1000°C. It was found
that nitrogen atoms can be substitutionally inseitéo the perfecsp” hexagonal network, or bind
to two sp’ carbon neighbours in a pyridine like configuration be connected to three or fap’
carbon atoms in a reconstructed double vacancy Alg® the substitutional doping is the most

stable bonding against high temperature annealing.

The angular dependence of wavelength coarsenimnisputtering induced ripple patterns on Ge
(100) surfaces has been investigated in the ramga 61° to 68°. For slight changes in the
incidence angle, drastic changes in the coarsdsehgviour of the ripple pattern were observed. By
increasing the incidence angle, a transition froargmal coarsening to significant coarsening can
be identified at about 65°. The results have begiitqtively discussed in the frame of the recently

proposed hydrodynamic model for ion sputtering oetupattern formation.

Graphene epitaxially grown on Ru(0001) displaysraarkably ordered pattern of hills and valleys
in Scanning Tunnelling Microscopy (STM) images. Which extent the observed “ripples” are
structural or electronic in origin has been muc$pdted recently. Helium atom diffraction data
analysis shows that the structural corrugationuisstantially smaller (0.15 A) than theoretically
predicted (1.5 A). The electronic corrugation, be tontrary, is strong enough to invert the contras
between hills and valleys when increasing the malséage in STM measurements. The large
electronic corrugation results in a nanostructyedodic landscape of electron and holes pockets.
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